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Phenotypic evolution as an Ornstein-Uhlenbeck process: The effect of environmental
variation and phenotypic plasticity
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Here we investigate phenotypic evolution from the perspective of the Ornstein-Uhlenbeck (OU) process.
Evolutionarily speaking, the model assumes the existence of stabilizing selection toward a phenotypic optimum.
The standard (OU) model is modified to include environmental variation by taking a moving phenotypic
optimum and endowing organisms with phenotypic plasticity. These two processes lead to an effective fitness
landscape, which deforms the original. We observe that the simultaneous occurrence of environmental variation
and phenotypic plasticity leads to skewed phenotypic distributions. The skewness of the resulting phenotypic
distributions strongly depends on the rate of environmental variation and strength of selection. When generalized
to more than one trait, the phenotypic distributions are not only affected by the magnitude of the rate of
environmental variation but also by its direction. A remarkable feature of our predictions is the existence of
an upper bound for the critical rate of environmental variation to allow population persistence, even if there is
no cost associated with phenotypic plasticity.
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I. INTRODUCTION

Over the past years, several events have influenced and
shaped biodiversity on Earth, from geological climate re-
sponses [1] to human-induced habitat fragmentation [2].
Under environmental variation, species must adapt or mi-
grate to suitable habitats. The pace of environmental change
strongly determines the fate of populations. If unable to dis-
perse, population declines or reaches extinction when the
magnitude of environmental change pushes species beyond
their ability to adapt [3].

The set of genomes comprising an organism determines
their expressed traits as a genotype-phenotype map G → P .
Accordingly, the interaction of the phenotype with the envi-
ronment determines the organism’s fitness, i.e., its adaptation
to the environment. To better adapt to varying environments,
organisms may modify their traits between generations and
thus improve their fitness. The modern synthesis assumes
a one-way relationship between environment and adaptation
in driving evolutionary changes in which the environment
poses new challenges concerning the organism’s ability to
persist and the organism’s propensity to generate new variants,
mainly through mutations that occur randomly, irrespective
of their consequences [4]. Accordingly, evolutionarily sig-
nificant phenotypic variation arises from genetic mutations,
which in its turn can face the changes posed by the environ-
ment. However, the time and tempo of environmental changes
may take effect within an organism’s lifetime, requiring a
faster adaptation response than by genotypic evolution alone.

Contemporary evolutionary works acknowledge the role
of developmental or phenotypic plasticity on evolutionary
responses of natural populations when faced with environ-
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mental variation [5]. Phenotypic plasticity refers to the ca-
pacity of an organism to express different phenotypic states
from the same genome in response to the environment [6,7].
Plastic response to environmental change can modulate the
physiology, morphology, and behavior of individuals [8,9].
Evidence of phenotypic response abound, especially those
related to temperature variation in the face of global warming
[9,10]. These plastic responses bring about critical ecolog-
ical consequences for species interactions and ecological
communities [11]. A massive body of literature reports the
well-documented effect of temperature on predator-prey and
consumer-resource interactions, such as those verified for
vertebrate and invertebrate predators on plant communities
[12–14] and fish predators on phytoplankton biomass [15], to
mention just a few.

In studying phenotypic evolution, important insights have
been inferred from two analytical and tractable models: the
Brownian motion (BM) and Ornstein-Uhlenbeck (OU). Both
are classical stochastic models from statistical mechanics
[16,17]. The OU process can be thought of as a modification
of the random walk, in which the particle is subject to a
harmoniclike potential hence, tending to drift toward the mean
of the process [17]. It has been used as a minimalist model
to describe the dynamics of a wide variety of systems, from
volatility in stock markets [18] to vortex pinning in super-
conductors [19,20] and, more recently, active matter [21–23].
The Brownian motion was the first proposed model of trait
evolution [24], and also used as a model of gene frequency
evolution [25]. The BM can essentially be viewed as a neutral
model (no selection), so evolution happens just by drift. The
OU process was introduced as an alternative to the physical
BM and already has a long-standing contribution to evolu-
tionary biology. The standard OU process, like BM, assumes
random drift but also incorporates stabilizing selection, i.e.,
whereby a trait is attracted to a selection optimum. More
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recently, the OU process [26] has proved to be accurate to
studies of gene-expression evolution in Drosophila [27], as
well as in mammalian species [28]. These quantitative ge-
netics approaches have also been used to study drug-exposed
populations of cancer cells to infer persister probability [29],
as well as the role of gene expression noise on adaptation and
evolution of drugresistance [30].

The current contribution of this work relies on a phenotypic
trait evolution model which incorporates explicitly phenotypic
plasticity and environmental change into the conventional
OU model. In particular, we address a major problem in
quantitative genetics which is poorly understood, namely,
the observation of skewness in distributions of phenotypic
traits. These observations are not captured by the standard
OU model. We show that the combined effect of phenotypic
plasticity and environmental change can lead to considerably
skewed trait distributions. Additionally, we study the condi-
tions that can lead populations to persistence or extinction
upon changing the rate of environmental change.

II. PHENOTYPIC EVOLUTION TOWARDS
A MOVING OPTIMUM

In the context of phenotypic evolution, the OU stochastic
differential equation describing the change in a given trait x is
described by

dx(t ) = σdB(t ) + α(θ − x(t ))dt, (1)

where dB(t ) is a Wiener process of variance one and null
mean which models the Brownian motion. From now on,
we will set σ = 1, so it is implicit that all other quantities
are expressed in units of σ . The parameter α determines the
strength of selection toward the optimal expression level of the
trait θ [31]. Therefore, the model assumes stabilizing selection
[32], and since then it has been used to infer the extent of
stabilizing and convergent evolution of evolving expression
levels [27,28,33].

The probability distribution function (PDF), P(x, t ), of an
OU process evolves towards the stationary Boltzmann distri-
bution P(x) =

√
α/πσ 2e−2V (x)/σ 2

, where V (x) = 1
2α(x − θ )2

makes the role of an effective potential associated to the deter-
ministic force of selection F (x) = −V ′(x) = −α(x − θ ) [see
Fig. 1(a)]. The stationary probability density of phenotypic
trait values are normally distributed with mean θ and variance
σ 2/2α. In fact, quantitative genetics makes use of the assump-
tion of normality as a null model [34].

Here we propose modifications of the conventional
Ornstein-Uhlenbeck which account for (i) continuous change
of the environmental conditions leading to a time-dependent
phenotypic optimum θ (t ), and (ii) phenotypic plasticity. For
assumption (i), we assume that environmental variations result
in the change of the phenotypic optimum, which in its turn
varies linearly with time, i.e., θ (t ) = vt , where v defines the
rate of environmental change [3]. By substituting θ (t ) into
Eq. (1) and transforming to the reference frame moving with
θ , it now becomes clear that y = x − θ also follows a conven-
tional OU process,

dy = −α(y + v/α)dt + dB, (2)

FIG. 1. Schematic plots of the effective potential (lines) and the
stationary probability densities (filled curves) for (a) no plasticity and
static optimum, (b) no plasticity and moving optimum, (c) pheno-
typic plasticity R and static optimum, and (d) phenotypic plasticity R
and moving optimum. The horizontal axis corresponds to trait values
with respect to the optimum, indicated by the vertical line. In all
cases, the strength of selection is set at α = 1.5.

with a steady optimum at −v/α for the variable y. Equa-
tion (2) can be viewed as the equation of a Brownian particle
subjected to the tilted harmonic potential Ṽ (y) = 1

2αy2 + vy.
Accordingly, the steady-state phenotypic trait distribution is
also Gaussian,

P(y) = α√
πσ 2

e−(αy2+2vy)/σ 2
, (3)

but now the most probable trait is lagged, v/α behind the
optimum value, see Fig. 1(b). This way, environmental vari-
ation results in a steady phenotypic lag which will determine
the population’s adaptation level. A higher pace will result in
lower adaptation and, at some point, can compromise popula-
tion persistence [3].

III. COMBINED EFFECT OF A MOVING OPTIMUM
AND PHENOTYPIC PLASTICITY

Although widespread, the plastic response can not be un-
restrained. Otherwise, organisms would always exhibit the
best-adapted trait for a given environmental condition, and the
population risk of extinction would no longer be a concern.
The limits and costs of plasticity are commonly related to the
energy and molecular material needed to anticipate environ-
mental variation leading to the most applicable phenotypic
response [35]. Furthermore, strong phenotypic plasticity can
limit the potential evolutionary responses owing to the inher-
ent costs of plasticity, but mainly because of lower standing
genetic variation [36]. For instance, a recent study of the
African savannah butterfly Bicyclus anynana in seasonal en-
vironments found that the potential for evolutionary change
in plasticity is constrained by the lack of standing genetic
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variation [7]. Besides, it is also alleged that strong phenotypic
plasticity can enhance extinction probability in more unpre-
dictable environments [37]. Thus, it is crucial to understand
how plasticity and selection can interact.

To account for phenotypic plasticity, we first define the
reaction norm, an array of phenotypes that will be developed
by a genotype across a variety of different environmental
conditions [38,39]. In short, the reaction norm describes the
sensitivity of an organism with a given genome to some
environmental variable, and can be represented as a curve
that relates, the contribution of environmental variation to ob-
served phenotypic variation. Here we will assume that a linear
reaction norm holds over a limited range, |x − θ | < R, thus
inflicting limits to the plastic response, which certainly adds
realism to the modeling of plasticity [40]. The resulting phe-
notype matches the environment in this range, and the fitness
is maximum. We neglect any time lag between environmental
variation and phenotypic response [35]. Under this new per-
spective, the walker (variable x) now defines the center of this
tolerance range, and so when |x − θ | � R, the particle is under
free Brownian motion as the deterministic component of the
OU process vanishes. On the other hand, when |x − θ | >

R, the stabilizing force that reads −α[x − θ − sgn(x − θ )R],
comes into action. Under the reasoning of Lande’s model
[32], x can be devised as the elevation of the reaction norm,
i.e., it provides the genetic additive effect in the reference
environment θ = 0. Yet, the plastic component equals (θ − x)
when |x − θ | < R, or ±R when |x − θ | > R. By establishing a
range of validity of the linear reaction norm, as done here, one
avoids some spurious outcomes in the case of the unbounded
limit of the plastic component, such as the dominance of the
relative contribution of that component to the phenotype, ap-
proaching one as the optimum phenotype θ (t ) moves further
from the reference environment θ = 0, whereas the contribu-
tion from the genetic counterpart shrinks [41].

Once again, changing to the frame moving with the opti-
mum, y = x − vt is described by the following equation

dy = − ∂

∂y
[V (y) + vy]dt + dB, (4)

where

V (y) =
{

0, if |y| < R,

1
2α(y − sgn(y)R)2, if |y| > R.

(5)

Since the deterministic part of Eq. (4) can still be derived from
a time independent potential, once again the stationary PDF
follows the Boltzmann distribution,

P(y) = e−2[V (y)+vy]/σ 2∫
dy e−2[V (y)+vy]/σ 2 . (6)

Plots of V (y) and P(y) with plasticity R = 1.0 are shown in
Fig. 1(c), for v = 0, and Fig. 1(d), for v = 1.0. Notice that
plasticity induces a larger lag of the most probable trait value,
given by R + v/α, as compared to the nonplastic case. In addi-
tion, now the distribution is no longer Gaussian and becomes
considerably skewed for v > 0. Figure 2 depicts the skewness
and mean population fitness (relative to the optimum), which
we define as the expected value W̄opt = ∫

dy[−V (y)]P(y).
Notice that Eqs. (4) and (6) reduce respectively to Eqs. (2)

and (3) in the limit R = 0. Another interesting limit is that of

FIG. 2. Skewness (upper panel) and mean population fitness rel-
ative to the optimum (lower panel) as a function of the strength of
selection α. The other parameter values are phenotypic plasticity
R = 1.0, and the rates of environmental change, v, are indicated in
the legends. Dashed lines correspond to the analytical approximation
for the large-α limit.

large α, for which case the effective potential can be approx-
imated by an infinitely deep square well and the stationary
PDF simplifies to a truncated exponential distribution: P(y) =
ve−2vy/σ 2

/[σ 2 sinh(2vR/σ 2)], for |y| < R, and P(y) = 0
otherwise. The dashes in Fig. 2 correspond to the skewness
calculated for this distribution. In fact, under plasticity, the
distribution P(y) describes the distribution of breeding values
(genetic component) of the phenotype. Note that both the
rate of environmental variation and strength of selection play
a significant role in shaping the phenotypic distribution at
stationarity. We also observe that deviation from normality
occurs at larger α for larger rates of environmental change
v. Still, larger v at the strong selection regime can result in
more significant skewness. Assuming a density-independent
population growth, the population declines in size when the
mean population fitness W̄ < 1 [or equivalently, the per capita
population growth rate ln(W̄ ) < 0, as used for continuous
time models], which is defined up to an additive constant:
W̄ = Wmax + W̄opt, with Wmax denoting the fitness of the op-
timum phenotype. In Fig. 3, we show the critical rate of
environmental change, vc, beyond which the population goes
extinct. To account for the cost of plasticity, a cost function
C(R) is included to the definition of the mean fitness

W̄ = Wmax − C(R) +
∫

dy[−V (y)]P(y). (7)

By choosing the cost function to depend on R, we assume
that the cost of plasticity is associated with the maintenance
of the sensory and regulatory machinery needed for plastic-
ity [35]. In an experimental study, a quadratic form for the
cost function was suggested [42]. Besides, the quadratic form
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FIG. 3. Critical rate of environmental change, vc, as a function of
phenotypic plasticity, R. The lines delimitate the domains of popula-
tion persistence and extinction. Results are shown for two different
models of the cost of plasticity, quadratic (top) and linear (bottom),
and different values of the cost coefficient β. In all cases, α = 1.0
and Wmax = 1.5.

for the cost function, C = βR2, a linear function, C = βR,
is here considered, where β is a constant. As we see, the
scenario in both cases is qualitatively similar. The boundaries
between persistence and extinction phases of the population
for different values of β are shown. Our results unveil a strik-
ing feature: the existence of an upper bound for the critical
rate of environmental variation. In the plot, we observe that
for v � 0.8, the population can no longer persist, even for
a null cost of plasticity. The ideas above can be extended
straightforwardly for the case of multiple traits. Instead of a
phenotypic range, as defined for the one-dimensional case,
now the plasticity R corresponds to the radius of a hypersphere
in the trait space, which comprises all traits xk . Once again,
their contributions to fitness are determined by the distance to
their respective optima, yk = xk − θk . Moreover, we assume
that the optimum of each trait k drifts at a constant rate, that
is, θk = vkt . Therefore, in analogy to Eq. (4), we model the
time evolution of the N variables yk by the following vector
equation

dr = −∇[V (r) + v · r]dt + dB, (8)

where r = (y1, y2, . . . , yN ), ∇ = ( ∂
∂y1

, ∂
∂y2

, . . . , ∂
∂yN

), v =
(v1, v2, . . . , vN ), and

V (r) =
⎧⎨
⎩

0, if |r| < R,

1

2
α

(
r − r

|r|R

)2

, if |r| > R.
(9)

FIG. 4. Upper panel: reduced probability density of trait X1

around the phenotypic optimum at different times and at stationarity,
P(y1, t ), with y1 = x1 − v1t . Lower panel: Joint probability density
of traits X1 and X2 around the phenotypic optimum at stationarity,
P(y1, y2), with y1 = x1 − v1t and y2 = x2 − v2t . The circle delimits
the area around the phenotypic optimum within a radius R. In the
plot, v1 = v2 = 0.5 and α = 5.0.

Since the deterministic part of Eq. (8) can be expressed as the
gradient of an effective potential, the corresponding Fokker-
Planck equation admits a stationary solution, given once more
by the Boltzmann distribution. Figure 4 displays both the
joint probability density of y1 = x1 − v1t and y2 = x2 − v2t ,
P(y1, y2), and the reduced probability density of y1, which
equals P(y1) = ∫ ∞

−∞ P(y1, y2)dy2. In the plot v1 = v2 = v.
The results are qualitatively the same as those seen for a single
trait. We observe that both distributions are highly skewed
concomitantly with a considerable phenotypic lag in both di-
rections. If, for instance, we had v1 = 0 and v2 = v, y1 would
become normally distributed, whereas the distribution of y2

would be skewed (data not shown). In this way, the shape
of the joint probability density and the reduced probability
density are influenced not only by the magnitude of v but
also by its direction. Moreover, the joint probability density
displays a strong correlation between the traits. As shown
in Fig. 5, these results from the combination of plasticity
and the continued change of the phenotypic optimum in both
directions.

IV. DISCUSSIONS AND CONCLUSIONS

Here we have investigated phenotypic evolution within the
framework of the Ornstein-Uhlenbeck process. Our main goal
is to use this framework to address the role of environmental
variation and phenotypic plasticity in the evolutionary pro-
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FIG. 5. Correlation between traits y1 and y2 for the same situation
as in Fig. 4, but: (Left) with varying R and fixed v1 = v2 = 0.5;
(Right) with varying v2 and fixed R = 1, v1 = 0.5. Notice that
Corr(y1, y2) becomes significant when one increases plasticity and
the rates v1, v2, thus suggesting that this quantity can be used as
a signature of the interplay between plasticity and environmental
change rate. For large v2 the correlation tends to shrink because v1

becomes negligible in comparison to v2.

cess. It is of considerable interest to understand how natural
selection and other evolutionary forces combine to change
the phenotypic spectrum. The assumption that phenotypic
traits are normally distributed is a fundamental premise in
quantitative genetics [43]. One expects skewed phenotypic
distribution to affect the evolutionary process. Deviations
from normality can, for instance, break down the linearity
of the parent-offspring regression used as a central tool to
measure the heritability of phenotypic traits [34]. Deviations
from the normality assumption are found for juvenile body
size of bird species [34], contemporary human traits [44],
and avian breeding phenology in wild bird populations [45],
among others. Among the processes that are pointed out as
possible explanations for the departure from the normality as-
sumption are strong directional selection, migration between
heterogeneous populations with respect to their adaptive opti-
mum, and skewed stabilizing selection [45].

The modification of the standard Ornstein-Uhlenbeck
(OU) process by considering a continued directional shift of
the phenotypic optimum in time supplies the modeling with
a combination of stabilizing and directional selection, such
as verified in contemporary human traits [44]. We show that
under the framework of the OU process, the assumption of a
moving optimum results in a phenotypic lag that equals v/α,
i.e., increases with the rate of environmental change and de-
creases with the strength of selection. However, the sustained
displacement of the phenotypic optimum does not account for

any deviation from the normality assumption. We demonstrate
that, in the context of the OU model, where the stabilizing
force is a linear function of trait, deviations from the normality
assumption require the existence of phenotypic plasticity, but
only the common occurrence of both a moving optimum and
phenotypic plasticity can explain the appearance of skewed
trait distributions. Of course, a skewed distribution can also
be obtained by considering a model where the stabilizing
force is nonlinear from the very beginning. However, such
a procedure would miss the simplicity of the OU model and
the opportunity of systematically investigating the effect of
phenotype plasticity, both present in our modeling. Our results
reveal the need for a more accurate analysis of empirical evi-
dence of the processes or their absence through the inference
from the skewness of empirical phenotypic distributions under
different conditions.

The postulation of either a moving optimum or phenotypic
plasticity gives rise to an effective potential or, equivalently,
to an effective fitness landscape. A distortion of the original
harmoniclike potential is seen in the presence of phenotypic
plasticity. The common occurrence of a moving optimum and
phenotypic plasticity gives rise to a skewed effective potential,
which explains the observed asymmetry in the distribution
of trait values. We have obtained a phase diagram encircling
the domain of population extinction and persistence. An im-
portant evolutionary consequence of our predictions is the
existence of an upper bound for the critical rate of environ-
mental change vc even when there is no cost of plasticity
β = 0. This outcome is at odds with previous findings that
display an accelerating rate of growth of the critical rate of
environmental change with plasticity [3,46], and the critical
rate vc grows with no bound, which sounds unrealistic. Our
modeling avoids the spurious effect of the dominance of the
plastic component to the phenotype [41]. In Ref. [46], an
upper bound for vc is found but under the assumption of a
decelerating rate of environmental variation.
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