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Precision of morphogen-driven tissue patterning during development is enhanced
through contact-mediated cellular interactions
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Cells in developing embryos reliably differentiate to attain location-specific fates, despite fluctuations in
morphogen concentrations that provide positional information and in molecular processes that interpret it. We
show that local contact-mediated cell-cell interactions utilize inherent asymmetry in the response of patterning
genes to the global morphogen signal yielding a bimodal response. This results in robust developmental outcomes
with a consistent identity for the dominant gene at each cell, substantially reducing the uncertainty in the location
of boundaries between distinct fates.
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I. INTRODUCTION

The ubiquity of noise in nature requires that biological pro-
cesses be robust to it [1,2]. In particular, during development,
small deviations resulting from chance events at earlier stages
can get amplified over time leading to pathological outcomes
[3,4]. Nevertheless, embryos exhibit a highly reproducible se-
quence of cellular division, differentiation, and rearrangement
resulting in consistent physiological organizations [5–8]. Such
pattern formation [9,10] during morphogenesis involves cells
adopting distinct roles (fates) via differential gene expres-
sion [11]. Fates are determined by the positional information
provided by the local concentration of morphogen molecules
diffusing from localized sources [Fig. 1(a)]. Pattern formation
of this nature, which is guided by a global field (in this case,
the morphogen gradient), is referred to as boundary-organized
to distinguish it from self-organized pattern formation mech-
anisms such as that suggested by Turing in the context of
reaction-diffusion systems [12–15]. The domains of distinct
fates are characterized by sharp boundaries [16] whose loca-
tions are invariant for a species, e.g., between cells expressing
dorsal and ventral fates in a Xenopus embryo [Fig. 1(b)] [4].
This occurs despite the ubiquity of noise, which can have
sources that are intrinsic (such as transcriptional bursts) or
extrinsic, resulting in cells exhibiting variability that cannot be
attributed to any genetic differences [2,17,18]. For example,
fluctuations in the morphogen concentration can arise due to
stochasticity in the synthesis, degradation and diffusive trans-
port of molecules [Fig. 1(a), inset] [14,19–21]. In addition,
the steps involved in the intra-cellular response are inher-
ently noisy, as the underlying probabilistic processes involve
a small number of molecules [22–24].

In the absence of an explicit mechanism for noise re-
duction, cell fates in a model system can exhibit a high
degree of variation [Fig. 1(c)]. Comparable expression lev-
els of patterning genes in a number of cells suggest that
the resulting fates are primarily decided by random chance
events [25,26]. Hence, instead of a highly reproducible

spatial pattern characterized by precisely located fate bound-
aries, the length of the different fate domains would have
varied considerably across realizations [Fig. 1(d)]. Mech-
anisms that could be operating in vivo to reduce this
variability [27,28] could involve, e.g., self-enhanced mor-
phogen degradation, pre-steady-state interpretation of the
gradient, stochastic focusing and negative feedback in ge-
netic regulatory networks [14,28–32]. Cell fate consistency
can also be promoted by processes that reduce fluctua-
tions in the morphogen concentration gradient [26,33–35].
In general, all such mechanisms that improve the reliability
of cell fate decisions based on spatial location, effectively
pool together information from multiple measurements of the
local morphogen signal [6]. While a single cell may achieve
this by temporal integration of the signal, an alternative is
for neighboring cells to share information [36]. As cells in
the developing embryo can communicate with those in close
proximity through contact-mediated signaling, such interac-
tions can be a possible mechanism for spatial integration
of the morphogen signal [6,37]. A notable example is the
evolutionarily conserved notch signaling pathway [38–41],
known to play a fundamental role in all metazoan develop-
ment [38,42,43]. It is triggered when notch receptors on a
cell surface bind to membrane-bound proteins (e.g., Delta or
Jagged ligands) of a neighboring cell. Although it has been
suggested that such contact-mediated signaling may regulate
noise [6,44,45], an explicit mechanism for this is yet to be
established.

In this paper we demonstrate that cells can act in concert
to attenuate the impact of noise, thereby enhancing the preci-
sion of the boundary demarcating distinct fates. Specifically,
we investigate how intercellular signaling regulates the ex-
pression of mutually inhibiting patterning genes (A, B) that
determine the developmental fate of a cell. We observe a
remarkable decrease in cell fate uncertainty near the bound-
ary between the two domains if the downstream effector S
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FIG. 1. Cell fate determination through a morphogen concen-
tration gradient needs to be robust against stochastic fluctuations.
(a) A morphogen gradient across a cellular array results from the
processes (shown in the inset) of secretion of molecules from a
source located at the boundary of the domain, their diffusion across
space, and degradation over time such that the decay rate is lin-
early proportional to its concentration. (b) Schematic representation
of a Xenopus embryo where the differentiation of the cells of the
mesoderm into dorsal and ventral fates (represented by blue and
orange, respectively) is guided by the concentration gradient of the
morphogen activin between the dorsal (D) and ventral (V) ends
(displayed below the embryo). (c) The steady-state expression of
patterning genes A, B across a 1D array comprising N cells, with
the indices of the cells indicated by i = 1, . . . , N (= 50), subject to a
noisy morphogen gradient in the absence of interaction between the
cells. Results of 300 different realizations are shown. (d) While in the
absence of noise the boundary separating the regions with the two
different fates corresponding to B > A (blue) and A > B (orange) is
expected to occur at the same position across all realizations (the
idealized situation shown at left), fluctuations in the morphogen
concentration and gene expression dynamics results in variations
across realizations (shown at right) if fate determination occurs only
on the basis of positional information provided by the morphogen
gradient. (e) Interactions between neighboring cells mediated by the
notch signaling pathway (shown here schematically) can aid in the
robust determination of fate boundaries in the presence of noise.
Genes A and B comprising the morphogen interpretation module
affect the expression of genes coding for notch receptors. The notch
intracellular domain (NICD), released from the bound notch complex
that results from the trans-activation of notch receptors, in turn up-
or downregulates the expression of A and B (depending on the type
of interaction).

of the notch signaling pathway upregulates the patterning
gene A that expresses at a lower morphogen concentration, or
equivalently, downregulates the other gene B. Insight into the
process by which the coupling counters noise is provided by
the observation that robustness requires the timescale of the
contact-induced signal to be longer than those associated with
gene expression dynamics. This effectively allows spatial inte-

gration of the information provided by the morphogen around
the local neighborhood of each cell, thereby attenuating noise.
Our results show that intercellular notch signaling can exploit
inherent asymmetries in the interactions between patterning
genes and their response to the morphogen, yielding a highly
robust developmental outcome.

II. MODEL

To investigate the potential role of contact-mediated in-
teractions in generating spatial patterns of cell fates that are
robust to stochastic fluctuations, we consider a linear array
of cells exposed to a morphogen concentration gradient. The
morphogen molecules are secreted at a constant rate αM from
one end of the array and have a mean lifetime τM . They
randomly disperse in the medium with diffusion coefficient
DM , resulting in fluctuations of their concentration around an
exponentially decaying spatial profile. The temporally aver-
aged signal strength sensed by a cell at a distance x away
from the source is M(x) = M(0) exp(−x/λM ), where λM is
the characteristic length scale of the gradient. The signal
governs the differential expression of genes comprising the
morphogen interpretation module. We consider the simplest
module yielding spatial patterns which comprises two genes,
A and B [Fig. 1(e)], such as Goosecoid and Brachyury in-
volved in mesodermal patterning in Xenopus induced by the
morphogen activin [46,47]. This framework is also applica-
ble to other examples involving two patterning genes whose
differential expression is induced by the local morphogen
concentration, such as the genes orthodenticle and hunchback
responding to a gradient in Bicoid concentration, and the
genes twist and rhomboid induced by graded Dorsal activity,
that are required to establish anteroposterior polarity and the
dorsoventral axis, respectively, in the developing Drosophila
embryo [48].

As is characteristic of gene circuits that respond to an ex-
ternal morphogen concentration, the two patterning genes are
assumed to mutually repress each other [14,48–50]. The max-
imally expressed gene in a cell decides its fate. As mentioned
earlier, compared to gene B, gene A is expressed at a rela-
tively lower morphogen concentration. Asymmetric mutual
repression such that B inhibits A more strongly than A does
B. ensures that B expression is favored at higher morphogen
concentrations, preventing a homogeneous fate for the entire
domain.

When both A and B are expressed at high levels, the gene
encoding notch is upregulated, resulting in increased concen-
tration of free receptors (R). This enhances the strength of
intercellular coupling by increasing the probability of bind-
ing to ligands of a neighboring cell. Such trans-activation of
notch receptors leads to a signaling cascade having a down-
stream effector S that regulates the patterning gene expression.
Based on whether S up or downregulates the expression of
gene A or gene B, we can classify the intercellular inter-
actions into four different types. We report below in detail
the dynamical consequences of each type of coupling. The
signaling resulting from trans-activation of notch receptors
also results in the repression of the production of ligand
protein [39,51], thereby decreasing the concentration of free
ligands (L).
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TABLE I. Functions and parameters defining different types of
intercellular signaling. The classification is based upon the nature of
interaction, viz., upregulation (→) or downregulation (�), and the
identity of the patterning gene whose expression is regulated by the
notch downstream effector S, i.e., A or B.

�A �B γA γB

S � B 1 Qg/Qg + Sg 0 0
S → A 1 1 >0 0
S � A Qg/Qg + Sg 1 0 0
S → B 1 1 0 >0

The equations describing the stochastic dynamics of all
variables X : {M, A, B, R, L, S} in our model have the form
dX = FXdt + GXdW , with the stochastic component being
GX = ηXX where ηX are the noise strengths associated with
the different variables and dW is a Wiener process [52,53].
The deterministic component F for the system variables are
given by

FM = αMδi,1 − DM∇2M − M

τM
,

FA = αAHh(M, K1)H′
h(B, K3)�A + γAHg(S, Q) − A

τA
,

FB = αBHh(M, K2)H′
h(A, K4)�B + γBHg(S, Q) − B

τB
,

FR = βR0 + βRHg(A, J )Hg(B, J ) − ktrRLtr − R

τR
,

FL = βL0 + βLH′
g(S, K5) − ktrRtrL − L

τL
,

FS = ktrRLtr − S

τS
,

where Rtr(=
∑

i∈N Ri ) and Ltr(=
∑

i∈N Li ) are the total con-
centrations of receptors and ligands, respectively, in the
neighboring cell(s) (N denoting this set). The noise strengths
for the morphogen and patterning genes in the coupled system
are same as that for the uncoupled system, viz., ηM = 1,
ηA = ηB = 0.1. For simplicity it is assumed that the notch
receptor, ligand, and downstream effector molecules have the
same noise strength η(= 0.01). The coupling enhanced preci-
sion of the fate boundary is seen to be invariant over a large
range of η [54]. The Hill functions corresponding to acti-
vation and inactivation of X are Hz(X,C) = X z/(Cz + X z )
and H′

z(X,C) = Cz/(Cz + X z ), respectively, with C as the
half-saturation constant and z being the Hill exponent. The
functions �A,B = Qg/(Qg + Sg), if S inactivates the corre-
sponding gene A or B, respectively, and = 1, otherwise. The
coefficients γA,B of the Hill functions that quantify the signal’s
contribution to the expression of patterning genes is >0 if
S activates the corresponding gene, and = 0, otherwise. To-
gether they characterize the four distinct types of intercellular
interactions defined in Table I. To quantitatively characterize
the role of intercellular interaction in promoting robustness
to noise, we compare the variance of the spatial location of
the fate boundary when the cells interact via notch signaling,
with the case when the cells attain their fates independent of
their neighbors. Figure 1(c) displays the spatial distribution of

steady-state values of A and B when the cells are uncoupled.
In cells near the fate boundary (i.e., i ∼ 20), the expression of
both genes varies over a large range, with substantial overlap
between the two distributions. As a result, cell fates vary
across realizations [Fig. 1(d), right], indicative of insufficient
positional information to conclusively determine the eventual
identities. Such ambiguity can lead to a biologically undesir-
able outcome, viz., high variability in embryonic patterning
[55,56].

The strength of the interaction between notch signaling
and patterning gene expression dynamics is regulated in our
model by the half-saturation constants Q and J , as well as K5,
which controls the strength of repression of ligand expression
by the notch signal (see the expressions for FA,B, FR, and FL,
respectively, defined above). We focus on (i) Q, the magnitude
of S above which the signal noticeably affects patterning gene
expression, and (ii) J , which determines the expression lev-
els of the patterning genes above which production of notch
receptors is appreciably increased. As the coupling-induced
suppression of noise occurs even when S has no effect on
L production, we may conclude that the phenomenon is not
critically dependent on the value of K5. Two additional pa-
rameters γA and γB also play a role but only when the signal S
upregulates the patterning genes.

III. RESULTS

Figure 2 shows the dispersion in the fate boundary position
in a system of N coupled cells upon varying Q and J over a
large range. While for all four types of interactions we observe
a substantial reduction in the extent to which the location
lB of the fate boundary fluctuates across realizations, this is
most prominent when the interaction involves either S down-
regulating the expression of B [Fig. 2(a)], or equivalently,
upregulating the expression of its inhibitor A [Fig. 2(b)]. For
these two types of interactions, we observe not only a much
larger area of the (Q, J ) parameter space where the variance
σ 2(lB) is lower than that in the absence of intercellular inter-
actions, but also a relatively greater certainty in the location
of the boundary between the different fates. We note that
alternative measures of robustness yield qualitatively similar
results (see Figs. S1 and S2 [54]).

For the type of interaction in which the signal downreg-
ulates A (or equivalently, upregulates B), the function �A,
and hence the production term in FA, decreases to very low
values for large S. As a result, B is favored to dominate over
A in the region where the patterning genes are expressed
at comparable levels when the cells are uncoupled. This
would lead one to expect an analogous situation to that in
which S downregulates B expression, but with B replacing
A as the preferred cell fate around the fate boundary loca-
tion for the noninteracting case. However, as this region is
located relatively far from the morphogen source, the local
concentration of M may not be high enough to promote the
expression of B while being sufficient for the expression of A
(as K2 > K1). As a result, the advantage conferred to B by the
contact-mediated interaction is offset by the low morphogen
concentration that favors A, preventing outright dominance
by either gene in this region. Hence, these two types of
interactions between S and the patterning genes are unable
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FIG. 2. Robust determination of cell fates results from inter-
action between stochastic gene expression dynamics and contact-
mediated signaling. The intercellular interactions mediated by the
notch downstream signal (S) can be classified into four types, deter-
mined by which of the patterning genes (A or B) is up/downregulated
by S, as represented by the motifs shown beside each panel (a)–(d)
[arrows as in Fig. 1(e)]. For each type, the spatial pattern formed by
cells adopting distinct fates A, B in a 1D domain comprising N (= 50)
cells subject to a morphogen gradient is characterized by the location
lB of the boundary [∼20, in absence of any interactions between the
cells, see Fig. 1(c)] demarcating the segments expressing the two
fates. The variance in lB across 300 stochastic realizations is shown
for each choice of the pair of parameters quantifying the strength of
intercellular coupling, viz., J representing critical value of patterning
gene expression segregating low/high receptor production and Q
representing critical signal intensity that distinguishes between weak
and strong regulation of patterning gene expression. The continuous
curves in each panel are contours indicating the variance in lB in the
absence of intercellular interactions (� 1.38). The regions in the J-Q
plane above the broken curves (shown in white) correspond to the
mean value of lB lying within [10,30], i.e., 50% of its value in the un-
coupled case. Note that, for coupling types in which S upregulates A
either directly (b), or indirectly via suppression of its inhibitor B (a),
fluctuations in lB are markedly reduced over a wider range of J and Q.
(e, f) Temporal evolution of the expression of A and B shown for cells
around lB for the uncoupled case, contrasting (e) the dynamics seen in
absence of any intercellular interactions, with (f) that obtained when
S inhibits B [as in panel (a)]. While the uncoupled cells exhibit large
fluctuations in expression levels with uncertainty in lB sustained for
a long time, in the presence of intercellular interactions cells rapidly
converge to their eventual fates.

to reduce the variability in fate boundary position for a wide
range of choices of the parameters Q and P [see Figs. 2(c)
and 2(d)].

FIG. 3. Reduction in variability of response to fluctuating mor-
phogen concentrations by contact-mediated signaling. (a), (b)
Steady-state distributions for the expression levels of the patterning
genes A and B shown for cells located around the respective positions
of the fate boundary when (a) intercellular interactions are absent, or
(b) the notch downstream signal S suppresses expression of B [as
in Fig. 2(a)]. In the uncoupled case, the distributions are extremely
broad with a high degree of overlap close to the fate boundary.
Interactions, on the other hand, result in sharply defined peaks at very
low and high values, with the dominant gene at a given cell clearly
identifiable. This leads to a steady-state expression of the patterning
genes [shown in panel (c) for a 1D array of 50 cells] that exhibits
a robust, sharply defined cell fate boundary (at i ≈ 12) even in the
presence of a noisy morphogen gradient. Results of 300 different
realizations are shown. (d), (e) Time-series (left) and corresponding
distributions (right) of patterning gene expressions for a cell placed
in a morphogen gradient when it is (d) isolated or (e) coupled to a
neighboring cell. The coupling-induced separation of A, B reduces
the uncertainty in fate determination. (f)–(i) The numerical results
(f, uncoupled; g, coupled) are supported by analytical calculations
for a pair of coupled cells using linear noise approximation where
the high degree of uncertainty as measured by the normalized Fano
factor fA (broken curve) in the absence of coupling (h) decreases
markedly on including contact-mediated signaling between the cells
(i). Shaded regions represent the position-dependent steady-state ex-
pression levels for A and B.

To explain this enhanced robustness when S suppresses
the patterning gene B (or equivalently, promotes A), we note
that this suppression occurs specifically in the region (i � 13)
where, in the absence of coupling, A, B are expressed at
comparably high levels (> J) in the steady state and where
the two distributions consequently overlap [Fig. 3(a)]. The
notch-mediated interaction leads to the dominance of A over
B in this region consistently across all realizations [Fig. 3(b)].
For cells closer to the morphogen source (i � 12), B
dominates because of the asymmetric mutual repression be-
tween the patterning genes, resulting in low expression levels
of A and consequently, negligible production of S. The in-
tercellular interactions can, thus, be seen as enhancing the
distinction between the steady-state levels of A and B, leading
to a sharply defined fate boundary [Fig. 3(c), compare with
Fig. 1(c)]. Note that the boundary shifts closer to the mor-
phogen source (with respect to its location in the uncoupled
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case), as the suppression of B by S favors the dominance of
A in regions where the two genes would have had similar
expression levels in the absence of interactions. Consistent
with this explanation, the reverse is observed for types of
interactions where S instead suppresses A (or promotes B)
with the fate boundary location moving further away from
the morphogen source (as shown in Fig. S3 [54]). Our model,
thus, helps explain the shift in fate boundary that has been
observed when cells communicate via notch signaling [57,58].

The mechanism by which intercellular coupling reduces
the uncertainty in fate specification can be clarified by con-
sidering a pair of cells that are located at adjacent positions
along the morphogen gradient. As seen in Figs. 3(d) and
3(e), coupling leads to an increased separation between the
expression levels of A and B. By analytically obtaining the
variance in the gene expression levels of this reduced system
[59], we can explicitly reproduce the reduction in uncertainty
(most apparent at the cell fate boundary) arising from contact-
mediated signaling [Figs. 3(f) and 3(g)]. This is quantified in
terms of the Fano factor F for the expression level X of a
patterning gene and is defined as

FX = 〈X 2〉 − 〈X 〉2

〈X 〉 , (1)

where 〈. . . 〉 represents the temporal average. For ease of
comparison between the analytical and numerical results in
presence and absence of intercellular coupling, we normal-
ize the factor by its maximum value in the uncoupled case,
viz., f = F/F max

uncoupled. We formulate the mass-action kinet-
ics in terms of stoichiometric coefficients and propensities,
by considering the concentrations in of the various chemical
species X : {M, A, B, R, L, S} undergoing single-step reac-
tions for each of the cells in the system being considered.
This yields a stoichiometric matrix, whose elements are then
used to construct a diffusion matrix D that occurs in the matrix
equation

J� + �JT = −D, (2)

where J is the Jacobian calculated for the fixed point of the
corresponding deterministic system. Solving this equation we
obtain the stationary covariance matrix �, thereby obtaining
the variance of the expression levels that is used to calculate
the Fano factor. Details of calculations, including complete set

of codes, are available at Ref. [60]. The results obtained are
shown in Figs. 3(h) and 3(i) in terms of the normalized Fano
factor fA for the expression level in one of the cells. We also
note that independent of the mean morphogen concentration
M (and hence, the cell’s position in the array [61,62]), the gene
expression level is robust to noise over a range of τS .

IV. CONCLUSION

To conclude, we have shown that contact-mediated inter-
action between cells can reduce the uncertainty in cell fates
that arise from both stochastic fluctuations in the morphogen
concentration and intrinsic noise. Even though the signaling
mechanism we employ is also subject to random variability in
its components, it is able to markedly reduce the variability in
the position of the boundary between regions expressing dis-
tinct cell fates. This enhanced robustness suggests a functional
role for the higher expression level of notch, e.g., at the bound-
ary between the regions expressing dorsal and ventral fates
in the Drosophila hindgut [63], and in the boundaries of the
organ of corti in the mice cochlea [64]. A direct experimental
test of our model can involve verifying that notch activity is
stronger in those differentiating cells that would have com-
parable levels of expression for different patterning genes in
absence of notch. The results reported here show that the
nature of interaction between the downstream effector of the
intercellular signaling mechanism and the patterning gene(s)
is important in determining the extent to which coupling
between cells enhance the robustness of cell fate patterns.
An experimentally verifiable consequence is that the mech-
anism described here is more effective in suppressing noise
and reducing variability when notch signaling upregulates the
patterning gene that requires a relatively lower concentration
of the morphogen to be expressed (or equivalently, downreg-
ulates the gene repressing it).
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