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Chaotic dynamics from coupled magnetic monodomain and Josephson current
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The ordinary (superconductor-insulator-superconductor) Josephson junction cannot exhibit chaos in the ab-
sence of an external ac drive, whereas in the superconductor-ferromagnet-superconductor Josephson junction,
known as the ¢, junction, the magnetic layer effectively provides two extra degrees of freedom that can
facilitate chaotic dynamics in the resulting four-dimensional autonomous system. In this work, we use the
Landau-Lifshitz-Gilbert model for the magnetic moment of the ferromagnetic weak link, while the Josephson
junction is described by the resistively capacitively shunted-junction model. We study the chaotic dynamics
of the system for parameters surrounding the ferromagnetic resonance region, i.e., for which the Josephson
frequency is reasonably close to the ferromagnetic frequency. We show that, due to the conservation of magnetic
moment magnitude, two of the numerically computed full spectrum Lyapunov characteristic exponents are
trivially zero. One-parameter bifurcation diagrams are used to investigate various transitions that occur between
quasiperiodic, chaotic, and regular regions as the dc-bias current through the junction, /, is varied. We also
compute two-dimensional bifurcation diagrams, which are similar to traditional isospike diagrams, to display the
different periodicities and synchronization properties in the /-G parameter space, where G is the ratio between
the Josephson energy and the magnetic anisotropy energy. We find that as / is reduced the onset of chaos occurs
shortly before the transition to the superconducting state. This onset of chaos is signaled by a rapid rise in
supercurrent (Is —> I) which corresponds, dynamically, to increasing anharmonicity in phase rotations of the

junction.
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I. INTRODUCTION

With the view of facilitating new developments in com-
puter technologies, superconducting spintronics has become,
recently and most likely for the foreseeable future, an active
area of scientific research [1-6]. Since the original work by
Buzdin [7], it is known that a significant interaction can oc-
cur between the superconducting current and the magnetic
moment of the ferromagnet forming the weak link in the
superconductor-ferromagnet-superconductor Josephson junc-
tion. As pointed out in Ref. [1], for example, this ... marriage
between superconductivity and ferromagnetism,” opens the
door for the development of ultrafast spintronic-logic devices
and motivates studies of structures with a superconductor-
ferromagnet interface [3]. One specific structure that is
currently attracting our attention is the superconductor-
ferromagnet-superconductor (SFS) Josephson junction (JJ), or
more precisely, the SFS ¢ Josephson junction.

The SFS ¢y JJ belongs to a special class of anomalous
Josephson junctions in which the ferromagnetic layer is non-
centrosymmetric and there is broken time-reversal symmetry.
In this case, the spin-orbit coupling leads to a phase shift,
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@, proportional to the magnetic moment perpendicular to the
gradient of the asymmetric spin-orbit potential. The resulting
current-phase relation is I = I. sin(¢ — ¢g) [7]. Such direct
coupling, between the phase difference of superconductors
and the magnetic moment of the barrier, provides opportuni-
ties to control the magnetic moment via the Josephson current
[8], and vice versa, i.e., to influence the Josephson current
via the magnetic moment [9]. The ¢y phase shift permits
the magnetic moment to “pump” a dc component of a su-
percurrent through the junction, which provides a new route
to amplify a supercurrent using the magnetization precession
[9]. The validity and significance of the anomalous Josephson
junctions with phase shift for spintronic technologies have
been confirmed in several recent experiments [10-12].
Josephson junctions can exhibit a wide variety of non-
linear phenomena, including various bifurcations [13] and
chaos [14-16]. In the past, chaos control, and chaotic syn-
chronization in Josephson junction arrays and shunted models
attracted much attention due to their perspective as high
precision voltage standards, high power coherent terahertz
sources, and radiation detectors [17-25]. In particular, Basler
et al. [17] reported on the theory of phase locking and self-
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synchronization in a small JJ cell by using the resistively
shunted junction (RSJ) model and Hassel ez al. [18] studied
self-synchronization in distributed Josephson junction arrays.
Features of spatiotemporal chaos in JJ arrays composed of
RSJs were numerically investigated by Bhagavatula et al.
[19]. Chaos and synchronization in JJs globally coupled by a
common resistance were studied in Refs. [20,21]. In Ref. [22],
it was shown that chaos and hyperchaos states could coexist in
an array of two shunted JJs, independently of whether or not
the original states of the junctions were chaotic. Resonance-
type chaos related to the parametric resonance in a coupled
system of JJs was demonstrated in Refs. [26,27]. In the rf-
current-driven JJs, it was found that the amplitude of the
rf current played a key role in the development of chaos
[14,28-30]. More recently, the importance of chaos in intrin-
sic JJs and its effects on the current-voltage characteristics
(CVCs) and the Shapiro steps were stressed in Refs. [31,32].
A detailed description of the results of chaos studies in a
separate JJ and a system of coupled JJs is presented in
Refs. [26,27,33].

Chaos in current-driven magnetization oscillators has
previously been studied in connection with, for example, spin-
wave systems [34], spin-valve oscillators [35], and magnetic
nanoparticles [36-39]. However, contrary to all the aforemen-
tioned studies, chaos has not yet been studied in the SFS ¢
1Js, despite their significance for technological applications.

In the present work, we examine the appearance of chaos
along the CVC in the SFS ¢, Josephson junction. This system
is composed of a single JJ with a ferromagnetic weak link,
which leads to coupling between the magnetic moment and
the Josephson current. It is important to note that neither
the magnetic moment nor the JJ subsystem is capable of
chaos on its own. Each subsystem requires some form of
time-dependent excitation to induce chaos. However, here
in the coupled system, chaos can occur without any time-
dependent drive. Thus, the occurrence of chaos in the coupled
system is fundamentally different from previous studies of
either driven magnetic moments [36—39] or driven Josephson
junctions [14,33,40], separately. In the ¢y Josephson junction
the supercurrent in the junction drives the magnetic moment
while, simultaneously, the magnetic precession caused by the
ac Josephson effect provides feedback to the supercurrent [8].
This bidirectional coupling of the two subsystems can produce
chaotic dynamics.

Using the full spectrum Lyapunov exponent (LE) method
[41-43], we found that two of the LEs are always zero. While
such behavior is usually associated with a very particular
type of chaos [44,45], here it is due to the conservation of
the magnetic moment magnitude. We also show that, due to
symmetry in the system, the effective dimension of the state
space is reduced to a value below four, making hyperchaos,
i.e., with two or more positive LEs, impossible.

In order to get a more complete picture of the dynamics, we
developed a composite method, inspired by recent works on
isospike diagrams [39,46], for constructing two-dimensional
bifurcation diagrams to display the periodicity of regular re-
gions and islands of synchronization in the parameter space.
We also make use of recurrence plots [47-49] to gain further
insight into the chaotic properties of the magnetic and super-
conducting subsystems.

The paper is organized as follows. The model and methods
are introduced in Sec. II, while the details about numerical
integration schemes are given in the Appendix. Section III
discusses the appearance of chaos with two zero LEs and the
absence of hyperchaos in the simulation results. Correlation
between the magnetic and superconducting dynamics and the
properties of regular and chaotic regions are examined in the
bifurcation diagrams and recurrence plots of Sec. IV. Finally,
Sec. V concludes the paper.

II. MODEL AND METHODS

The dynamics of the SFS junction is characterized by
the coupling of the superconducting phase difference ¢ and
magnetization M of the ferromagnetic (F) layer, and it can
be described by the system of equations obtained from the
Landau-Lifshitz-Gilbert (LLG) equation, the equation for the
biased current of the resistively and capacitively shunted junc-
tion (RCSJ) model, and the Josephson relation for the phase
difference and voltage. Magnetization dynamics is described
by the LLG equation:

dM
>, ey

dM

dt dt
where y is the gyromagnetic ratio, « is Gilbert damping, and
My = |M)|. The first term on the right-hand side of the equa-

tion describes the precession of magnetic moment M around
the effective magnetic field Hes given as

o
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where K is the anisotropic constant. The parameter

G =E;/(KV) represents the ratio between the Joseph-
son energy and the magnetic anisotropy energy, where
E; = ®pl./(2m) is the Josephson energy, @ is the flux quan-
tum, /. is the critical current, V is the volume of the F layer,
r = Vs /Vr is the Rashba-type parameter that characterizes the
relative strength of the spin-orbit coupling, | = 4hexL/hvp, L
is the length of the F layer, and /.y is the exchange field of the
F layer. The second term inside the sine function represents
the phase shift ¢y = rM, /M. It is also assumed that the gra-
dient of the spin-orbit potential is along the easy axis, which
is taken to be along z.

In the underdamped case, the bias current / flows through
the system according to the extended RCSJ model, which
takes into account time derivatives of phase shift ¢y given by
the following equation:

,_CPe  haTdp  rdM] M,
= —— —_ - —— esin @ —r—=|.
2¢ di? " 2eR|dr M, dr A

3

Here, C and R are the capacitance and resistance of the
Josephson junction, respectively.

The Josephson relation for the phase difference and voltage
is given by

hodo
V()= ——. 4
() e dr “4)
Using the normalized variables m; = M; /My (i = x, y, z), and

introducing A = wr /(1 + «?) and B = Gr for convenience,
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the system of equations describing the ¢y JJ becomes

i, = A{ — mym_ + Bm_sin(¢ — rmy)
— a[mum? + Bmumy sin(p — rmy)]},
i, = A{mn, — almn? = B2 + ) sintp — rm,)]},
m, = A{ — Bm, sin(¢ — rm,) — ot[Bmymz sin(¢ — rmy)
— (o2 + )],
¢ =Va@),
V = = V() + ity — sin(p — rmy)]/ B, ©)

where B, = 2el,CR? is the McCumber parameter and the
overdot denotes the total derivative with respect to time. To
afford the use of the same timescale in the LLG and RCSJ
equations, the time is normalized to a)c‘l, while ferromag-
netic resonance frequency Q2 = Ky /M, is normalized to w,,
i.e., o = QF /w., where w. = 2el.R/h is a characteristic fre-
quency of the junction. In these units the Josephson frequency
wy; =V, where V denotes the time average of the instanta-
neous voltage, V (¢). The bias current / is normalized to the
critical current /., and the voltage to V, = I.R.

The bidirectional nature of the coupling between the mag-
netic and superconducting subsystems can be seen clearly in
Eq. (5). In one direction, the magnetic system influences the
total current passing through the junction via the spin-orbit
(rmy) and superconducting [sin(¢ — rm,)] contributions ap-
pearing in the last two equations, which are for the junction.
In the other direction, the phase oscillations of the junction
influence the magnetic system via the terms proportional to
B in the first three equations, which are for the magnetization
components. Therefore, in contrast to previous studies, such
as the chaos reported in Refs. [36-39], here the appearance of
chaotic dynamics does not require an external (unidirection-
ally coupled) ac drive. The Josephson junction, which is itself
being driven externally by the dc-bias current / and internally
by the magnetic system, fulfills the role of an internal drive for
the magnetic system. Furthermore, since the oscillations of the
driven junction depart from being harmonic as the supercon-
ducting current becomes appreciable, one may expect that the
driving provided by the junction can lead to more complicated
dynamics in comparison to a magnetic system that is driven
harmonically, as in Refs. [36-39].

To investigate the chaotic behavior of the system we will
simulate the CVC, the maximal value of the magnetic com-
ponent, the superconducting current, and the LE in a wide
range of Josephson to magnetic energy ratios G € [0, 30].
In accordance with experimental requirements, the ratio G
can vary from G < 1 for materials with large anisotropy to
G Z 100 for smaller anisotropy [8]. The Gilbert damping is
fixed to the value @ = 0.01.

In studies of chaos, it is of utmost importance to obtain
highly accurate solutions to the systems of coupled differ-
ential equations that are being studied. For the problem at
hand, we have compared different numerical solution schemes
and shown how the use of a symplectic or pseudosymplectic
scheme can eliminate certain numerical artifacts produced by
non-symplectic methods (see, the Appendix).

III. CHAOS, BUT NO HYPERCHAOS, WITH TWO ZERO
LYAPUNOV EXPONENTS

We will first concentrate on the appearance of chaos in the
ferromagnetic resonance (FMR) region of the ¢y Josephson
junction. In this region a resonance occurs when the Joseph-
son frequency becomes close to that of the FMR, i.e., when
w; ~ wr. In contrast to w;, which changes according to the
Josephson relation [the fourth relation in Eq. (5)], wr is the
frequency of ferromagnetic resonance and is determined by
the anisotropy constant. The parameters of the model G, r,
and « affect the ferromagnetic resonance, which results in a
damped nonlinear resonance [50]. Since there is no external
driving, the resonance is innate to the system. In our simu-
lations it manifests itself through the dependence of 7, (the
maximal value of m,) on the bias current, producing a peak
centered on w; = wp. In the CVC, it appears as a resonance
branch over a voltage interval that characterizes the width
of the resonance. Subharmonics of the FMR frequency may
also be observed in the 71, (I) dependence and CVC. Figure 1
shows the bias current dependence of the LEs, X;, CVC, and
my, at several different values of G. When the Josephson
energy is much smaller than the magnetic anisotropy energy,
i.e., for small values of G such as in Fig. 1(a) (G = 0.15),
there is no chaos, as reflected by the negative maximal LE.
The main peak resulting from the FMR (seen at / &~ 0.48)
and two of its subharmonics (at I & 0.29 and 0.25) are clearly
visible on the curve for 71, (I). For the larger value of G = 1.01
shown in Fig. 1(b), the amplitude of the m, precession is
generally larger than in (a), and the first signs of chaos appear
near I = 0.28, where the maximal LE becomes positive and
7, reaches its maximal value. The chaos first appears in the
subharmonic region, near the transition from the resistive to
the superconducting state. With the further increase in G, as
shown in Figs. 1(c) and 1(d), the chaos spreads to higher
values of I, for distinct regions. In Fig. 1(d), for example,
we can distinguish four chaotic regions. Another signature of
chaos can be also seen in the behavior of 771, which reaches its
maximal value whenever the maximal LE becomes positive.

It is well known that chaotic systems with dimensions
larger than three can have either one or more positive LEs,
one trivially zero exponent, and the rest all negative. If there
is more than one positive exponent, the system is said to
be hyperchaotic. For continuous time-dependent dynamical
systems without a fixed point, there must always be at least
one zero LE (called the trivial exponent) corresponding to the
slowly changing magnitude of a principal axis tangent to the
flow [43]. This general property of the LEs was originally ob-
served by Benettin et al. [51] and later proved by Haken [52].
However, a close examination of the LE spectra obtained from
all our simulations shows that, not only do we never see hy-
perchaos in this system, but we always have two trivially zero
LEs. The reason for the two trivially zero exponents in our
system can be traced back to the presence of the ferromagnetic
weak link, which brings effectively only two extra degrees of
freedom to the system, due to the conservation of magnetic
moment (|m| = 1). Thus, the second trivially zero exponent
is due to perturbation (frame) vectors that align with the direc-
tion of the magnetization vector during the averaging process.
On average, the growth of such vectors is zero due to the con-
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FIG. 1. Lyapunov exponents, A;, average voltage, V, and the maximum value of m,, i, as functions of the dc-bias current /. As shown
by the legend in (a), the Lyapunov exponents have been ordered from largest to smallest, with the color codes A, (red), A, (blue), A5 (green),
A4 (purple), and As (orange). (a) G = 0.15, (b) G = 1.01, (¢) G = 2.01, and (d) G = 3.01. Other parameters: « = 0.01, r = 0.1, 8. = 25, and

Wgp = 0.5.

servation of |m|. On the other hand, the absence of hyperchaos
is related to an inherent symmetry in the system: it is easy to
see that the transformation (m,, my, m;) — (—my, my, —m;)
does not change the form of Eqs. (5). This means that, for ev-
ery solution (myg, myo, M0, o, Vo) there is a mirror reflected
solution (—myg, Mmyo, —Mz0, @0, Vo) [6]. Now, as we have ob-
served, the system is chaotic only when the oscillations in m,
reach their maximal amplitude (m, = 1). At m, = 1 the other
two components of magnetization are necessarily zero, and at
such a point the system may thus follow either the m,, m, > 0
or m,, m, < 0 solution, with equal probability. On the other
hand, as long as iz, < 1, there is no possibility for the solution
to jump between the two mirror image solutions. Recently, a
similar symmetry relation was identified in connection with
intermittent chaos in the driven LLG equation [53]. It was
found that, during the “relaminarization phases” at the end of
each turbulent burst, the system returns (randomly) to either
of the two symmetry-related limit cycles. Similarly, in our
system, we see that a chaotic solution may jump intermittently
between two symmetry-related chaotic attractors. The coex-
istence of these attractors effectively reduces the available
state space for each attractor separately, thus precluding the
possibility of hyperchaos.

As we saw in Fig. 1, the behavior of the system becomes
increasingly complicated with increasing G. For values of G

higher than those shown in Fig. 1, the behavior can consist
of multiple transitions between periodic, quasiperiodic, and
chaotic areas, as the bias current is varied. To illustrate this
more clearly, we have also simulated bifurcation diagrams at
much higher values of G, as shown in Fig. 2, for decreasing
I. In Fig. 2(a), we see period two behavior down to about
I = 0.515, and thereafter period one until the quasiperiodic
(QP) region between I = 0.461 and I = 0.443. Immediately
to the left of the QP region, the system is again periodic
(period five), before transitioning through a series of period-
doubling bifurcations and becoming chaotic at I = 0.426.
As I decreases further, the system is chaotic, interrupted by
small periodic windows, down to I = 0.26 where the junction
reenters the superconducting state. As G increases, i.e., as
the Josephson energy becomes larger in comparison to the
magnetic energy, as in Figs. 2(b) and 2(c), the chaotic region
shrinks, and the QP region moves to a higher current. The
QP region can be recognized in Fig. 2(b) at around / = 0.61,
whereas in Fig. 2(c) it has shifted further up, off the scale.
In Fig. 2(b) we see also a narrow chaotic region appearing
around / =~ 0.56.

The Lyapunov exponents and i, both as functions of
decreasing I at G = 5.01 and &« = 0.01, are shown in Fig. 3(a).
In Figs. 3(b) and 3(c) the corresponding CVC is plotted to-
gether with the bifurcation diagrams for m, and m.. Again as
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FIG. 2. Bifurcation diagrams for m,, plotted when sin(¢ — rm,)
crosses from negative to positive. (a) G = 5.01, (b) G = 10.01, and
(c) G = 15.01. The vertical dashed lines in (a) show a QP region, as
described in the main text. Other parameters as in Fig. 1.

in Fig. 1, the magnetization only attains the value |, | = 1,
when the system is chaotic. Periodic windows within chaotic
regions exhibit period-doubling bifurcations leading to chaos.
Within the window surrounding / = 0.41, for example, we see
period 3 behavior, bifurcating to period 6, before becoming
chaotic. A magnified view of the CVC within the window
is shown in the inset of Fig. 3(c), clearly showing a sudden
voltage decrease as the dynamics changes from chaotic to
periodic within the window.

IV. CHAOS-Is CORRELATIONS AND FREQUENCY
SYNCHRONIZATION

In this section, we will further examine the correlation
between the behavior of magnetic moment and the super-
conducting current, their periodicity, and the synchronization
between the magnetic and superconducting variables. In
Fig. 4, the phase diagrams for the maximal LE and the su-
perconducting current I; as functions of the dc-bias current
I and the parameter G (the ratio between the Josephson en-
ergy and the magnetic anisotropy energy) are presented in
Figs. 4(a) and 4(b), respectively. This figure was generated
starting from the initial condition (1/+/3, 1/+/3, 1/+/3, 0, 0)
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N
g 0.0 0.500>
-0.5 0.375
-1.0 04 041 0.42 0.250

0.2 0.3 0.4 0.5 0.6 0.7
/

FIG. 3. Seen as functions of decreasing dc-bias current, /, and
for G =5.01, (a) Lyapunov exponents and maximal value of m,,
denoted by . For the bias current interval shown between the
vertical dashed lines, I € (0.4426, 0.4602), two maximal exponents
are simultaneously equal to zero, indicating two-frequency QP be-
havior. (b),(c) Bifurcation diagrams for m, and m_, respectively, are
both plotted when sin(¢ — rm,) crosses from negative to positive,
together with the CVC (black solid line). The inset in (c) shows a
magnified view of the CVC, where there is a sudden voltage decrease
as the dynamics changes from chaotic to periodic. Within the peri-
odic window seen here, we have period 3 behavior, bifurcating to
period 6, before becoming chaotic as the current decreases. Other
parameters as in Fig. 1.

at I = 1.1, and slowly sweeping the dc-bias current down-
wards in steps of Al = —0.0001. Here we have allowed a
transient time of 256 000 between each I, before averaging
the exponents over an additional 128 000 time units. For any
given value of G where G < 1, there is a threshold value of the
bias current after which chaos starts to appear. As we can see
the chaotic regions have a “tree”-like shape where the chaotic
areas are alternating with regular regions. Small / makes the
appearance of chaos very difficult, but the increase in G leads
to the appearance of chaos at a smaller current, thus we see
the left edge of the chaotic region tilting slightly towards the
lower [ as G increases. The correlation between the behavior
of the magnetic moment and the superconducting current can
be seen in Fig. 4(b) where I; exhibits the very same treelike
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FIG. 4. (a) Maximal Lyapunov exponent as a function of G (the ratio between the Josephson energy and the magnetic anisotropy energy),
and the dc-bias current, /. (b) The superconducting current /; as a function of / and G. (c¢) Two-dimensional bifurcation diagrams for m,,
plotted when sin(¢ — rm,) crosses from negative to positive. The periodicity has been indicated by the color scale, from zero (no oscillations)
to period 18. The black color, labeled as C, indicates the chaotic regions, while any quasiperiodic regions have been colored white (not shown
on the color scale). The three horizontal lines are there to guide the eye for the values G = 5.01, 10.01, and 15.01 discussed previously in
Fig. 2. (d) Regions of synchronization where all five state variables (m,, m,, m;, ¢, and V) have the same periodicity indicated by the same
color scale as in (c). Here, the regular regions, where variables are not synchronized, are marked by the color 0. In all four figures the fixed

parameters are the same as in Fig. 1.

structure as the LE in Fig. 4(a), which is a direct consequence
of bidirectional coupling.

The LE phase diagram clearly reveals chaotic regions in
parameter space; however, the properties of regular ones, ex-
cept that they are not chaotic, remain completely unknown.
To gain insight into the regular areas in Fig. 4(a) we intro-
duce a particular type of two-dimensional bifurcation diagram
(2DBD), which, in addition to chaotic regions, reveals a com-
plex network of different periodic domains and synchronized
regions. In Fig. 4(c), 2DBD for m,, plotted when sin(¢ — rm,)
crosses from negative to positive, is presented. The periodicity
of regular regions is indicated by the color scale starting from
zero (no oscillations), period 1 in light blue, period two in
orange, etc., while the chaotic and quasiperiodic areas are
indicated by the black and white regions, respectively. The
three horizontal lines are there to guide the eye to the values
G which correspond to the bifurcation diagrams in Fig. 2.
In addition to the chaotic regions, in Fig. 4(a), the 2DBD in
Fig. 4(c) reveals a very complex treelike structure consisting
of chaotic areas alternating with regular areas of different pe-
riodicity. The chaotic areas are usually surrounded by regions
of periodicity two (orange). At a certain value of G we can
see the first two period-doubling bifurcations leading to chaos,
i.e., part of the sequence: orange, green,..., black. This is seen,
for example, by comparing Fig. 2(c) with 4(c) at G = 15 and
I ~ 0.4. Unlike chaos, which is found in the ferromagnetic
resonance region, the quasiperiodic behavior (white areas) of
magnetization usually appears far from the resonance. Here
we presented only the results for m,, but similar plots were
also made for other variables.

Since we have five state variables (m,, m,, m;, ¢, and
V), the question that arises is whether there are regular areas

where all of them have the same periodicity, i.e., where they
are all synchronized. In Fig. 4(d), using a color scale, we
presented areas of synchronicity where all five state vari-
ables (m,, my, m;, ¢, and V) have the same periodicity
(each periodicity is marked by a different color). The blue
color, corresponding to zero, corresponds to regular regions
in which there is no frequency synchronization. We see that if
all five variables are synchronized, their periodicity is either
one or two, and it is very difficult for them to synchronize
at a larger periodicity. Much smaller areas in which there
is frequency synchronization at larger periodicities (periods
4, 6, and higher), do appear in the region / € (5.5, 6.5) and
G =~ 10. This plot reveals a very complex picture of different
chaotic scenarios: in some cases, the chaotic areas are sepa-
rated by perfectly synchronized regions usually of periodicity
1 or 2, but sometimes those regions become quasiperiodic and
desynchronized before becoming chaotic.

In two recent papers on the dynamics of the SFS ¢,
Josephson junction [50,54], it was shown that in the resonance
regime, w; ~ wp, for a certain range of the parameters G, «,
and r, the system of equations can be reduced to a Duffing
equation for the m, dynamics, driven by the Josephson cur-
rent as the external stimulus of frequency w;. In the Duffing
oscillator the interplay between internal and forcing frequency
can lead to periodic or quasiperiodic transients with rational
or irrational ratios of frequencies, respectively. Such transient
regions are referred to as Arnold tongues [55]. In general,
for certain system parameters, the Arnold tongues start to
overlap and the system becomes chaotic [56]. The so-called
intermingled Arnold tongues were observed in the Duffing
system, not only in the case of low but also in the case of high
dissipation [55]. The number of degrees of freedom allows
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FIG. 5. (a) i1, (left axis), and superconducting current, /; (right
axis), as a function of decreasing bias current, for two different values
of spin-orbit coupling: » = 0.1 in blue and 0.001 in red. In both
cases, G is adjusted so that drive amplitude Gr = 0.5, is the same.
(b) The maximal Lyapunov exponents corresponding to the two cases
in (a). The vertical dashed lines are there to guide the eye. In the
chaotic regions, indicated by Ap.x > 0, i1, & 1, and I for both cases
practically coincide. See main text for details.

for chaos in the dynamics of the precessing magnetic moment
with Gilbert damping. The reduction to a single Duffing oscil-
lator holds only for small parameters. For large parameters,
the Duffing system still develops chaos, with the so-called
intermingled Arnold tongues [55]. Here, we have shown that,
for large parameters, the model of the SFS ¢, junction de-
velops chaos through complex interwoven dynamics of the
magnetic moment and the Josephson current, each affecting
the other, simultaneously. Our results in Figs. 4(c) and 4(d)
show that a pattern similar to the intermingled set of period-g
tongues develops also in our model, bringing about a particu-
lar correlation among the resonances of various orders, as the
supercurrent takes on larger values. Similar to the Duffing os-
cillator [55], the chaotic attractor for our bidirectional model
develops for higher dissipation.

To understand the effect of the bidirectional coupling, we
perform analysis also for the case when r is near zero. In
Fig. 5(a), /i1, (left axis), and superconducting current, I, (right
axis), as a function of decreasing bias current for two different
values of spin-orbit coupling: » = 0.1 in blue and 0.001 in red
are presented. In both cases, G is chosen so that drive ampli-
tude, B = Gr = 0.5, is the same. As we can see from the last
equation in Egs. (5), for r ~ 0, m, will have almost no effect
on the junction. However, since B = 0.5, the junction still
drives the magnetic system in approximately the same way as
in the model of the LLG equation with a constant longitudinal
and harmonic transverse external magnetic field [37,38]. In
Fig. 5(a) for r = 0 (in red), we see that [; is unaffected by
my, which is not the case for r = 0.1 (in blue). However,
when the frequency of the junction changes as the dc-bias
current is swept down, the junction behaves increasingly an-
harmonically, as evidenced by the rising I;. For higher I,

i.e., when I; & 0, the junction becomes essentially harmonic,
while only at the bias current close to the transition to the
superconducting state, does the junction show any appreciable
anharmonicity. It is only when the system becomes chaotic
that the I (blue and red) curves coincide, as can be seen, if we
look between the two vertical dashed lines. This indicates that
in the chaotic state, the magnetic system in fact has very little
effect on the junction, irrespective of the value of r. On the
other hand, as Fig. 5(b) shows, the chaotic behavior appears
in both cases because the magnetic moment is being driven by
the superconducting current.

It is interesting to note that the results in Fig. 5, as well
as those in Figs. 1-3, indicate that the maximum value of
magnetization components only reaches 1 when the system
is chaotic. To gain insight into this behavior, we have con-
structed recurrence plots from the time series of the dynamical
variables in the chaotic region. A recurrence plot (RP) is
an advanced technique for nonlinear data analysis, used to
visualize how often and how close the trajectory of the dy-
namical system revisits areas in the phase space [48]. In its
simplest form, it is a visualization of a square matrix, in which
the column and row indices correspond to a certain pair of
equally spaced sample times from the system trajectory. The
value of any particular element in the matrix represents the
spatial distance between two samples. In this way, distance
correlations in a time series can be identified. In the case of
only the magnetic coordinates, for example, the recurrence
matrix elements are

Rij= [ D [mut:) —me(t))P, 6)

{={x,y,z}

where ¢; is the time at which the trajectory is sampled.

In Fig. 6, the RPs for the magnetic system coordinates,
junction coordinates, and all five coordinates are presented
in (a)—(c), respectively. The RPs for only the magnetic co-
ordinates (a), and all five coordinates (c), are typical for
chaotic dynamics involving a repeating phase. We see that the
blue color corresponding to close recurrences forms short—
irregular in length—diagonal striations that are mostly parallel
to the line of identity. This pattern is comparable to the peri-
odic typology described in Fig. 4 of Ref. [47] and is consistent
with there being some inherent oscillations (not exactly pe-
riodic) superimposed on the chaotic motion. In (a), we also
observe that the maximum separation of the sampled points
is 2, in agreement with Figs. 2 and 3, where we observed
that, in the chaotic regions of the bifurcation diagrams, the
components of the magnetization traversed the full available
range, [—1, +1]. In (a), the red regions thus correspond to
recurrences of the maximal separation on the surface of the
unit sphere |m|. The exquisite structure seen in the way the
magnetization revisits points on the sphere is due to the deter-
ministic nature of the chaos seen here, as opposed to stochastic
chaos. The more regular structure seen in Fig. 6(b) for the
junction coordinated due to the repeating phase of the junc-
tion rotations. Inherently, the junction can only be chaotic by
rotating at variable angular speed. Here its speed is modulated
through the coupling to the magnetic moment making it “not
quite periodic” [47].
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FIG. 6. Recurrence plots for (a) the magnetic system coordinates
(my, my, m;), (b) the junction coordinates (sin¢, V), and (c) all five
coordinates (imy, my, m;, sing, V). We used sin¢ instead of ¢ to
avoid problems with the unbounded phase. The color scale indicates
the distance between the coordinates at times corresponding to i, j =
0,1,...,6000. A chaotic time series of length 375 was sampled at
intervals of At = 1/16, to produce the sequence of 6000 data points.
I = 0.35, with the remaining parameters as in Fig. 2(b).

V. CONCLUSION

In this work, it was demonstrated that the SFS ¢, Joseph-
son junction could become chaotic without any external drive,
due to the presence of the ferromagnetic weak link, in which
the precessing magnetic moment, |m|, was bidirectionally

coupled to the supercurrent through the junction. We empha-
sized that, in numerical studies of this system, it was important
to use an integration method that conserves |m| to high accu-
racy, since exceedingly long transient times could occur. In the
Appendix, we evaluated the performance of different integra-
tion schemes and concluded that an explicit pseudosymplectic
method can provide much faster results while being almost as
accurate as an implicit method that strictly conserved |m|. We
found that two, as opposed to the usual one, of the five Lya-
punov exponents were trivially zero due to the conservation of
|m|, and symmetry in the dynamical equations precluded the
occurrence of hyperchaos (with two positive maximal Lya-
punov exponents), due to the reduction of the effective state
space dimension to below four. The correlation between the
behavior of magnetic moment and supercurrent was demon-
strated through two-dimensional bifurcation diagrams which
displayed a very complex landscape of quasiperiodic, chaotic,
and regular regions; the latter, showing a variety of different
periodicities and synchronization regions. Recurrence plots
were also presented as a visualization of these complex dy-
namics, in an attempt to understand the correlation between
the occurrence of chaos (positive maximal LE) and the mag-
netization components reaching their maximal values of +1.

The present studies were mainly focused on the influence
of the Josephson to magnetic energy ratio, while the effects
of varying other parameters such as Gilbert damping or spin-
orbit coupling were not explored in detail. Thus, expanding
the present study to consider also the influence of the other
parameters could broaden our present understanding of chaos
in the SFS ¢( junction. For example, it could be interest-
ing, though computationally very expensive, to make higher
resolution plots of the shrimplike periodic islands and other
structures we observed within the chaotic regions, as was
done in Refs. [36,39], for an ac-driven magnetic monodomain
model of a nanoparticle.

Recently, it was suggested that the introduction of an ac
drive of specific amplitude and frequency could suppress
chaos in a related system [57]. The drive expanded the effec-
tive state space dimension to greater than four, thereby making
hyperchaotic behavior possible, though yet to be confirmed.
We anticipate that, with ac driving, a similar scenario may oc-
cur in the present system. The transition in going from chaos
in the autonomous system to the potentially hyperchaotic re-
sponse in the ac-driven system could also be an interesting
future study, particularly from the viewpoint of developing
chaos control strategies for the SFS ¢y junction.

As another extension of the present work, one or more
metrics could be used to perform recurrence quantification
analysis [49] on several different chaotic time series sampled
over a wider range of currents. Such a study could provide
further insights into the dynamics of the underlying chaotic
attractor.
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tions to calculate the inverse of the Jacobian matrix [58]. We use a
fixed time step, Ar = 0.01. Other parameters are ¢ = 0.01, » = 0.1,
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APPENDIX: COMPARISON OF DIFFERENT
INTEGRATION SCHEMES

To simulate the present system as accurately as possible,
it is important to select a numerical integration scheme that
conserves the magnitude of the magnetization, |m|, over the
relatively long simulation times required to compute averaged
quantities, such as the Lyapunov exponents and CVC. This
is especially important since the magnetic system is lightly
damped for ¢ = 0.01, giving rise to transient times that can
be on the order of 10° dimensionless time units. While in
reality such transients are not physically significant—in real
time they are extremely short-lived—in comparison to the
accessible timescales that can be simulated numerically, they
can span a large fraction of the total simulation time. Thus,
long simulation times are required to eliminate transients in
the system, before time averaging.

As an extreme example of such transient behavior, Fig. 7
shows the time series of the voltage and two of the magneti-
zation components when Eq. (5) is solved at I = 0.554 06. As

(b) © 20000 40000 60000 80000 100000
107 ‘
0.54]1" "‘~"'“""”‘v'“v *v m A AR A A A A A
> : v“ ” [ A
% 0.0 g f ‘ l‘ / |
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t

FIG. 8. Comparison of the fifth-order explicit Runge-Kutta
method (RKS), with the implicit second-order Gauss-Legendre
method (GL2) for I = 0.554 00. All other parameters and the initial
conditions are the same as in Fig. 7, for both methods employed
here. (a) The absolute value of the error |m| — 1, plotted on a log-
arithmic scale, showing the extent to which each method conserves
|m|. (b) Last part of the time series for m, and V, for each method.
Notably, the time series from the RKS method is regular, while that
from the GL2 method is chaotic, highlighting the importance of
choosing the correct integration scheme in numerical studies of this
system.

mentioned in the main text, to eliminate such transients, we
have first integrated over 256 000 dimensionless time units,
before averaging.

In the present work, we have used a second-order implicit
Gauss-Legendre method (GL2) to perform the integration in
a manner that ensures that ||m| — 1| < 107'* over the to-
tal required integration time. Figure 8 shows a comparison
between the GL2 method, used in Fig. 7, and an explicit
fifth-order Runge-Kutta method (RKS). Here the bias current
I = 0.554 00 is only slightly different from that used in Fig. 7,
with all the other parameters and initial conditions being the
same. Despite the higher order of the explicit RK5 method,
we see in Fig. 8(a), that the error in ||m| — 1| grows linearly
with time for the RK5 method, while the error associated with
the GL2 method remains approximately below 10~'4, over the
entire integration time. We have tested that linear growth in
|lm| — 1| also occurs for the standard and modified fourth-
order Runge-Kutta integration schemes which have been used
in Refs. [37] and [53], respectively, for studying chaos in
magnetization dynamics.

In Fig. 8(b) one can visually see how the choice of the
integration scheme can affect the nature of the solution. In this
case, starting from precisely the same initial conditions, after
100 000 integration time units the last part of the trajectory
from the RKS method shows that the trajectory has settled into
periodic behavior, whereas the last part of the trajectory from
the GL2 method is clearly chaotic. Such differences highlight
the importance of using an integration method that conserves
the magnitude of the magnetization field to a high accuracy.
The use of the pseudosymplectic (PS) numerical integration
techniques for Landau-Lifshitz dynamics have recently been
considered in Ref. [59]. We have therefore also compared
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FIG. 9. Comparison of the fifth-order explicit Runge-Kutta
method (RKS), with the pseudosymplectic (PS) method of the same
order. All parameters and the initial conditions are the same for both
methods, as in Fig. 8. (a) The absolute value of the error |m| — 1,
plotted on a logarithmic scale, showing the extent to which each
method conserves |m|. (b) Last part of the time series for m, and
V, for each method. Notably, the time series from the RKS method
is regular, while that from the PS method is chaotic, in qualitative
agreement with the results from the GL2 method (cf. Fig. 8).

the explicit RKS method to an explicit PS method, referred
to as 4p7q(6) in Ref. [60], which is not only substantially

faster than the GL2 method but also gives results that are in
very close agreement with those from the GL2 method. In
Fig. 9(a) we compare the errors from the explicit RKS and
PS methods. The error from RKS5 is as before, while one
can see that the error from the PS method is substantially
lower, being almost comparable to that of the GL2 method
(cf. Fig. 8). Importantly, both the GL2 and PS methods are in
agreement insofar as they both produce a chaotic trajectory
at the end of the integration period. After more extensive
comparisons like those of Figs. 8 and 9, we concluded that the
GL2 and PS methods produce chaotic transient times that are
in close agreement, meaning that the PS method is sufficiently
accurate for studying chaos in the present system. Since the
PS method is almost an order of magnitude faster than GL2,
it offers a substantial advantage when generating results that
involve large amounts of CPU time, such as those of Fig. 4.

Finally, we note that, at the parameters of interest, we have
not been able to detect any intermittent chaos in our system,
i.e., once a transient chaotic trajectory settles into regular
behavior, as shown in Figs. 8 and 9, for example, it does not
become chaotic again, even for integration times up to 1 x 10°
dimensionless time units. Of course, this does not prove that
intermittent chaos is impossible in our system, but merely that
it may be rare. Indeed, type-III intermittency has only recently
been reported for the dissipative LLG equation representing
the magnetization dynamics of an anisotropic nanoparticle
subjected to a time-variant magnetic field [53].
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