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Nonequilibrium diffusion processes via non-Hermitian electromagnetic quantum mechanics
with application to the statistics of entropy production in the Brownian gyrator
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The nonequilibrium Fokker-Planck dynamics in an arbitrary force field �f (�x) in dimension N is revisited
via the correspondence with the non-Hermitian quantum mechanics in a real scalar potential V (�x) and in a
purely imaginary vector potential [−i �A(�x)] of real amplitude �A(�x). The relevant parameters of irreversibility
are then the N (N−1)

2 magnetic matrix elements Bnm(�x) = −Bmn(�x) = ∂nAm(�x) − ∂mAn(�x), while it is enlightening
to explore the corresponding gauge transformations of the vector potential �A(�x). This quantum interpretation
is even more fruitful to study the statistics of all the time-additive observables of the stochastic trajectories,
since their generating functions correspond to the same quantum problem with additional scalar and/or vector
potentials. Our main conclusion is that the analysis of their large deviations properties and the construction of
the corresponding Doob conditioned processes can be drastically simplified via the choice of an appropriate
gauge for each purpose. This general framework is then applied to the special time-additive observables of
Ornstein-Uhlenbeck trajectories in dimension N , whose generating functions correspond to quantum propagators
involving quadratic scalar potentials and linear vector potentials, i.e., to quantum harmonic oscillators in constant
magnetic matrices. As simple illustrative example, we finally focus on the Brownian gyrator in dimension N = 2
to compute the large deviations properties of the entropy production of its stochastic trajectories and to construct
the corresponding conditioned processes having a given value of the entropy production per unit time.
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I. INTRODUCTION

A. On the various links between diffusion processes
and quantum mechanics

1. Link between the Brownian motion and the Euclidean
quantum mechanics for a free particle

For the Brownian motion in dimension N , the probability
P(�x, t ) to be at position �x at time t satisfies the heat equation

∂t P(�x, t ) = 1

2
�P(�x, t ) ≡ 1

2
�∇2P(�x, t ) ≡ 1

2

N∑
n=1

∂2
n P(�x, t ),

(1)

which involves the Laplacian � = �∇2 built from the spatial
derivatives ∂n ≡ ∂

∂xn
with respect to the N coordinates xn for

n = 1, 2, ., N . The heat Eq. (1) corresponds to the Euclidean-
time t = iθ version of the quantum mechanics for a free
particle, where the amplitude ψ (�x, θ ) to be at position �x at
time θ satisfies the free Schrödinger equation that involves
only the Laplacian

i∂θψ (�x, θ ) = − 1
2�ψ (�x, θ ). (2)

This correspondence at the level of generators is of course
even more powerful at the level of Feynman path integrals for
trajectories [1]. It is thus very natural to extend this analogy as
much as possible by considering the Euclidean-time quantum

mechanics for a particle in an electromagnetic potential (see
the reminder in Appendix A), with the various special cases
recalled in the next subsections.

2. Similarity transformation between detailed-balance diffusions
and supersymmetric quantum mechanics

As described in textbooks [2–5], the generator of a Markov
processes satisfying detailed-balance can be transformed via
a similarity transformation into an Hermitian operator, with
the very important spectral consequences. For the simplest ex-
ample of a diffusion process of diffusion coefficient D = 1/2
converging toward the normalizable steady state P∗(�x) that
can always be rewritten in terms of some function φ(�x) in the
exponential

P∗(�x) = P∗(�0)e−2φ(�x), (3)

the corresponding Fokker-Planck dynamics

∂t P(�x, t ) = −�∇.
(
P(�x, t ) �f rev(�x) − 1

2
�∇P(�x, t )

)
(4)

satisfying detailed-balance involves the force

�f rev(�x) = 1
2
�∇ ln P∗(�x) = −�∇φ(�x). (5)

The similarity transformation

P(�x, t ) =
√

P∗(�x)ψ (�x, t ) =
√

P∗(�0) e−φ(�x)ψ (�x, t ) (6)
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transforms the Fokker-Planck Eq. (4) into the Euclidean
Schrödinger equation for ψ (�x, t )

∂tψ (�x, t ) = −Hψ (�x, t ), (7)

which involves the well-known Hermitian quantum super-
symmetric Hamiltonian H (see the review [6] and references
therein)

H = H† = 1
2 [−�∇ + ( �∇φ(�x))].[ �∇ + ( �∇φ(�x))]

≡ − 1
2� + V (�x), (8)

with the very specific form of the scalar potential

V (�x) = 1
2 {[ �∇φ(�x)]2 − �φ(�x)}, (9)

while the quantum-normalized zero-energy ground state reads

ψGS(�x) =
√

P∗(�x) =
√

P∗(�0) e−φ(�x). (10)

3. Feynman-Kac formula to analyze the time-additive
observables of the stochastic trajectories

The standard method to study the statistics of the time-
additive observables of Markov trajectories is the introduction
of the appropriate deformations of the Markov generator.
This approach goes back to the famous Feynman-Kac for-
mula [1,7–10] introduced to analyze any observable O[�x(0 �
s � t )] of the Brownian trajectory �x(0 � τ � t ) that can be
parametrized by some scalar field V [O](�x) and by some vector
field �A[O](�x) in the Stratonovich interpretation

O[�x(0 � τ � t )] =
∫ t

0
dτ [−V [O](�x(τ )) + �̇x(τ ). �A[O](�x(τ ))].

(11)

Its generating function Z [k](�x, t |�y, 0) of parameter k over the
Brownian trajectories �x(0 � s � t ) starting at �x(0) = �y and
ending at �x(t ) = �x can be written as the Feynman path inte-
gral,

Z [k](�x, t |�y, 0) ≡ δ(N )(�x(t ) − �x)ekO[�x(0�τ�t )]δ(N )[�x(0) − �y]

=
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτ �̇x2 (τ )
2 +k

∫ t
0 dτ [−V [O] (�x(τ ))+�̇x(τ ). �A[O] (�x(τ ))] ≡ 〈�x|e−tH[k] |�y〉, (12)

which corresponds to the Euclidean quantum propagator
〈�x|e−tH[k] |�x〉 associated to the Hamiltonian

H[k] = − 1
2 [ �∇ − k �A[O](�x)]2 + kV [O](�x)

= 1
2 [−i �∇ + ik �A[O](�x)]2 + kV [O](�x). (13)

Since one is usually interested in real observables O[�x(0 �
τ � t )] parametrized by real fields V [O](�x) and �A[O](�x), it is
useful to distinguish the three following cases:

(i) If �A[O](�x) ≡ 0 in the additive observable of Eq. (11),
then the Hamiltonian of Eq. (13) is Hermitian

H[k] = (H[k] )† = − 1
2� + kV [O](�x) (14)

and involves only the scalar potential (kV [O](�x)).
(ii) If V [O](�x) ≡ 0 in the additive observable of Eq. (11),

then it is possible to consider instead k = iq with real q to
transform the generating function of Eq. (12) into the char-
acteristic function of the observable O[�x(0 � τ � t )] for the
Fourier parameter q. Then the Hamiltonian of Eq. (13) is
complex but Hermitian

H[k=iq] = (H[k=iq] )† = − 1
2 [ �∇ − iq �A[O](�x)]2

= 1
2 [−i �∇ − q �A[O](�x)]2 (15)

and involves only the real vector potential (qA[O](�x)) from
the quantum point of view. Let us mention that while the
Feynman-Kac formula is often described only for the scalar
potential case of Eq. (14), its application for the vector
potential case of Eq. (15) plays a major role to take into
account topological constraints in the context of polymer
physics [11,12] and to analyze the winding properties of
Brownian paths [8,13–18].

(iii) For the general case of an additive observable of
Eq. (11) where both fields V [O](�x) �= 0 and �A[O](�x) �= 0 are
nonvanishing, it is clear that the Hamiltonian of Eq. (13) is
different from its adjoint,

H[k] �= (H[k] )† = − 1
2 [ �∇ + k �A[O](�x)]2 + kV [O](�x)

= 1
2 [−i �∇ − ik �A[O](�x)]2 + kV [O](�x), (16)

and it corresponds to the quantum problem with the real scalar
potential kV [O](�x) and the purely imaginary vector potential
(−ikA[O](�x)), described in Appendix A around Eqs. (A19)
and (A20).

It is also important to stress that in the field of large
deviations discussed in the next subsection, even for the
case (ii) discussed above, it is standard to consider only the
generating function Z [k](�x, t |�y, 0) for real k, and not the char-
acteristic function corresponding to k = iq with real q, i.e.,
it is usual to work with the real non-Hermitian Hamiltonian
H[k] �= (H[k] )† instead of the complex Hermitian Hamiltonian
H[k=iq] = (H[k=iq] )† of Eq. (15).

B. Large deviations properties for trajectory
observables of Markov trajectories

The theory of large deviations (see the reviews in
Refs. [19–21] and references therein) has become the unifying
language in the field of nonequilibrium processes (see the re-
views with different scopes [22–30], the PhD theses [31–36],
and the Habilitation thesis [37]). In particular, the approach
based on the deformed Markov generators recalled above
has been used to analyze the statistics of many interesting
additive observables of various Markov processes over the
years [22,27–30,32,37–78]. While the large deviations proper-
ties of all types of Markov processes are of course interesting,

014101-2



NONEQUILIBRIUM DIFFUSION PROCESSES VIA NON- … PHYSICAL REVIEW E 107, 014101 (2023)

the following summary is restricted to the case of Markov
processes converging toward a steady state.

1. Rate functions I(o) and scaled-cumulant-generating-functions
E(k) of time-additive observables

Since a time-additive observable O[�x(0 � s � t )] of a
Markov trajectory �x(0 � s � t ) is extensive with respect to
the duration t , it is useful to introduce its rescaled intensive
counterpart,

o[�x(0 � s � t )] ≡ O[�x(0 � s � t )]

t
	

t→+∞ o∗, (17)

which will converge for t → +∞ toward the steady value o∗
that can be computed from the steady state properties. For
large t , the fluctuations around this steady-state value o∗ are
described by the following large deviations form for the prob-
ability Pt (o) to see the intensive value o over the time-window
t :

Pt (o) 	
t→+∞ e−t I (o). (18)

The positive rate function I (o) � 0 vanishes only for the
steady value o∗ where it is minimum,

0 = I (o∗) = I ′(o∗). (19)

For large time t → +∞, the generating function
Z [k](�x, t |�y, 0) rewritten as Euclidean Schrödinger propagator
associated to some Hamiltonian H[k] [as in the example of
Eq. (12) for Brownian trajectories] will display the asymptotic
behavior

Z [k](�x, t |�y, 0) = 〈�x|e−tH[k] |�y〉 	
t→+∞ e−tE (k)rk (�x)lk (�y), (20)

where E (k) is the ground-state energy of the Hamiltonian
H[k], while rk (.) and lk (.) are the corresponding positive right
and left eigenvectors,

E (k)rk (�x) = H[k]rk (�x), E (k)lk (�x) = (H[k] )†lk (�x), (21)

with the normalization∫
dN �x lk (�x)rk (�x) = 1. (22)

For k = 0 where the generating function reduces to the propa-
gator P(�x, t |�y, 0) of the Markov process that converges toward
the steady state P∗(x) for any initial condition y,

Z [k=0](�x, t |�y, 0) = P(�x, t |�y, 0) 	
t→+∞ e−tE (0)r0(�x)l0(�y)

= P∗(x), (23)

the ground-state energy vanishes E (k = 0) = 0, while the
right eigenvector corresponds to the steady state rk=0(�x) =
P∗(�x) and the left eigenvector is trivial lk=0(�y) = 1,

E (0) = 0, r0(�x) = P∗(x), l0(�y) = 1. (24)

The consistency between the asymptotic time behavior of
Eq. (20) and the large deviation form of Eq. (18) via the
saddle-point evaluation for large t ,

〈ekO[�x(0�s�t )]〉 = 〈ekto[�x(0�s�t )]〉 ≡
∫

doektoPt (o)

	
t→+∞

∫
doet[ko−I (o)] 	

t→+∞ e−tE (k),

(25)

yields that the ground-state energy E (k) is the scaled-
cumulant-generating-function and corresponds the Legendre
transform of the rate function I (o),

ko − I (o) = −E (k), k − I ′(o) = 0. (26)

So the reciprocal Legendre transform,

ko + E (k) = I (o), o + E ′(k) = 0, (27)

allows us to compute the rate function I (o) from the knowl-
edge of the energy E (k). In particular, the steady value o∗
satisfying Eq. (19) is conjugated to the value k = 0 and thus
corresponds to the first-order perturbation theory in k of the
ground-state energy E (k) around E (k = 0) = 0 in Eq. (27),

o∗ = −E ′(k = 0). (28)

Once one has elucidated the large deviations properties of the
observable via its rate function I (o), it is often interesting
to analyze the rare Markov trajectories that have been able
to produce a given anomalous value o �= o∗ different from
the steady value o∗ via the notion of canonical conditioning
recalled in the next subsection.

2. Canonical conditioning of parameter k based on
the generating function Z[k](�x, t|�y, 0)

As explained in detail in the two complementary pa-
pers [55,56] and in the Habilitation thesis [37], the canonical
conditioning of parameter k based the generating function
Z [k](�x, t |�y, 0) that is summarized below becomes equivalent
in the large-time limit t → +∞ with the microcanonical con-
ditioning that would impose the Legendre value o = −E ′(k)
of Eq. (27) for the intensive observable o. The idea is that
for each value k, one introduces the conditional probability
PCond[k](�z, τ ) to be at position �z at the internal time τ ∈]0, t[,

PCond[k](�z, τ ) = Z [k](�x, t |�z, τ )Z [k](�z, τ |�y, 0)

Z [k](�x, t |�y, 0)
, (29)

which is normalized over �z at any time τ ,∫
dN�z PCond[k](�z, τ ) = 1, (30)

and that satisfies the boundary conditions at times τ = 0 and
τ = t ,

PCond[k](�z, τ = 0) = δ(N )(�z − �y),

PCond[k](�z, τ = t ) = δ(N )(�z − �x). (31)

For large time t → +∞, the conditional probability
PCond[k](�z, τ ) of Eq. (29) at any interior time τ satisfying
0 � τ � t can be evaluated from the asymptotic property of
Eq. (20) for the three involved generating functions,

PCond[k](�z, τ ) 	
0�τ�t

e−(t−τ )E (k)rk (�x)lk (�z)e−τE (k)rk (�z)lk (�y)

e−tE (k)rk (�x)lk (�y)

= lk (�z)rk (�z) ≡ PCond[k]Interior(�z), (32)

to obtain that it does not depend on the interior time τ and that
it reduces to the product of the left eigenvector lk (�z) and the
right eigenvector rk (�z) of Eqs. (21) and (22). The knowledge
of the left eigenvector lk (�z) is then necessary to construct
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the generator of the conditioned process that has Eq. (32) as
steady state (see Sec. III D of the main text for more details).

This canonical conditioning of parameter k in the large-
time limit t → +∞ is thus a huge simplification with respect
to the finite-time Doob process conditioned to end at the given
position x(t ) = x and at the given value O[�x(0 � s � t )] =
O of the additive observable, whose construction requires the
knowledge of the finite-time joint propagator P(�x, O, t |�y, 0, 0)
and produces time-dependent generators, as described for the
various examples studied recently [79–83].

C. Goals of the present paper

In the present paper, the main goal is to analyze the
statistics of time-additive observables of Eq. (11) when the
diffusion process �x(t ) satisfies the Langevin stochastic differ-
ential system involving the N independent Wiener processes
wn(t ),

dxn(t ) = fn(�x(t )) dt + dwn(t ), (33)

where the space-dependent force �f (�x) ensures that the
corresponding Fokker-Planck dynamics for the propagator
P(�x, t |�y, 0) [i.e., the probability distribution to be at �x at time
t when starting at �y at time t = 0],

∂t P(�x, t |�y, 0) = −
N∑

n=1

∂n

(
fn(�x)P(�x, t |�y, 0)− 1

2
∂nP(�x, t |�y, 0)

)

≡ −HP(�x, t |�y, 0), (34)

converges toward some normalized steady state P∗(�x). The
interpretation of the Fokker-Planck Eq. (34) as an Euclidean
Schrödinger equation involves the non-Hermitian quantum
Hamiltonian H �= H†,

H = �∇ · (− 1
2
�∇ + �f (�x)

) = − 1
2
�∇2 + �f (�x) · �∇ + [ �∇ · �f (�x)],

H† = −( 1
2
�∇ + �f (�x)

) · �∇ = − 1
2
�∇2 − �f (�x) · �∇. (35)

This Hamiltonian H can be rewritten as an Euclidean
non-Hermitian quantum Hamiltonian involving a real scalar
potential V (�x) and a purely imaginary vector potential
[−i �A(�x)] of real amplitude �A(�x), that we have already encoun-
tered in Eq. (16) of the Introduction and that is discussed in
details around Eq. (A19) of Appendix A,

H = − 1
2 ( �∇ − �A(�x))2 + V (�x)

= − 1
2
�∇2 + �A(�x). �∇ + 1

2 ( �∇. �A(�x)) − 1
2

�A2(�x) + V (�x),

H† = − 1
2

( �∇ + �A(�x)
)2 + V (�x)

= − 1
2
�∇2 − �A(�x). �∇ − 1

2 ( �∇. �A(�x)) − 1
2

�A2(�x) + V (�x), (36)

where the vector potential �A(�x) coincides with the force �f (�x),

�A(�x) ≡ �f (�x), (37)

while the scalar potential V (�x) involves both the divergence
[ �∇. �f (�x)] and the square �f 2(�x) of the force

V (�x) ≡ [ �∇. �f (�x)] + �f 2(�x)

2
. (38)

Equivalently, the path integral for the propagator P(�x, t |�y, 0)
associated to the Langevin system of Eq. (33),

P(�x, t |�y, 0) =
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτL(�x(τ ),�̇x(τ )), (39)

involves the classical Lagrangian

L(�x(τ ), �̇x(τ )) ≡ 1

2
[�̇x(τ ) − �f (�x(τ ))]2 + 1

2
[ �∇. �f (�x(τ ))]

= 1

2
�̇x2(τ ) − �̇x(τ ). �f (�x(τ ))

+ �f 2(�x(τ )) + [ �∇. �f (�x(τ ))]

2

≡ 1

2
�̇x2(τ ) − �̇x(τ ). �A(�x(τ )) + V (�x(τ )). (40)

The last rewriting in terms of the vector potential �A(�x) of
Eq. (37) and of the scalar potential V (�x) of Eq. (38) corre-
sponds as it should to the Euclidean classical electromagnetic
Lagrangian of Eq. (A10) discussed in detail in Appendix A.
Please note that from now on, we will use the shorter name
“the vector potential �A(�x)” and not “a purely imaginary vector
potential [−i �A(�x)] of real amplitude �A(�x)” anymore.

In the present paper, our main goal is to describe all the
advantages of this non-Hermitian electromagnetic quantum
interpretation, both for the diffusion process �x(t ) itself to
characterize its irreversibility, and for all its time-additive
observables of Eq. (11). This general framework will be then
applied to Ornstein-Uhlenbeck processes that are well-known
for their explicit Gaussian finite-time propagators and steady
states described in textbooks [2–4], but that have nevertheless
been reconsidered over the years to study specific problems
like diffusion in a real magnetic field [84], as well as to
address the new issues raised by the progresses in the field of
nonequilibrium. It will be thus interesting to consider first the
general case in arbitrary dimension N studied in Refs. [85,86]
with various applications to spin models and electrical arrays
described in Ref. [86], and then the specific model of the
Brownian gyrator in dimension N = 2 that has attracted a lot
of interest recently [87–96] as the simplest model that is main-
tained out-of-equilibrium by two reservoirs at two different
temperatures.

D. Organization of the paper

The paper is organized as follows. In Sec. II, we stress
that the relevant irreversibility parameters of the diffusion
are the corresponding magnetic matrix elements Bnm(�x) =
−Bmn(�x) = ∂nAm(�x) − ∂mAn(�x) and we describe the gauge
transformation of the vector potential �A(�x) based on the
decomposition of the force �f (�x) into its reversible and ir-
reversible contributions. In Sec. III, the generating function
of an arbitrary time-additive observable of the stochastic
trajectories is studied via the corresponding quantum prob-
lem with additional scalar and/or vector potentials, to show
that the analysis of its large deviations properties and of
the corresponding Doob conditioned process can be drasti-
cally simplified via the choice of the appropriate gauge. This
general framework is then applied to Ornstein-Uhlenbeck-
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processes in dimension N in Sec. IV and to their quadratic
trajectory observables in Sec. V, where the corresponding
quantum problems involve quadratic scalar potentials and lin-
ear vector potentials, i.e., to quantum harmonic oscillators in
constant magnetic matrices. Finally, in Sec. VI, we consider
the Brownian gyrator in dimension N = 2 to characterize the
statistics of the entropy production of its stochastic trajecto-
ries. Our conclusions are summarized in Sec. VII. Various
Appendices contain complementary material or more techni-
cal computations.

II. MAGNETIC MATRIX AND APPROPRIATE GAUGE
FOR THE IRREVERSIBILITY

In this section, we describe the advantages of the inter-
pretation of the Fokker-Planck generator of Eq. (34) as the
non-Hermitian quantum Hamiltonian of Eq. (36) to character-
ize the irreversibility of the diffusion.

A. The antisymmetric magnetic matrix Bnm(�x) = −Bmn(�x)
as the relevant parameters of irreversibility

In arbitrary dimension N , the magnetic “field” corresponds
to the the antisymmetric matrix Bnm(�x) = −Bmn(�x) that can
be computed from the vector potential �A(�x) of Eq. (37) via the
formula generalizing the three-dimensional curl,

Bnm(�x) = −Bmn(�x) ≡ ∂nAm(�x) − ∂mAn(�x)

= ∂n fm(�x) − ∂m fn(�x), (41)

and that is invariant under gauge transformations of the vector
potential �A(�x). It is then essential to distinguish two cases:

(i) When the magnetic matrix identically vanishes B(�x) =
0, then the vector potential �A(�x) = �f (�x) of Eq. (37) corre-
sponding to the force �f (�x) can be written as the gradient of
some function φ(�x),

when B(�x) = 0 : �A(�x) = �f (�x) = −�∇φ(�x), (42)

and one recovers the detailed-balance dynamics of Eq. (4).
Then the standard similarity transformation of Eq. (6) that
transforms the Fokker-Planck generator into the the Hermitian
quantum Hamiltonian of Eq. (8) without any vector potential
can be reinterpreted, in the non-Hermitian electromagnetic
quantum language, as the gauge transformation from the
initial vector potential �A(�x) = −�∇φ(�x) into the new vector
potential that identically vanishes.

(ii) When the magnetic matrix does not vanish B(�x) �=
0, then the corresponding vector potential �A(�x) cannot be
completely eliminated by a gauge transformation anymore.
To see more clearly that the N (N−1)

2 independent matrix ele-
ments Bnm(�x) are then the relevant intrinsic parameters of the
model that characterize the irreversibility of the nonequilib-
rium Langevin dynamics, it is useful to consider the gauge
transformation from the initial vector potential �A(�x) to the
new vector potential that will only contains the irreversible
contribution of the force.

B. Decomposition of the force �f (�x) = �f rev(�x) + �f irr(�x)
into its reversible and irreversible contributions

For irreversible diffusions, it is convenient to continue to
parametrize the steady state P∗(�x) by the function φ(�x) in the
exponential as in the reversible case of Eq. (3),

P∗(�x) = P∗(�0)e−2φ(�x). (43)

The stationary Fokker-Planck Eq. (34),

0 = −�∇.
[
P∗(�x) �f (�x) − 1

2
�∇P∗(�x)

] ≡ −�∇. �J∗(�x), (44)

means that the steady current �J∗(�x) associated to the steady
state P∗(�x),

�J∗(�x) ≡ P∗(�x) �f (�x) − 1
2
�∇P∗(�x)

= P∗(�x)
[ �f (�x) − 1

2
�∇ ln P∗(�x)

]
= P∗(�x)[ �f (�x) + �∇φ(�x)], (45)

should be divergenceless. In the field of nonequilibrium, it is
then standard to decompose the force �f (�x) = �f rev(�x) + �f irr(�x)
into its reversible and irreversible contributions as follows:

(i) The reversible contribution �f rev(�x) is the force already
written in Eq. (5) that satisfies the detailed-balance condition

�f rev(�x) = 1
2
�∇P∗(�x) = −�∇φ(�x), (46)

i.e., that would produce a vanishing steady current in Eq. (45),

�J∗rev (�x) = �0. (47)

(ii) The remaining irreversible contribution of the force

�f irr(�x) ≡ �f (�x) − �f rev(�x) (48)

is then directly responsible for the steady current of Eq. (45)
via

�J∗(�x) = P∗(�x) �f irr(�x). (49)

The vanishing divergence of Eq. (44) for the steady current
�J∗(�x),

0 = �∇. �J∗(�x) = �∇.(P∗(�x) �f irr(�x))

= �f irr(�x). �∇P∗(�x) + P∗(�x)( �∇. �f irr(�x)), (50)

yields that the divergence of the irreversible force �f irr(�x)
should satisfy

�∇ · �f irr(�x) = − �f irr(�x) · �∇ ln P∗(�x)=2 �f irr(�x) · �∇φ(�x). (51)

Another way to take into account the vanishing divergence
of the steady current �J∗(�x) amounts to introduce some an-
tisymmetric stream matrix ψnm(�x) = −ψnm(�x) to write the
current components as

J∗
n (�x) =

∑
m

∂mψnm(�x). (52)

This generalizes the standard property that a divergence-less
three-dimensional vector can be written as a curl. It is actu-
ally more convenient to use instead the antisymmetric matrix
obtained after the rescaling by the steady state P∗(�x),

	nm(�x) ≡ ψnm(�x)

P∗(�x)
= −	mn(�x), (53)
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to rewrite the irreversible force of Eq. (49) as

f irr
n (�x) = J∗

n (�x)

P∗(�x)
= 1

P∗(�x)

∑
m

∂m[P∗(�x)	nm(�x)]

= 1

P∗(�x)

∑
m

	nm(�x)∂mP∗(�x) +
∑

m

∂m	nm(�x)

=
∑

m

	nm(�x)∂m ln P∗(�x) +
∑

m

∂m	nm(�x)

= −2
∑

m

	nm(�x)∂mφ(�x) +
∑

m

∂m	nm(�x). (54)

C. Gauge transformation toward the vector potential
�Airr(�x) = �f irr(�x) associated to the irreversible force

The decomposition of the force �f (�x) into its reversible and
irreversible components described in the previous subsection
translates into the following gauge transformation for the vec-
tor potential of Eq. (37):

�A(�x) = �f (�x) = �f rev(�x) + �f irr(�x) = −�∇φ(�x) + �f irr(�x)

≡ −�∇φ(�x) + �Airr(�x), (55)

where the new vector potential

�Airr(�x) ≡ �f irr(�x) (56)

only involves the irreversible force �f irr(�x) instead of the total
force for the initial vector potential �A(�x) = �f (�x). The mag-
netic matrix of Eq. (41) associated to the total vector potential
of Eq. (55) can be then rewritten in terms of the irreversible
force �f irr(�x) only,

Bnm(�x) = −Bmn(�x) = ∂nAirr
m (�x) − ∂mAirr

n (�x)

= ∂n f irr
m (�x) − ∂m f irr

n (�x). (57)

The advantage of these magnetic matrix elements Bnm(�x) is
that they can be directly obtained via Eq. (41) from the force
�f (�x) that appears in the Langevin system of Eq. (33) defining

the model, while the computation of the irreversible force
�f irr(�x) of Eq. (48) requires the knowledge of the steady state

P∗(�x).

D. Effect of the gauge transformation on the path-integral
representation of the propagator

The effect of the gauge transformation of Eq. (55) on the
path integral of Eq. (39) for the propagator can be analyzed
from the integral over time of the term involving the vector
potential in the Lagrangian of Eq. (40),∫ t

0
dτ �̇x(τ ). �A(�x(τ ))

=
∫ t

0
dτ �̇x(τ ).[−�∇φ(�x(τ )) + �Airr(��x(τ ))]

= −
∫ t

0
dτ∂τφ(�x(τ )) +

∫ t

0
dτ �̇x(τ ). �Airr(�x(τ ))

= φ(�x(0)) − φ(�x(t )) +
∫ t

0
dτ �̇x(τ ). �Airr(�x(τ )). (58)

So the appropriate change of variable for the propagator of
Eq. (39) coincides with the standard similarity transformation
recalled in Eq. (6) of the Introduction,

P(�x, t |�y, 0) = eφ(�y)−φ(�x)P̂(�x, t |�y, 0), (59)

and yields that the new propagator,

P̂(�x, t |�y, 0) =
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτ L̂(�x(τ ),�̇x(τ )), (60)

is governed by the new Lagrangian,

L̂(�x(τ ), �̇x(τ )) ≡ 1
2 �̇x2(τ ) − �̇x(τ ). �Airr(�x(τ )) + V (�x), (61)

which involves the same scalar potential V (�x) of Eq. (38) but
the new vector potential �Airr(�x).

The property of Eq. (51) allows us to simplify the scalar
potential of Eq. (38) using the decomposition of the force �f (�x)
into its reversible and irreversible contributions

V (�x) = 1
2
�∇ · [ �f rev(�x) + �f irr(�x)] + 1

2 [ �f rev(�x) + �f irr(�x)]2

= 1
2
�∇ · [−�∇φ(�x) + �f irr(�x)] + 1

2 [−�∇φ(�x) + �f irr(�x)]2

= 1
2 ([ �∇φ(�x)]2 − �φ(�x)) + 1

2 [ �f irr(�x)]2. (62)

Since �Airr(�x) = �f irr(�x), the Lagrangian of Eq. (61) can be
refactorized into

L̂(�x(τ ), �̇x(τ )) ≡ 1
2 [�̇x(τ ) − �f irr(�x(τ ))]2

+ 1
2 {[ �∇φ(�x(τ ))]2 − �φ(�x(τ ))}. (63)

E. Effect of the gauge transformation on the non-Hermitian
quantum Hamiltonian H

The Euclidean Schrödinger equation of Eq. (34) for the
initial propagator P(�x, t |�y, 0) translates via the change of vari-
able of Eq. (59) into the following Euclidean Schrödinger
equation for the new propagator P̂(�x, t |�y, 0):

∂t P̂(�x, t |�y, 0) = −ĤP̂(�x, t |�y, 0), (64)

where the corresponding Hamiltonian Ĥ obtained from
the initial Hamiltonian H of Eq. (36) via the similarity
transformation,

Ĥ = eφ(�x)He−φ(�x) = eφ(�x)
[− 1

2

( �∇ − �A(�x)
)2 + V (�x)

]
e−φ(�x)

= − 1
2 ( �∇ − �Airr(�x))2 + V (�x), (65)

involves the same scalar potential V (�x) and the new vector
potential �Airr(�x) as a consequence of the conjugation property

eφ(�x) �∇e−φ(�x) = �∇ − [ �∇φ(�x)]. (66)

Using Eq. (51), the expansion of Eq. (65) with the vector
potential �Airr(�x) = �f irr(�x) and with the scalar potential of
Eq. (62) yields that the Hamiltonian Ĥ,

Ĥ = − 1
2 [ �∇ − �f irr(�x)]2 + V (�x)

= − 1
2� + 1

2 {[ �∇φ(�x)]2 − �φ(�x)}
+ �f irr(�x). �∇ + �f irr(�x). �∇φ(�x)

≡ Ĥrev + Ĥirr, (67)
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can be decomposed into the following reversible and irre-
versible contributions.

(i) The reversible contribution Ĥrev associated to the re-
versible dynamics when the irreversible component of the
force vanishes �f irr(�x) = 0 in Eq. (67),

Ĥrev = − 1
2� + 1

2 {[ �∇φ(�x)]2 − �φ(�x)}, (68)

corresponds to the well-known Hermitian supersymmetric
quantum Hamiltonian recalled in Eqs. (8) and (9) of the In-
troduction,

Ĥrev = Ĥ†
rev = 1

2
[−�∇ + ( �∇φ(�x))] · [ �∇ + ( �∇φ(�x))]

= 1

2

∑
n

Q†
nQn, (69)

which can be factorized in terms of the N first-order differen-
tial operators Qn and their adjoints Q†

n,

Qn ≡ ∂n + (∂nφ(�x)), Q†
n ≡ −∂n + (∂nφ(�x)). (70)

The product

QnQm = [∂n + (∂nφ(�x))][∂m + (∂mφ(�x))]

= ∂n∂m + (∂mφ(�x))∂n + (∂n∂mφ(�x))

+ (∂nφ(�x))∂m + (∂nφ(�x))(∂mφ(�x)) = QmQn (71)

yields that two annihilation operators Qn and Qm commute

[Qn, Qm] = 0 = [Q†
n, Q†

m] (72)

and equivalently two creation operators Q†
n and Q†

m commute.
The comparison of the two products involving one creation
operator Q†

n and one annihilation operator Qm,

Q†
nQm = [−∂n + (∂nφ(�x))][∂m + (∂mφ(�x))]

= −∂n∂m − (∂mφ(�x))∂n − (∂n∂mφ(�x))

+ (∂nφ(�x))∂m + (∂nφ(�x))(∂mφ(�x)),

QmQ†
n = [∂m + (∂mφ(�x))][−∂n + (∂nφ(�x))]

= −∂m∂n + (∂nφ(�x))∂m + (∂m∂nφ(�x)) − (∂mφ(�x))∂n

+ (∂mφ(�x))(∂nφ(�x)), (73)

yields that the commutators involve the second derivatives of
the function φ(�x),

[Qm, Q†
n] ≡ QmQ†

n − Q†
nQm = 2(∂n∂mφ(�x)). (74)

(ii) The irreversible contribution in Eq. (67) can be rewrit-
ten in terms of the annihilation operators Qn of Eq. (70) as

Ĥirr = �f irr(�x) · [ �∇ + ( �∇φ(�x))] =
N∑

n=1

f irr
n (�x)Qn. (75)

The adjoint operator Ĥ†
irr reads using Eq. (51)

Ĥ†
irr =

N∑
n=1

Q†
n f irr

n (�x) =
N∑

n=1

[−∂n + (∂nφ(�x))] f irr
n (�x)

=
N∑

n=1

[− f irr
n (�x)∂n − (∂n f irr

n (�x)) + f irr
n (∂nφ(�x))

]

=
N∑

n=1

[− f irr
n (�x)∂n − f irr

n (∂nφ(�x))
]

= −
N∑

n=1

f irr
n (�x)Qn, (76)

so that the irreversible contribution Ĥirr is anti-Hermitian:

Ĥ†
irr = −Ĥirr. (77)

The change of propagators of Eq. (59) corresponds to the
following changes for the eigenvectors of Eqs. (24):

r̂0(�x) = eφ(�x)r0(�x) = eφ(�x)P∗(�x) = P∗(�0)e−φ(�x),

l̂0(�x) = e−φ(�x)l0(�x) = e−φ(�x). (78)

The factorized forms of Eqs. (69), (75), and (76) show that
the new right eigenvector r̂0(�x) and the new left eigenvector
l̂0(�x) of the Hamiltonian Ĥ associated to zero-energy are
annihilated by the N commuting annihilation operators Qn of
Eq. (70),

Qne−φ(�x) = (∂n + (∂nφ(�x)))e−φ(�x) = 0, (79)

and are thus annihilated by both the reversible and irreversible
contribution to the Hamiltonian

0 = Ĥr̂0(�x) = Ĥreve−φ(�x) = Ĥirre
−φ(�x),

0 = Ĥ† l̂0(�x) = Ĥ†
reve−φ(�x) = Ĥ†

irre
−φ(�x). (80)

III. STATISTICS OF TIME-ADDITIVE OBSERVABLES
OF STOCHASTIC TRAJECTORIES

In this section, we describe the how the interpretation of
the Fokker-Planck generator of Eq. (34) as the non-Hermitian
quantum Hamiltonian of Eq. (36) is even more useful to
analyze the statistics of the time-additive observables of
stochastic trajectories.

A. Stochastic differential equations and Fokker-Planck
dynamics for the joint propagator

As recalled in the Introduction, a time-additive observ-
able O[�x(0 � s � t )] can be written as Eq. (11) in terms
of some scalar field V [O](�x) and some vector field �A[O](�x)
in the Stratonovich interpretation. Here it is important to
stress that for the stochastic differential equations (SDE) of
Eq. (33) where there is no space-dependent function in factor
of the Wiener processes increments dwn(t ), the Ito and the
Stratonovich interpretations coincide. However, for the ob-
servable of Eq. (11), the elementary increment dO(t ) between
t and (t + dt ) reads in terms of the N Langevin increments
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dxn(t ) of Eq. (33),

dO(t ) = −V [O](�x(t ))dt +
N∑

n=1

A[O]
n (�x(t ))dxn(t )

=
[
−V [O](�x(t )) +

N∑
n=1

A[O]
n (�x(t )) fn(�x(t ))

]
dt +

N∑
n=1

A[O]
n (�x(t ))dwn(t )

≡ f [O]
Strato(�x(t ))dt +

N∑
n=1

A[O]
n (�x(t ))dwn(t ) [Stratonovich Interpretation]. (81)

So the N Wiener processes increments dwn(t ) are multiplied by the space-dependent functions A[O]
n (�x(t )) and one needs to

specify that the force appearing in the stochastic differential equation of Eq. (81) corresponds to the Stratonovich interpretation:

f [O]
Strato(�x) ≡ −V [O](�x) +

N∑
n=1

A[O]
n (�x) fn(�x). (82)

The Stratonovich SDE of Eq. (81) can be translated into the following Ito SDE:

dO(t ) = f [O]
Ito (�x(t ))dt +

N∑
n=1

A[O]
n (�x(t ))dwn(t ) [Ito Interpretation], (83)

with the modified force

f [O]
Ito (�x) = f [O]

Strato(�x) + 1

2

N∑
n=1

∂nA[O]
n (�x) = f [O]

Strato(�x) + 1

2
�∇. �A[O](�x). (84)

So the Ito and the Stratonovich interpretations will actually differ only for the observables O[�x(0 � τ � t )] that are characterized
by a nonvanishing divergence �∇. �A[O](�x) �= 0 of the vector field �A[O] appearing in their parametrization of Eq. (11).

Since the observable O(t ) can be considered as a supplementary (N + 1) coordinate for the Stratonivich SDE system of
Eq. (33), one can write the corresponding Fokker-Planck dynamics for the joint propagator P(�x, O, t |�y, 0, 0),

∂t P(�x, O, t |�y, 0, 0) = V [O](�x)∂OP(�x, O, t |�y, 0, 0) −
N∑

n=1

(
∂xn + A[O]

n [�x]∂O
)
[ fn[�x]P(�x, O, t |�y, 0, 0)]

+ 1

2

N∑
n=1

(
∂xn + A[O]

n [�x]∂O
)2

P(�x, O, t |�y, 0, 0). (85)

It is thus simpler to analyze the statistics of the observable O[�x(0 � τ � t )] via its generating function as mentioned in the
Introduction and as described in the next subsection.

B. Generating function Z[k](�x, t|�y, 0) via the quantum problem with deformed scalar and vector potentials

Since Feynman path integrals are written in the Stratonovich interpretation, the generating function Z [k](�x, t |�y, 0) of parameter
k of the observable O[�x(0 � τ � t )] of Eq. (11) over the stochastic trajectories �x(0 � s � t ) starting at �x(0) = �y and ending at
�x(t ) = �x can be directly written via the path integral of Eq. (39) based on the Lagrangian of Eq. (40) as

Z [k](�x, t |�y, 0) ≡ δ(N )(�x(t ) − �x)ekO[�x(0�τ�t )]δ(N )(�x(0) − �y)

=
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτL(�x(τ ),�̇x(τ ))+k
∫ t

0 dτ [−V [O] (�x(τ ))+�̇x(τ ). �A[O] (�x(τ ))] ≡
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτL[k] (�x(τ ),�̇x(τ )). (86)

This path integral involves the k-deformed classical Lagrangian L[k](�x(τ ), �̇x(τ )) with respect to the initial Lagrangian
L(�x(τ ), �̇x(τ )) of Eq. (40),

L[k](�x(τ ), �̇x(τ )) ≡ L(�x(τ ), �̇x(τ )) + kV [O](�x(τ ) − k �̇x(τ ). �A[O](�x(τ )) = 1
2 �̇x2(τ ) − �̇x(τ ). �A[k](�x(τ )) + V [k](�x(τ )), (87)

with the k-deformed vector potential �A[k](�x) with respect to the initial vector potential An(�x) of Eq. (37),

�A[k](�x) ≡ �A(�x) + k �A[O](�x) = �f (�x) + k �A[O](�x), (88)

014101-8



NONEQUILIBRIUM DIFFUSION PROCESSES VIA NON- … PHYSICAL REVIEW E 107, 014101 (2023)

and with the k-deformed scalar potential V [k](�x) with respect to the initial scalar potential V (�x) of Eq. (38),

V [k](�x) ≡ V (�x) + kV [O](�x) = [ �∇. �f (�x)] + �f 2(�x)

2
+ kV [O](�x). (89)

The magnetic antisymmetric matrix of Eq. (41) associated to the k-deformed vector potential �A[k](�x) of Eq. (88),

B[k]
nm(�x) = −B[k]

mn(�x) ≡ ∂nA[k]
m (�x) − ∂mA[k]

n (�x) = Bnm(�x) + kB[O]
nm (�x), (90)

contains the supplementary magnetic antisymmetric matrix B[O]
nm (�x) associated to the supplementary vector potential A[O]

n (�x),

B[O]
nm (�x) = −B[O]

mn (�x) ≡ ∂nA[O]
m (�x) − ∂mA[O]

n (�x). (91)

So the generating function Z [k](�x, t |�y, 0) satisfies the Euclidean Schrödinger equation analogous to Eq. (34),

∂t Z
[k](�x, t |�y, 0) = −H[k]Z [k](�x, t |�y, 0), (92)

where the k-deformed quantum Hamiltonian H[k] involves the deformed scalar and vector potentials,

H[k] = − 1
2 ( �∇ − �A[k](�x))2 + V [k](�x). (93)

Using Eqs. (88) and (89), this Hamiltonian can be expanded to see more clearly the k deformation with respect to the initial
Hamiltonian H = H[k=0] of Eqs. (35) involving the force �f (�x),

H[k] = −1

2
( �∇ − k �A[O](�x) − �f (�x))2 +

{
[ �∇. �f (�x)] + �f 2(�x)

2
+ kV [O](�x)

}

= −1

2
( �∇ − k �A[O](�x))2 + ( �∇ − k �A[O](�x)) �f (�x) − [ �∇. �f (�x)]

2
− [ �f (�x)]2

2
+
{

[ �∇. �f (�x)] + �f 2(�x)

2
+ kV [O](�x)

}

= −1

2
( �∇ − k �A[O](�x))2 + ( �∇ − k �A[O](�x)). �f (�x) + kV [O](�x). (94)

Since the generating function Z [k](�x, t |�y, 0) can be alternatively computed from the joint propagator P(�x, O, t |�y, 0, 0)
introduced in Eq. (85),

Z [k](�x, t |�y, 0) ≡
∫ +∞

−∞
dOekOP(�x, O, t |�y, 0, 0), (95)

the Euclidean Schrödinger equation of Eq. (92) with the Hamiltonian of Eq. (94) can be also derived from the Fokker-Planck
Eq. (85) satisfied by the joint propagator P(�x, O, t |�y, 0, 0) using integration by parts with respect to O,

∂t Z
[k](�x, t |�y, 0) =

∫ +∞

−∞
dOekO∂t P(�x, O, t |�y, 0, 0)

=
∫ +∞

−∞
dOekO

{
V [O](�x)∂OP(�x, O, t |�y, 0, 0) −

N∑
n=1

(
∂xn + A[O]

n [�x]∂O
)
[ fn[�x]P(�x, O, t |�y, 0, 0)]

+ 1

2

N∑
n=1

(
∂xn + A[O]

n [�x]∂O
)2

P(�x, O, t |�y, 0, 0)

}

= −kV [O](�x)Z [k](�x, t |�y, 0) −
N∑

n=1

(
∂xn − kA[O]

n (�x)
)
[ fn[�x]Z [k](�x, t |�y, 0)] + 1

2

N∑
n=1

(
∂xn − kA[O]

n (�x)
)2

Z [k](�x, t |�y, 0).

(96)

Let us stress that in the present paper, we only consider the case of dimension N � 2 to have at least one off-diagonal element
in the antisymmetric magnetic matrix of Eq. (41). But the analogous description for additive observables of diffusion processes on
a one-dimensional ring, where the only magnetic parameter reduces to the total magnetic flux through the ring and corresponds
to the famous Aharonov-Bohm effect is discussed in detail in Ref. [71] with the corresponding gauge transformations of the
vector potential along the ring.

As recalled in the Sec. I B, the asymptotic behavior of Eq. (20) of the generating function Z [k](�x, t |�y, 0) allows us to compute
the rate function I (o) from the ground-state energy E (k) of the k-deformed Hamiltonian H[k]. From the point of view of gauge-
transformations, it is important to stress here that the corresponding similarity of Hamiltonians changes only the eigenvectors,
while the energy spectrum is invariant, so that the ground-state energy E (k) of H[k] can be also obtained as the ground-state
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energy of any gauge-transformed Hamiltonian of H[k]. To be more concrete, let us now describe an important example of
time-additive observable.

C. Example of time-additive observable: The entropy production �[�x(0 � τ � t )] of trajectories�x(0 � τ � t )

The entropy production 
[�x(0 � τ � t )] characterizes the irreversibility of the Langevin dynamics at the level of the
stochastic trajectories and is thus nowadays one of the most studied time-additive observables for diffusion processes [97–110].

1. Reminder on definition of the entropy production �[�x(0 � τ � t )] associated to the stochastic trajectory�x(0 � τ � t )

In the steady state, the probability P[�x(0 � τ � t )] of the stochastic trajectory �x(0 � τ � t ) involves the inside of the path
integral of Eq. (39), while the initial condition �x(0) is drawn with the steady-state distribution P∗(�x(0)),

P[�x(0 � τ � t )] = P∗(�x(0))e− ∫ t
0 dτ { 1

2 [�̇x(τ )− �f (�x(τ ))]2+ 1
2 [ �∇. �f (�x(τ ))]}. (97)

The probability of the corresponding time-reversed trajectory

xR
n (s) ≡ xn(τ = t − s) (98)

reads

P[xR(0 � s � t )] = P∗(�xR(0))e− ∫ t
0 ds{ 1

2 [�̇xR (s)− �f (�xR (s))]2+ 1
2 [ �∇. �f (�xR (s))]} = P∗(�x(t ))e− ∫ t

0 dτ { 1
2 [�̇x(τ )+ �f (�x(τ ))]2+ 1

2 [ �∇. �f (�x(τ ))]}. (99)

The entropy production 
[�x(0 � τ � t )] associated to the trajectory �x(0 � τ � t ) is defined as the logarithm of the ratio
between the probability of Eq. (97) for this trajectory �x(0 � τ � t ) and the probability of Eq. (99) for the corresponding reversed
trajectory xR(0 � s � t ):


[�x(0 � τ � t )] ≡ ln

( P[�x(0 � τ � t )]

P[�xR(0 � s � t )]

)
= ln

(
P∗(�x(0))

P∗(�x(t ))

)
+
∫ t

0
dτ 2�̇x(τ ). �f (�x(τ ))

= −
∫ t

0
dτ∂τ ln (P∗(�x(τ ))) +

∫ t

0
dτ 2�̇x(τ ). �f (�x(τ ))

=
∫ t

0
dτ �̇x(τ ).[−�∇ ln (P∗(�x(τ ))) + 2 �f (�x(τ ))]. (100)

Using the decomposition of the force �f (�x) into its reversible contribution �f rev(�x) of Eq. (46) and its irreversible contribution
�f irr(�x) of Eq. (48), one obtains that the trajectory entropy production


[�x(0 � τ � t )] =
∫ t

0
dτ �̇x(τ ) · [−2 �f rev(�x(τ )) + 2 �f (�x(τ ))] =

∫ t

0
dτ �̇x(τ ) · [2 �f irr(�x(τ ))] ≡

∫ t

0
dτ �̇x(τ ). �A[
](�x(τ )) (101)

is a time-additive observable of the form of Eq. (11) with parameters

V [
](�x) = 0, �A[
](�x) = 2 �f irr(�x), (102)

i.e., there is no additional scalar potential V [
](�x) = 0, while the additional vector potential �A[
](�x) only involves the irreversible
force �f irr(�x).

2. Generating function Z[k](�x, t|�y, 0) of the entropy production �[�x(0 � τ � t )]

As a consequence, the generating function of Eq. (86) for the entropy production 
[�x(0 � τ � t )],

Z [k](�x, t |�y, 0) ≡ 〈δ(N )(�x(t ) − �x)ek
[�x(0�s�t )]δ(N )(�x(0) − �y)〉, (103)

is given by the path integral of Eq. (86) that involves the unchanged scalar potential of Eq. (89),

V [k](�x) = V (�x), (104)

while the k-deformed vector potential of Eq. (88) reads in terms of the reversible and irreversible force

�A[k](�x) = �A(�x) + k �A[
](�x) = �f rev(�x) + (1 + 2k) �f irr(�x) = −�∇φ(�x) + (1 + 2k) �f irr(�x) ≡ −�∇φ(�x) + �̂A[k](�x). (105)

This suggests to make the gauge transformation analog to Eq. (55) with the new vector potential

�̂A[k](�x) ≡ (1 + 2k) �f irr(�x) (106)

that only involves the irreversible force �f irr(�x). The corresponding change for the generating function of Eq. (103) analogous to
Eq. (59),

Z [k](�x, t |�y, 0) = eφ(�y)−φ(�x)Ẑ [k](�x, t |�y, 0), (107)
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yields that the new function Ẑ [k](�x, t |�y, 0) corresponds to the new vector potential of Eq. (106), with its path-integral representa-
tion analogous to Eq. (60),

Ẑ [k](�x, t |�y, 0) =
∫ �x(τ=T )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτ [ 1
2 �̇x2(τ )+V (�x)]+∫ t

0 dτ �̇x(τ ). �̂A[k] (�x). (108)

The corresponding Hamiltonian is given by

Ĥ[k] = − 1
2 ( �∇ − �̂A[k](�x))2 + V (�x) = − 1

2� + �̂A[k](�x). �∇ + 1
2 [ �∇. �̂A[k](�x)] − 1

2 [ �̂A[k](�x)]2 + V (�x). (109)

Using the vector potential of Eq. (106) and the scalar potential V (�x) of Eq. (62), this Hamiltonian finally reads

Ĥ[k] = −1

2
� + (1 + 2k) �f irr(�x). �∇ + (1 + 2k)

2
[ �∇. �f irr(�x)] − (1 + 2k)2

2
[ �f irr(�x)]2 + 1

2
{[ �∇φ(�x)]2 − �φ(�x)} + 1

2
[ �f irr(�x)]2

= Ĥrev + (1 + 2k)Ĥirr − 2
(
k + k2

)
[ �f irr(�x)]2, (110)

where one recognizes the Hermitian reversible contribution Ĥrev of Eq. (68) and the anti-Hermitian irreversible contribution Ĥirr

of Eq. (75) with the modified prefactor (1 + 2k), while the third term corresponds to a new contribution involving the square
[ �f irr(�x)]2 of the irreversible force.

3. Large deviations of the intensive entropy production σ[�x(0 � s � t )] for large time t

The general framework for large deviations described in Sec. I B can be applied to the special case of the intensive entropy
production

σ [�x(0 � s � t )] ≡ 
[�x(0 � s � t )]

t
= 1

t

∫ t

0
dτ �̇x(τ ).[2 �f irr(�x(τ ))] (111)

as follows. In the large time limit t → +∞, the convergence will be toward the steady value σ ∗ that can be computed from the
corresponding steady current �J∗(�x):

σ [�x(0 � s � t )] 	
t→∞ σ ∗ ≡

∫
dN �x �J∗(�x).[2 �f irr(�x)]. (112)

One can use the relation �J∗(�x) = P∗(�x) �f irr(�x) of Eq. (49) to rewrite the steady value σ ∗ in terms of the steady current �J∗(�x) to
recover the standard formula involving the square of the steady current

σ ∗ = 2
∫

dN �x [ �J∗(�x)]2

P∗(�x)
, (113)

which shows that σ ∗ is strictly positive for any nonvanishing steady current. One can instead rewrite the steady value σ ∗ in terms
of the irreversible force �f irr(�x) to obtain the alternative form

σ ∗ = 2
∫

dN �x P∗(�x)[ �f irr(�x)]2, (114)

which allows us to see the link of Eq. (28) with the first-order perturbation theory for the energy E (k) of the Hamiltonian H[k]

of Eq. (110) using the unperturbed eigenvectors of Eqs. (24),

σ ∗ = −E ′(k = 0) = 〈l0|(−2Ĥirr + 2[ �f irr(�x)]2)|r0〉 = 2
∫

dN �x P∗(�x)[ �f irr(�x)]2. (115)

It is now interesting to compare the Hamiltonian Ĥ[k] of Eq. (110) with the Hamiltonian Ĥ[k′=−1−k] associated to the parameter
k′ = −1 − k satisfying

k′ = −1 − k, 1 + 2k′ = −(1 + 2k), k′(1 + k′) = k(1 + k). (116)

As a consequence, the term involving Ĥirr displays an opposite sign, while all the other terms are unchanged,

Ĥ[k′=−1−k] = Ĥrev + (1 + 2k′)Ĥirr − 2k′(1 + k′)[ �f irr(�x)]2 = Ĥrev − (1 + 2k)Ĥirr − 2k(1 + k)[ �f irr(�x)]2. (117)

The physical interpretation is that the irreversible force is changed into its opposite f irr
n (�x) → − f irr

n (�x), while the steady state
P∗(�x) is unchanged, so that the steady current of Eq. (49) is changed into its opposite �J∗(�x) → − �J∗(�x). The corresponding
invariance of the ground-state energy E (k) of the Hamiltonian Ĥ[k],

E (k) = E (k′ = −1 − k), (118)
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translates via the Legendre transform of Eq. (26) into the famous Gallavotti-Cohen symmetry [111–119] for the rate function
I (σ ) of opposite arguments (±σ ),

I (σ ) = I (−σ ) − σ. (119)

D. Revisiting the canonical conditioning based on Z[k](�x, t|�y, 0) via some appropriate gauge transformation

1. Reminder on the canonical conditioned process of parameter k for finite time t

The notion of canonical conditioning based on the generating function Z [k](�x, t |�y, 0)has been recalled in Sec. I B 2 of the
Introduction. As described in Ref. [82], the conditional probability PCond[k](�z, τ ) of Eq. (29) satisfies the forward Fokker-Planck
dynamics that reads in the present setting

∂τPCond[k](�z, τ ) = −
N∑

n=1

∂zn [( fn(�z) + f Cond[k]
n (�z, τ ))PCond[k](�z, τ )] + 1

2

N∑
n=1

∂2
zn
PCond[k](�z, τ ), (120)

where the only change with respect to the unconditioned Fokker-Planck dynamics of Eq. (34) satisfied by the unconditioned
propagator P(�z, τ |�y, 0) is the additional force f Cond[k]

n (�z, τ ) that involves the vector potential A[O]
n (�x) appearing in the definition

of the additive observable of Eq. (11) and the spatial derivatives of the logarithm of the generating function Z [k](�x, t |�z, τ ),

f Cond[k]
n (�z, τ ) ≡ kA[O]

n (�z) + ∂zn ln[Z [k](�x, t |�z, τ )]. (121)

2. Reminder on the canonical conditioned process of parameter k for large time t → +∞
For large time t → +∞, the conditional probability PCond[k](�z, τ ) of Eq. (29) at any interior time τ satisfying 0 � τ � t is

given by Eq. (32) that does not depend on the interior time τ and that reduces to the product of the left eigenvector lk (�z) and
the right eigenvector rk (�z) of Eqs. (21) and (22). The corresponding additional force f Cond[k]

n (�z, τ ) of Eq. (121) can be evaluated
from the asymptotic property of Eq. (20) for the generating function Z [k](�x, t |�z, τ ),

f Cond[k]
n (�z, τ ) 	

0�τ�t
kA[O]

n (�z) + ∂zn ln[e−(t−τ )E (k)rk (�x)lk (�z)] = kA[O]
n (�z) + ∂zn ln [lk (�z)] ≡ f Cond[k]Interior

n (�z), (122)

to obtain that it does not depend on the interior time τ and that the second term only involves the spatial derivative of the logarithm
of the left eigenvector lk (�z). The conditioned Fokker-Planck dynamics of Eq. (120) is now governed by the corresponding
time-independent generator

∂τPCond[k](�z, τ ) = −
N∑

n=1

∂zn [( fn(�z) + f Cond[k]
n (�z))PCond[k](�z, τ )] + 1

2

N∑
n=1

∂2
zn
PCond[k](�z, τ ). (123)

3. Reinterpretation via a gauge transformation for the generating function Z[k](�x, t|�y, 0)

The analysis recalled in the previous subsection suggests to make the following change of variables for the generating function
Z [k](�x, t |�y, 0) that involves the left eigenvector lk (.):

Z [k](�x, t |�y, 0) = lk (�y)

lk (�x)
Z̊ [k](�x, t |�y, 0) ≡ eν̊[k] (�y)−ν̊[k] (�x)Z̊ [k](�x, t |�y, 0), (124)

which we will now reinterpret as a gauge transformation involving the function

ν̊[k](�x) ≡ ln [lk (�x)]. (125)

The initial vector potential �A[k](�x) ≡ �f (�x) + k �A[O](�x) of Eq. (88) is then transformed using the gradient of the function ν̊[k](�x)
of Eq. (125),

A[k]
n (�x) ≡ fn(�x) + kA[O]

n (�x) = −∂nν̊
[k](�x) + Å[k]

n (�x), (126)

into the new vector potential

Å[k]
n (�x) = A[k]

n (�x) + ∂nν̊
[k](�x) = fn(�x) + kA[O]

n (�x) + ∂nν̊
[k](�x) = fn(�x) + f Cond[k]Interior

n (�z), (127)

where one recognizes the additional force f Cond[k]Interior
n (�z) of Eq. (122). As a consequence, the new vector potential Å[k]

n (�x)
coincides with the total force that appears in the conditioned Fokker-Planck dynamics of Eq. (123),

∂τPCond[k](�z, τ ) = −
N∑

n=1

∂zn

[
Å[k]

n (�z)PCond[k](�z, τ )
]+ 1

2

N∑
n=1

∂2
zn
PCond[k](�z, τ ) ≡ −HCond[k]PCond[k](�z, τ ), (128)
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which involves the quantum Hamiltonian

HCond[k] = �∇.
(− 1

2
�∇ + �̊A[k](�x)

) = − 1
2
�∇2 + �̊A[k](�x). �∇ + [ �∇. �̊A[k](�x)]. (129)

However, the gauge transformation of Eq. (124) means that the new function Z̊ [k](�x, t |�y, 0),

Z̊ [k](�x, t |�y, 0) = 〈�x|e−tH̊[k] |�y〉, (130)

corresponds to the quantum Hamiltonian H̊[k] with the new vector potential Å[k]
n (�z) but with the same scalar potential V [k](�x) of

Eq. (89) as the initial generating function Z [k](�x, t |�y, 0). Hence the Hamiltonian of Eq. (93) is changed into the new Hamiltonian

H̊[k] = −1

2
( �∇ − �̊A[k](�x))2 + V [k](�x) = −1

2
�∇2 + �̊A[k](�x). �∇ + 1

2
( �∇. �̊A[k](�x)) − 1

2
[ �̊A[k](�x)]2 + V [k](�x)

= HCond[k] + V [k](�x) − [ �∇. �̊A[k](�x)] + [ �̊A[k](�x)]2

2
, (131)

where the last line allows us to compare with the Hamiltonian HCond[k] of Eq. (129).
It is now useful to translate the eigenvalue Eq. (21) for the left eigenvector lk (�x) of the Hamiltonian H[k] of Eq. (93),

E (k)lk (�x) = (H[k] )†lk (�x) = − 1
2

( �∇ + �A[k](�x)
)2

lk (�x) + V [k](�x)lk (�x), (132)

using the replacement lk (�x) = eν̊[k] (�x) of Eq. (125) and the replacement �A[k](�x) = −�∇ν̊[k](�x) + �̊A[k](�x) of Eq. (126),

E (k) − V [k](�x) = −1

2
e−ν̊[k] (�x)( �∇ − �∇ν̊[k](�x) + �̊A[k](�x))( �∇ − �∇ν̊[k](�x) + �̊A[k](�x))eν̊[k] (�x)

= −1

2
e−ν̊[k] (�x)( �∇ − �∇ν̊[k](�x) + �̊A[k](�x)).( �̊A[k](�x)eν̊[k] (�x) ) = − [ �∇. �̊A[k](�x)] + [ �̊A[k](�x)]2

2
. (133)

As a consequence, the difference between the two Hamiltonians of Eq. (131) reduces to the constant E (k),

H̊[k] − HCond[k] = E (k). (134)

So the function Z̊ [k](�x, t |�y, 0) of Eq. (130) becomes

Z̊ [k](�x, t |�y, 0) = 〈�x|e−tH̊[k] |�y〉 = e−tE (k)〈�x|e−tHCond[k] |�y〉 ≡ e−tE (k)P̊[k](�x, t |�y, 0), (135)

where

P̊[k](�x, t |�y, 0) = 〈�x|e−tHCond[k] |�y〉 (136)

is the Fokker-Planck propagator associated to the force �̊A[k](�x) and to the generator of Eq. (129).
In summary, the initial generating function Z [k](�x, t |�y, 0) has been rewritten using Eqs. (124) and (135) as

Z [k](�x, t |�y, 0) = e−tE (k)+ν̊[k] (�y)−ν̊[k] (�x)P̊[k](�x, t |�y, 0). (137)

As a consequence, the finite-time canonical conditional probability PCond[k](�z, τ ) of Eq. (29) only involves the Fokker-Planck
propagator P̊[k](�x, t |�y, 0) via the standard Doob bridge formula

PCond[k](�z, τ ) = Z [k](�x, t |�z, τ )Z [k](�z, τ |�y, 0)

Z [k](�x, t |�y, 0)
= P̊[k](�x, t |�z, τ )P̊[k](�z, τ |�y, 0)

P̊[k](�x, t |�y, 0)
, (138)

while its behavior at any interior time τ satisfying 0 � τ � t for large time t → +∞ of Eq. (32) reduces to the steady state
P̊[k]∗(�z),

PCond[k](�z, τ ) 	
0�τ�t

P̊[k]∗(�z) ≡ PCond[k]Interior(�z). (139)

4. Summary of the properties of the new gauge �̊A[k](�x) that simplifies the analysis of the generating function Z[k](�x, t|�y, 0)

In conclusion, the analysis of the generating function Z [k](�x, t |�y, 0) will be drastically simplified when one is able to determine

the new gauge �̊A[k](�x) satisfying the three conditions:
(i) The gauge transformation of Eq. (126). Here it is important to stress that it fixes the corresponding antisymmetric magnetic

matrix elements to the values B[k]
nm(�x) of Eq. (90) involving the initial magnetic elements Bnm(�x) and the supplementary magnetic

elements B[O]
nm (�x),

∂nÅ[k]
m (�x) − ∂mÅ[k]

n (�x) = B[k]
nm(�x) = Bnm(�x) + kB[O]

nm (�x), (140)
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(ii) The condition of Eq. (133). This condition that is equivalent to the eigenvalue equation of Eq. (132) for the left eigenvector

fixes, up to some constant E (k), the sum of the divergence [ �∇. �̊A[k](�x)] and the square [ �̊A[k](�x)]2 in terms of the potential V [k](�x)
of Eq. (89) that involves the same combination for the initial force �f (�x) and the supplementary scalar potential V [O](�x),

[ �∇. �̊A[k](�x)] + [ �̊A[k](�x)]2

2
+ E (k) = V [k](�x) = [ �∇. �f (�x)] + �f 2(�x)

2
+ kV [O](�x). (141)

This equation can be considered as the generalization in dimension N > 1 of the one-dimensional Riccati equation derived in
Ref. [71] for the analysis of additive observables concerning diffusion processes on a one-dimensional ring.

(iii) The Fokker-Planck equation of Eq. (128) associated to the force �̊A[k] should converge toward a steady state P̊[k]∗(�z) to be
able to write Eq. (139).

In Sec. V, we will see how this framework allows us to simplify the analysis of quadratic observables of Ornstein-Uhlenbeck
processes.

IV. SIMPLIFICATIONS FOR ORNSTEIN-UHLENBECK
PROCESSES IN DIMENSION N

Ornstein-Uhlenbeck processes in dimension N (see the
textbooks [2–4] and the more recent works [85,86] as well
as the recent PhD thesis [36]) correspond to the case where
the force �f (�x) of Eq. (33) is linear with respect to the position
�x and is thus parametrized by some N × N matrix � = [
nm],

fn(�x) = −
N∑

m=1


nmxm. (142)

The condition for the convergence toward a steady state is then
simply that the real parts of the N eigenvalues γα=1,..,N of the
matrix � should be strictly positive,

Re(γα ) > 0. (143)

A. Reminder on the matrix formulation of the Langevin system
and its direct integration

1. Direct integration of the Langevin system via its matrix
formulation

It is convenient to introduce the ket notations

|�x(t )〉 ≡
N∑

n=1

xn(t )|n〉 =

⎛
⎜⎝

x1(t )

..

xN (t )

⎞
⎟⎠

and |d �w(t )〉 ≡
N∑

n=1

dwn(t )|n〉 =

⎛
⎜⎝

dw1(s)

..

dwN (s)

⎞
⎟⎠, (144)

as well as the corresponding bra notations

〈�x(t )| ≡ (x1(t ) .. xN (t )) and

〈d �w(t )| ≡ (dw1(s) .. dwN (s)). (145)

The Langevin system of Eq. (33) then reads in the matrix
form

d|�x(t )〉 = −dt �|�x(t )〉 + |d �w(t )〉 (146)

and can be integrated to obtain the solution in terms of the
initial condition |�x(0)〉 = |�y〉,

|�x(t )〉 = e−�t |�y〉 +
∫ t

0
e−�(t−s)|d �w(s)〉. (147)

2. Average values μn(t ) = xn(t ) and connected correlation matrix
C(t )

The average values μn(t ) ≡ xn(t ) can be computed in
terms of the initial conditions �y via

| �μ(t )〉 =

⎛
⎜⎝μ1(t )

..

μN (t )

⎞
⎟⎠ = |�x(t )〉 = e−�t |�y〉. (148)

The symmetric connected correlation matrix

Cnm(t ) = Cmn(t ) ≡ xn(t )xm(t ) − μn(t )μm(t )

= [xn(t ) − μn(t )][xm(t ) − μm(t )] (149)

can be then computed from the ket solution

|�x(t )〉 − |�μ(t )〉 =
∫ t

0
e−�(t−s)|d �w(s)〉, (150)

and the corresponding bra solution involving the transposed
matrix �T ,

〈�x(t )| − 〈�μ(t )| =
∫ t

0
〈d �w(s′)|e−�T (t−s′ ), (151)

using the statistics of the Wiener processes increments
dwn(s),

|d �w(s)〉〈d �w(s′)| =
N∑

n=1

N∑
m=1

|n〉〈m|dwn(s)dwm(s′)

=
N∑

n=1

N∑
m=1

|n〉〈m|δn,mdsδ(s − s′)

= dsδ(s − s′)
N∑

n=1

|n〉〈n| = dsδ(s − s′)1,

(152)

to obtain

C(t ) = (|�x(t )〉 − |�μ(t )〉)(〈�x(t )| − 〈�μ(t )|)

=
∫ t

0
dse−�(t−s)e−�T (t−s). (153)

The product of the two exponentials cannot be simplified in
the generic case where the matrix � does not commute with
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its transpose �T . The correlation of Eq. (153) satisfies the
dynamics

dC(t )

dt
= −�C(t ) − C(t )�T + 1. (154)

3. Gaussian finite-time propagator P(�x, t|�y, 0) and Gaussian
steady state P∗(�x)

The finite-time propagator is Gaussian and can be con-
structed from the average values of Eq. (148) and the
symmetric connected correlation matrix of Eq. (153),

P(�x, t |�y, 0) = 1√
(2π )N det(C(t ))

e− 1
2 (〈�x|−〈�μ(t )|)�(t )(|�x〉−|�μ(t )〉)

= 1√
(2π )N det(C(t ))

× e
− 1

2

(
〈�x|−〈�y|e−�T t

)
�(t )(|�x〉−e−�t |�y〉), (155)

where we have introduced the notation �(t ) to denote the
inverse of the matrix C(t ),

�(t ) ≡ [C(t )]−1. (156)

For t → +∞, the average values of Eq. (148) converge
toward zero as a consequence of Eq. (143),

μn(t = +∞) = 0, (157)

while the connected correlation matrix converge toward the
finite value C(t = +∞) = C satisfying the steady version of
Eq. (154),

�C + C�T = 1. (158)

The propagator of Eq. (155) thus converges toward the Gaus-
sian steady state,

P∗(�x) = 1√
(2π )N det(C)

e− 1
2 〈�x|�|�x〉, (159)

involving the matrix

� = �(t = +∞) = C−1. (160)

So the function φ(�x) of Eq. (43) is quadratic and involves
the symmetric matrix �,

φ(�x) ≡ −1

2
ln

(
P∗(�x)

P∗(�0)

)

= 1

4
〈�x|�|�x〉 =

N∑
n=1

N∑
m=1

�nm

4
xnxm. (161)

4. Discussion

When one wishes to obtain explicit results in specific mod-
els, the matrix solutions of Eqs. (148) and (153) should be

analyzed in terms of the spectral decomposition of the matrix
� [85,86], as recalled in Appendix C.

Now that we have recalled the standard solution via the
direct integration of the Langevin stochatic equations, it is
interesting to see in the following sections what insights can
be gained via the quantum non-Hermitian interpretation de-
scribed in Sec. II.
B. Corresponding non-Hermitian quantum problem: Harmonic

oscillator in constant magnetic matrix

For the linear force of Eq. (142), the vector potential of
Eq. (37) is linear,

An(�x) = fn(�x) = −
N∑

m=1


nmxm, (162)

so that the antisymmetric magnetic matrix of Eq. (41) is space-
independent,

Bnm = −Bmn ≡ ∂nAm(�x) − ∂mAn(�x) = 
nm − 
mn, (163)

and corresponds to the antisymmetric part of the matrix �.
The scalar potential of Eq. (38) is quadratic,

V (�x) = 1

2

N∑
n=1

∂n fn(�x) + 1

2

N∑
n=1

f 2
n (�x)

= −1

2

N∑
n=1


nn + 1

2

N∑
n=1

(
−

N∑
m=1


nmxm

)

×
⎛
⎝−

N∑
j=1


n jx j

⎞
⎠

≡ V0 +
N∑

m=1

N∑
j=1

Wm j

2
xmx j, (164)

where the constant contribution V0 involves the trace of the
matrix �,

V0 ≡ −1

2

N∑
n=1


nn = −1

2
tr(�), (165)

while the symmetric matrix W involves the matrix � and its
transpose �T ,

Wm j ≡
N∑

n=1


nm
n j = (
�T �

)
m j . (166)

So the non-Hermitian quantum problem corresponds to
a N-dimensional harmonic oscillator in a constant magnetic
matrix, with the following technical simplifications:

(i) The Lagrangian L(�x(τ ), �̇x(τ )) of Eq. (40) is quadratic
with respect to the positions xn(τ ) and the velocities ẋn(τ ),

L(�x(τ ), �̇x(τ ) ≡ 1

2

N∑
n=1

(
ẋn(τ ) +

N∑
m=1


nmxm(τ ))

)2

− 1

2

N∑
n=1


nn

≡ 1

2

N∑
n=1

ẋn(τ ) +
N∑

n=1

N∑
m=1

ẋn(τ )
nmxm(τ ) +
N∑

n=1

N∑
m=1

(
�T �

)
nm

2
xn(τ )xm(τ ) − 1

2

N∑
n=1


nn. (167)
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(ii) The quantum Hamiltonian of Eqs. (35) and (36) is quadratic with respect to the positions xn and the momenta operators
(−i∂n) with the various forms

H =
N∑

n=1

∂n

(
−1

2
∂n −

N∑
m=1


nmxm

)
= −1

2

N∑
n=1

∂2
n −

N∑
n=1

N∑
m=1


nmxm∂n −
N∑

n=1


nn

= −1

2

N∑
n=1

(
∂n +

N∑
m=1


nmxm

)2

+
N∑

n=1

N∑
m=1

(
�T �

)
nm

2
xnxm − 1

2

N∑
n=1


nn. (168)

It is thus instructive to see how one can recover the Fokker-
Planck propagator via this quantum perspective.

C. Recovering the Fokker-Planck propagator P(�x, t|�y, 0) from
the quantum perspective

As recalled in Appendix D, when the Lagrangian
L(�x(τ ), �̇x(τ )) is quadratic as in Eq. (167), the path integral
of Eq. (39) for the quantum propagator can be evaluated in
terms of the classical action Scl (�x, t |�y, 0) alone,

P(�x, t |�y, 0) =

√√√√det
(− ∂2Scl (�x,t |�y,0)

∂xn ∂ym

)
(2π )N

e−Scl (�x,t |�y,0). (169)

The application of Appendix D to the present case corre-
sponding to the matrices � = � and W = �T � yields that the
matrix M of size (2N ) × (2N ) in Eq. (D44) reduces to

M =
(

−� 1

0 �T

)
. (170)

The corresponding Hamilton’s classical equations of motion
of Eq. (D42),

|�̇x(τ )〉 = | �p(τ )〉 − �|�x(τ )〉, | �̇p(τ )〉 = �T | �p(τ )〉, (171)

can be integrated as follows. The second equation corresponds
to a closed dynamics for the classical momentum �p(τ ). Its
solution in terms of the initial momentum | �p(0)〉,

| �p(τ )〉 = e�T τ | �p(0)〉, (172)

can be plugged into the first Eq. (171) to obtain the following
dynamics for the position �x(τ ):

|�̇x(τ )〉 = −�|�x(τ )〉 + e�T τ | �p(0)〉. (173)

The solution can be thus written in terms of the initial position
|�y〉 = |�x(τ = 0)〉 and initial momentum | �p(0)〉 as

|�x(τ )〉 = e−�τ

(
|�y〉 +

∫ τ

0
dse�se�T s| �p(0)〉

)

= e−�τ |�y〉 +
∫ τ

0
dse−�(τ−s)e�T s| �p(0)〉

= e−�τ |�y〉 + C(τ )e�T τ | �p(0)〉, (174)

where one recognizes the matrix

C(τ ) =
∫ τ

0
dse−�(τ−s)e−�T (τ−s), (175)

already discussed in Eq. (153). One then needs to impose the
final position |�x〉 at τ = t for the solution of Eq. (174),

|�x〉 = |�x(τ = t )〉 = e−�t |�y〉 + C(t )e�T t | �p(0)〉, (176)

to determine the appropriate initial momentum | �p(0)〉 using
the inverse matrix �(t ) ≡ [C(t )]−1 of Eq. (156),

| �p(0)〉 = e−�T t�(t )(|�x〉 − e−�t |�y〉). (177)

The classical action Scl (�x, t |�y, 0) of Eq. (D55) can be now
computed from the solution of Eqs. (173) and (177) and from
the constant V0 of Eq. (165),

Scl (�x, t |�y, 0) = 〈�x| �p(t )〉 − 〈�y| �p(0)〉
2

+ tV0 = 〈�x|e�T t | �p(0)〉 − 〈�y| �p(0)〉
2

− t

2
tr(�) = 1

2
(〈�x|e�T t − 〈�y|)| �p(0)〉 − t

2
tr(�)

= 1

2
(〈�x|e�T t−〈�y|)e−�T t�(t )(|�x〉−e−�t |�y〉) − t

2
tr(�) = 1

2
(〈�x| − 〈�y|e−�T t )�(t )(|�x〉 − e−�t |�y〉)− t

2
tr(�). (178)

To evaluate the prefactor of Eq. (169), one needs to compute the Van Vleck matrix of the double-derivatives of the action
Scl (�x, t |�y, 0) with respect to the final components xn and with respect to the initial components ym,

−∂2Scl (�x, t |�y, 0)

∂xn∂ym

= − ∂

∂ym

N∑
l=1

�nl (t )

⎡
⎣xl −

N∑
j=1

(e−�t )l jy j

⎤
⎦ =

N∑
l=1

�nl (t )(e−�t )lm = (�(t )e−�t )nm. (179)

As a consequence its determinant reduces to the product to two determinants

det

(
−∂2Scl (�x, t |�y, 0)

∂xn∂ym

)
= det (�(t )) × det(e−�t ) = 1

det (C(t ))
× e−t[tr(�)]. (180)
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Plugging Eqs. (178) and (180) into Eq. (169),

P(�x, t |�y, 0) =
√

e−t[tr(�)]

(2π )N det (C(t ))
e− 1

2 (〈�x|−〈�y|e−�T t )�(t )(|�x〉−e−�t |�y〉)+ t
2 tr(�) = 1√

(2π )N det (C(t ))
e− 1

2 (〈�x|−〈�y|e−�T t )�(t )(|�x〉−e−�t |�y〉),

(181)

allows us to recover the propagator of Eq. (155) as it should
for consistency between the two perspectives.

D. Gauge transformations of the vector potential �A(�x) that
preserve its linearity

Let us now consider the gauge transformation from the
linear vector potential An(�x) of Eq. (162) toward some new
linear vector potential Ãn(�x) parametrized by the new matrix
�̃ instead of �,

Ãn(�x) = −
N∑

m=1


̃nmxm. (182)

The antisymmetric part of the matrix �̃ is fixed by the mag-
netic matrix B of Eq. (163),

�̃ − �̃T = B = � − �T , (183)

while its symmetric part (�̃ + �̃T ) remains arbitrary. The cor-
responding gauge transformation

An(�x) = −∂nν̃(�x) + Ãn(�x) (184)

involves the quadratic function

ν̃(�x) =
N∑

n=1

N∑
m=1

(
nm + 
mn) − (
̃nm + 
̃mn)

4
xnxm

= 〈�x|
[

(� + �T ) − (�̃ + �̃T )

4

]
|�x〉, (185)

where one recognizes the difference between the symmetric
parts (� + �T ) and (�̃ + �̃T ) of the two matrices.

The corresponding change for the propagator is the analog
of Eq. (59),

P(�x, t |�y, 0) = eν̃(�y)−ν̃(�x)P̃(�x, t |�y, 0), (186)

where the new propagator

P̃(�x, t |�y, 0) =
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτ L̃(�x(τ ),�̇x(τ )) (187)

is governed by the new quadratic Lagrangian that involves the
same scalar potential V (�x) of Eq. (164) but the new vector

potential �̃A(�x) of Eq. (182),

L̃(�x(τ ), �̇x(τ ) = 1

2
�̇x2(τ ) − �̇x(τ ). �̃A(�x(τ )) + V (�x) = 1

2

N∑
n=1

ẋ2
n (τ ) +

N∑
n=1

N∑
m=1

ẋn(τ )
̃nmxm(τ ) +
N∑

n=1

N∑
m=1

(
�T �

)
nm

2
xnxm − 1

2

N∑
n=1


nn.

(188)
The Euclidean Schrödinger equation for the new propagator P̃(�x, t |�y, 0),

∂t P̃(�x, t |�y, 0) = −H̃P̃(�x, t |�y, 0), (189)

is governed by the new Hamiltonian Ĥ analogous to Eq. (65) that involves the same scalar potential V (�x) of Eq. (164) but the

new vector potential �̃A(�x) of Eq. (182),

H̃ = eν̃(�x)He−ν̃(�x) = eν̃(�x)

[
−1

2

( �∇ − �A(�x)
)2 + V (�x)

]
e−ν̃(�x) = −1

2

( �∇ − �̃A(�x)
)2 + V (�x)

= −1

2

N∑
n=1

(
∂n +

N∑
m=1


̃nmxm

)2

+
N∑

n=1

N∑
m=1

(
�T �

)
nm

2
xnxm − 1

2

N∑
n=1


nn

= −1

2

N∑
n=1

∂2
n −

N∑
n=1

N∑
m=1


̃nmxm∂n +
N∑

n=1

N∑
m=1

(
�T �

)
nm − (

�̃T �̃
)

nm

2
xnxm − 1

2

N∑
n=1

(
nn + 
̃nn), (190)

which can be compared with the various forms of Eq. (168) for the initial Hamiltonian H.
Let us discuss two interesting examples of such gauge transformations that preserve the linearity of the vector potential in the

next two subsections.
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E. Properties of the Lagrangian and of the Hamiltonian in the Coulomb gauge �ACoulomb(�x)

The simplest choice of gauge transformation of the form of Eq. (182) is when the symmetric part vanishes (�̃ + �̃T ) = 0.
Then Eq. (183) yields that one recovers the standard Coulomb gauge

�Coulomb = B
2

, (191)

where the vector potential only involves the magnetic matrix elements Bnm,

ACoulomb
n (�x) = −1

2

∑
m

Bnmxm. (192)

The corresponding gauge transformation of Eq. (184),

An(�x) = −∂nν
Coulomb(�x) + ACoulomb

n (�x), (193)

involves the quadratic function of Eq. (185),

νCoulomb(�x) =
N∑

n=1

N∑
m=1

(
nm + 
mn)

4
xnxm = 〈�x|

(
� + �T

4

)
|�x〉, (194)

which will appear in the change of propagator of Eq. (186),

P(�x, t |�y, 0) = e[νCoulomb(�y)−νCoulomb(�x)]PCoulomb(�x, t |�y, 0). (195)

1. Lagrangian in the Coulomb gauge: Stochastic areas as conjugated variables to the magnetic matrix elements

In the path-integral representation of the propagator of Eq. (187),

PCoulomb(�x, t |�y, 0) =
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτ L̃Coulomb(�x(τ ),�̇x(τ )) =
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτ [ 1
2 �̇x2(τ )+V (�x)]+∫ t

0 dτ �̇x(τ ). �ACoulomb(�x(τ )), (196)

the last term involving the vector potential �ACoulomb(�x) can be rewritten using the antisymmetry of the magnetic matrix B,∫ t

0
dτ �̇x(τ ). �ACoulomb(�x(τ )) =

∫ t

0
dτ
∑

n

ẋn(τ )ACoulomb
n (�x(τ )) =

∑
n

∑
m

Bmn
1

2

∫ t

0
dτxm(τ )ẋn(τ )

=
∑

n

∑
m<n

Bmn
1

2

∫ t

0
dτ [xm(τ )ẋn(τ ) − xn(τ )ẋm(τ )] ≡

∑
n

∑
m<n

BmnAmn[�x(0 � s � t )], (197)

as a linear combination of the N (N−1)
2 magnetic matrix elements Bnm, where the conjugated variables Amn[�x(0 � s � t )] are the

projected stochastic areas swept by the trajectory [�x(0 � s � t )] in the various planes (m, n),

Amn[�x(0 � s � t )] ≡ 1

2

∫ t

0
dτ (xm(τ )ẋn(τ ) − xn(τ )ẋm(τ )) = −Anm[�x(0 � s � t )]. (198)

Since the magnetic matrix elements Bmn of Eq. (163) are the only relevant parameters that characterize the irreversibility of
the Ornstein-Uhlenbeck process, these projected stochastic areas Amn[�x(0 � s � t )] can be considered as the basic observables
that characterize the irreversibility of the stochastic trajectories. The relevance of these stochastic areas to characterize the
irreversibility has been already stressed in Refs. [120–122].

2. Hamiltonian in the Coulomb gauge: Angular momentum as conjugated operator to the magnetic matrix

In the Coulomb gauge of Eq. (192) that involves only the antisymmetric magnetic matrix BT = −B, the Hamiltonian of
Eq. (190) reads

HCoulomb = −1

2
( �∇ − �ACoulomb(�x))2 + V (�x)

= −1

2

N∑
n=1

(
∂n +

N∑
m=1

Bnm

2
xm

)2

+
N∑

n=1

N∑
m=1

(�T �)nm

2
xnxm − 1

2

N∑
n=1


nn

= −1

2

N∑
n=1

∂2
n −

N∑
n=1

N∑
m=1

Bnm

2
xm∂n +

N∑
n=1

N∑
m=1

(�T �)nm + (B2 )nm

4

2
xnxm − 1

2

N∑
n=1


nn. (199)
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Using again the antisymmetry of the magnetic matrix BT = −B, the second term can be rewritten as

−
N∑

n=1

N∑
m=1

Bnm

2
xm∂n =

N∑
n=1

∑
m<n

Bnm

2
(xn∂m − xm∂n) = i

N∑
n=1

∑
m<n

Bnm

2
Lnm, (200)

where one recognizes the components Lnm of the Hermitian angular momentum operator in dimension N ,

Lnm ≡ −i(xn∂m − xm∂n) = xn(−i∂m) − xm(−i∂n) = xn pm − xm pn = L†
nm. (201)

F. Irreversible gauge �Airr(�x) based on
the irreversible force �f irr(�x)

The gauge �Airr(�x) based on the irreversible force �f irr(�x)
has been already described in Sec. II C for the general case
of arbitrary forces, so the goal of the present subsection is
to stress the simplifications that occur for the special case of
linear forces.

1. Decomposition of the linear force �f (�x) into its reversible and
irreversible linear contributions

For the Gaussian steady state P∗(�x) of Eq. (159), the re-
versible force of Eq. (46),

f rev
n (�x) = 1

2
�∇ ln P∗(�x) = −

N∑
m=1

�nm

2
xm, (202)

is linear as the initial force �f (�x) of Eq. (142), therefore
the irreversible force �f irr(�x) = �f (�x) − �f rev(�x) of Eq. (48)
is also linear. In Eq. (51), the divergence �∇. �f irr(�x) on the
left-hand side is then constant, while the scalar product
�f irr(�x). �∇ ln P∗(�x) on the right-hand side is homogeneous of

order two with respect to the coordinates xn. As a conse-
quence, both should vanish

�∇. �f irr(�x) = 0, �f irr(�x). �∇φ(�x) = 0. (203)

So the irreversible force �f irr(�x) is divergence-less and or-
thogonal to the gradient �∇φ(�x) of the function φ(�x). For the
parametrization of Eq. (54), these properties mean that the
antisymmetric matrix 	nm(�x) is independent of the position
�x,

	nm = −	mn, (204)

so that Eq. (54) reduces to

f irr
n (�x) =

∑
m

	nm∂m ln P∗(�x)

= −2
∑

m

	nm∂mφ(�x)

= −
∑

l

(∑
m

	nm�ml

)
xl

= −
∑

l

(��)nlxl . (205)

In summary, the linear force �f (�x) of Eq. (142) involving
the N2 matrix elements 
nm has been decomposed into its
reversible and irreversible components parametrized by the
N (N+1)

2 elements of the symmetric matrix �nm = �mn and

by the N (N−1)
2 elements of the antisymmetric matrix 	nm =

−	mn.
Putting Eqs. (202) and (205) together, the total force reads

fn(�x)= f rev
n (�x)+ f irr

n (�x) = −
∑

m

(
1

2
�+��

)
nm

xm, (206)

so the identification with the initial form of Eq. (142) yields
the identity at the matrix level

� = 1
2� + ��. (207)

The transposition of this equation reads using the symmetry of
the matrix �T = � and the antisymmetry of the matrix �T =
−�,

�T = 1
2�T + �T �T = 1

2� − ��. (208)

As a consequence, the antisymmetric magnetic matrix B of
Eq. (163) corresponds to

B = � − �T = �� + ��. (209)

It is now useful to rewrite Eq. (207) as
1
2 1 + � = ��−1 = �C, (210)

in terms of the symmetric matrix C = �−1. The transpose of
Eq. (210) reads using the symmetry of the matrix C and the
antisymmetry of the matrix �,

1
2 1 − � = C�T . (211)

The sum of Eqs. (210) and (211) allows us to eliminate the
matrix � and to recover Eq. (158) satisfied by the correlation
matrix C,

1 = �C + C�T . (212)

The difference between Eqs. (210) and (211) leads to the
antisymmetric matrix �,

� = 1
2 (�C − C�T ). (213)

2. Quantum Hamiltonian Ĥ in the irreversible gauge

The properties of Eq. (203) yields that the irreversible anti-
Hermitian Hamiltonian of Eqs. (75) and (77) reduce to

Ĥirr = �f irr(�x). �∇. (214)

The parametrization of Eq. (205) for the irreversible force
�f irr(�x) yields using the antisymmetry 	nm = −	mn,

Ĥirr =
∑

n

f irr
n (�x)∂n = −2

∑
n

∑
m

	nm[∂mφ(�x)]∂n

= −
∑

n

∑
m

	nm[∂mφ(�x)]∂n
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−
∑

m

∑
n

	mn[∂nφ(�x)]∂m

=
∑

n

∑
m

	nm([∂nφ(�x)]∂m − [∂mφ(�x)]∂n). (215)

The difference computed from Eqs. (73),

Q†
nQm − Q†

mQn = −2(∂mφ(�x))∂n + 2(∂nφ(�x))∂m, (216)

allows us to rewrite the irreversible Hamiltonian of Eq. (215)
using the antisymmetry of � as

Ĥirr =
∑

n

∑
m

	nm

2
(Q†

nQm − Q†
mQn)

=
∑

n

∑
m

	nmQ†
nQm

= (
Q†

1 ... Q†
N

)
�

⎛
⎜⎝

Q1

..

QN

⎞
⎟⎠, (217)

while the reversible Hamiltonian Ĥrev is given by the diagonal
form of Eq. (69),

Ĥrev = 1

2

∑
n

Q†
nQn = 1

2
(Q†

1 ... Q†
N )1

⎛
⎜⎝

Q1

..

QN

⎞
⎟⎠. (218)

Finally, the commutators of Eq. (74) are now constant and
involve the symmetric matrix �nm of Eq. (161),

[Qm, Q†
n] = 2(∂n∂mφ(�x)) = �nm. (219)

The diagonalization of the Hamiltonian Ĥ in terms of
canonical annihilation and creation operators can be found
in Appendix E to obtain the full relaxation spectrum of the
Fokker-Planck generator.

V. QUADRATIC TRAJECTORY OBSERVABLES OF
ORNSTEIN-UHLENBECK PROCESSES

In this section, we focus on the special time-additive ob-
servables O[�x(0 � s � t )] of Ornstein-Uhlenbeck processes,
whose generating functions Z [k](�x, t |�y, 0) are governed by
quadratic Lagrangians L[k](�x(t ), �̇x(t )) in Eq. (87) and by
quadratic Hamiltonians H[k] in Eq. (93). Their large devia-
tions properties are also discussed in detail in the recent PhD
thesis [36].

A. Generating function Z[k](�x, t|�y, 0) associated to a quadratic
Lagrangian and a quadratic Hamiltonian

The generating function Z [k](�x, t |�y, 0) will be governed
by a quadratic Lagrangian L[k](�x(t ), �̇x(t )) in Eq. (87) and
a quadratic Hamiltonian H[k] in Eq. (93) when the additive
observable O[�x(0 � s � t )] of Eq. (11) satisfies the following
two conditions:

(i) When the additional scalar potential V [O](�x) in the k-
deformed scalar potential V [k](�x) of Eq. (89) is also quadratic

and parametrized by some symmetric matrix W[O],

V [O](�x) =
N∑

n=1

N∑
m=1

W [O]
nm

2
xnxm. (220)

Then the k-deformed scalar potential V [k](�x) of Eq. (89) with
respect to the potential V (�x) of Eq. (164) reads

V [k](�x) ≡ V (�x) + kV [O](�x)

= −1

2
tr(�) +

N∑
m=1

N∑
j=1

(�T �)nm + kW [O]
nm

2
xmx j

= V0 +
N∑

m=1

N∑
j=1

W [k]
nm

2
xmx j, (221)

with the deformed matrix
W[k] ≡ �T � + kW[O]. (222)

(ii) When the additional vector potential �A[O](�x) in the k-
deformed scalar potential �A[k](�x) of Eq. (88) is also linear and
parametrized by some matrix �[O],

A[O]
n (�x) = −

N∑
m=1

�[O]
nm xm. (223)

Then the k-deformed vector potential �A[k](�x) of Eq. (88) with
respect to the potential �A(�x) of Eq. (162) reads

�A[k](�x) = �A(�x) + k �A[O](�x)

= −
N∑

m=1

(

nm + k�[O]

nm

)
xm

= −
N∑

m=1

�[k]
nmxm, (224)

with the deformed matrix
�[k] = � + k�[O]. (225)

The corresponding supplementary magnetic antisymmetric
matrix of Eq. (91) is space-independent,

B[O]
nm = −B[O]

mn = �[O]
nm − �[O]

mn . (226)

In Appendix D, we describe the general framework to
compute the finite-time propagator associated to a quadratic
Lagrangian involving arbitrary matrices W and � in Eqs. (D1)
and (D2). In particular, we mention how the analysis can be
simplified by choosing a new gauge satisfying Eq. (D59). In
this section, the goal is thus to find the simplest gauge that will
simplify the study of the generating function Z [k](�x, t |�y, 0).

B. Gauge transformation between linear vector potentials for
the generating function Z[k](�x, t|�y, 0)

Let us consider the gauge transformation from the initial
linear vector potential A[k]

n (�x) of Eq. (224),

A[k]
n (�x) = −∂nν̊

[k](�x) + Å[k]
n (�x), (227)

toward the new linear vector potential Å[k]
n (�x),

Å[k]
n (�x) = −

N∑
m=1

�̊[k]
nmxm, (228)
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parametrized by the new matrix �̊[k], whose antisymmetric
part is fixed by the antisymmetric magnetic matrix B[k] as
computed from the antisymmetric part of the initial matrix
�[k] of Eq. (225),

�̊[k] − (�̊[k] )T = B[k] = �[k] − (�[k] )T

= � − �T + k(�[O] − (�[O] )T ). (229)

The quadratic function ν̊[k](�x) obtained from Eq. (227),

ν̊[k](�x) =
N∑

n=1

N∑
m=1

(
�[k]

nm + �[k]
mn

)− (
�̊[k]

nm + �̊[k]
mn

)
4

xnxm

= 〈�x|
(

[�[k] + (�[k] )T ] − [�̊[k] + (�̊[k] )T ]

4

)
|�x〉,

(230)

appears in the change of variables of the generating function

Z [k](�x, t |�y, 0) = eν̊[k] (�y)−ν̊[k] (�x)Z̊ [k](�x, t |�y, 0). (231)

The new propagator Z̊ [k](�x, t |�y, 0),

Z̊ [k](�x, t |�y, 0) =
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτ L̊[k] (�x(τ ),�̇x(τ ))

= 〈�x|e−tL̊[k] |�y〉, (232)

is associated to the quantum mechanics in the same scalar
potential V [k](�x) of Eq. (221) but in the new vector potential
Å[k]

n (�x), with the corresponding new quadratic Lagrangian,

L̊[k](�x(τ ), �̇x(τ )) = 1

2

N∑
n=1

ẋ2
n (τ ) +

N∑
n=1

N∑
m=1

ẋn(τ )�̊[k]
nmxm(τ ) +

N∑
n=1

N∑
m=1

W [k]
nm

2
xn(τ )xm(τ ) + V0

= 1

2

N∑
n=1

(
ẋn(τ ) +

N∑
m=1

�̊[k]
nmxm(τ )

)2

− 1

2

N∑
n=1

�̊[k]
nn +

N∑
n=1

N∑
m=1

(
W[k] − (�̊[k] )T �̊[k]

)
nm

2
xn(τ )xm(τ )

+
[

V0 + 1

2

N∑
n=1

�̊[k]
nn

]
(233)

and the corresponding new quadratic quantum Hamiltonian,

H̊[k] = −1

2

N∑
n=1

(
∂n +

N∑
m=1

�̊[k]
nmxm

)2

+
N∑

n=1

N∑
n=1

W [k]
nm

2
xnxm + V0

= −
N∑

n=1

∂n

[
1

2
∂n +

N∑
m=1

�̊[k]
nmxm

]
+

N∑
n=1

N∑
m=1

(W[k] − (�̊[k] )T �̊[k] )nm

2
xn(τ )xm(τ ) +

[
V0 + 1

2

N∑
n=1

�̊[k]
nn

]
. (234)

C. Choice of the simplest gauge �̊[k] to simplify the analysis of
the generating function Z[k](�x, t|�y, 0)

The Lagrangian of Eq. (233) and the hamiltonian of
Eq. (234) will be simpler if the symmetric part of the ma-
trix �̊[k] (since the antisymmetric part is fixed by Eq. (229)
can be chosen to satisfy the following equation involving the
symmetric matrix W[k] of Eq. (222):

(�̊[k] )T �̊[k] = W[k] = �T � + kW[O]. (235)

The discussion regarding the solution of this equation with
the appropriate supplementary conditions is postponed to
Sec. V E. Here, we assume that the matrix �̊[k] satisfying
Eq. (235) has been found and we discuss the consequences.

Using Eq. (235), the Lagrangian of Eq. (233) simplifies

into

L̊[k](�x(τ ), �̇x(τ )) = 1

2

N∑
n=1

(
ẋn(τ ) +

N∑
m=1

�̊[k]
nmxm(τ )

)2

− 1

2

N∑
n=1

�̊[k]
nn +

[
V0 + 1

2

N∑
n=1

�̊[k]
nn

]
,

(236)

where up to the constant [V0 + 1
2

∑N
n=1 �̊[k]

nn ], one recognizes
the Lagrangian of Eq. (167) concerning the Fokker-Planck
dynamics in the force parametrized by �̊[k] instead of �.

Likewise, the quantum Hamiltonian of Eq. (234) reduces
to

H̊[k] = −
N∑

n=1

∂n

[
1

2
∂n +

N∑
m=1

�̊nmxm

]
+
[

V0 + 1

2

N∑
n=1

�̊nn

]
,

(237)
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where up to the constant [V0 + 1
2

∑N
n=1 �̊[k]

nn ], one recognizes
the Hamiltonian of Eq. (168) concerning the Fokker-Planck
dynamics in the force parametrized by �̊[k] instead of �.

As a consequence, the propagator Z̊ [k](�x, t |�y, 0) of
Eq. (232) can be rewritten with an exponential term involving
this constant [V0 + 1

2

∑N
n=1 �̊[k]

nn ] as

Z̊ [k](�x, t |�y, 0) = e−t[V0+ 1
2

∑N
n=1 �̊[k]

nn ]P̊(�x, t |�y, 0), (238)

where P̊[k](�x, t |�y, 0) is the Fokker-Planck propagator in the
force parametrized by �̊[k]

P̊[k](�x, t |�y, 0) =
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )

× e− ∫ t
0 dτ [ 1

2

∑N
n=1(ẋn(τ )+∑N

m=1 �̊[k]
nmxm (τ ))2− 1

2

∑N
n=1 �̊[k]

nn ].

(239)

So its analytical expression is given by the analog of Eq. (181),

P̊[k](�x, t |�y, 0) = 1√
(2π )N det(C̊[k](t ))

×e− 1
2 (〈�x|−〈�y|e−(̊�

[k]
)T t )�̊[k] (t )(|�x〉−e−�̊[k]t |�y〉),

(240)

with the following notations. The matrix

C̊[k](t ) ≡
∫ t

0
dse−�̊[k] (t−s)e−(�̊[k] )T (t−s) (241)

satisfies the dynamics

dC̊[k](t )

dt
= −�̊[k]C̊[k](t ) − C̊[k](t )(�̊[k] )T + 1 (242)

and has for inverse the matrix denoted by

�̊[k](t ) ≡ [C̊[k](t )]−1. (243)

In summary, putting together the gauge transformation of
Eq. (231) and the change of variables of Eq. (238), the initial
generating function Z [k](�x, t |�y, 0) has been rewritten in terms
of the Fokker-Planck propagator P̊[k](�x, t |�y, 0) of Eq. (240) as

Z [k](�x, t |�y, 0)

= eν̊[k] (�y)−ν̊[k] (�x)−t[V0+ 1
2

∑N
n=1 �̊[k]

nn ]P̊[k](�x, t |�y, 0). (244)

D. Supplementary condition on the gauge to simplify the
large-time behavior of the generating function

To have good relaxation properties for Fokker-Planck prop-
agator P̊[k](�x, t |�y, 0), it is convenient to choose among the
various solutions of Eq. (235), the solution �̊[k] whose N
eigenvalues λ̊[k]

α have strictly positive real parts as in Eq. (143),

Re(λ̊[k]
α ) > 0. (245)

Then, for large time t → +∞, the propagator P̊[k](�x, t |�y, 0)
of Eq. (240) will converge toward its steady state analog of

Eq. (159),

P̊[k](�x, t |�y, 0) 	
t→+∞ P̊[k]∗(�x)

= 1√
(2π )N det(C̊[k] )

e− 1
2 〈�x|�̊[k]|�x〉, (246)

in terms of the limiting matrix C̊[k] = C̊[k](t = +∞) satisfy-
ing the time-independent version of Eq. (242),

0 = −�̊[k]C̊[k] − C̊[k](�̊[k] )T + 1, (247)

and of its inverse �̊[k] = [ ˚C[k]]−1.
The convergence of the propagator in Eq. (246) allows us to

obtain the leading asymptotic behavior of Eq. (248) for large
time t → +∞,

Z [k](�x, t |�y, 0) 	
t→+∞ eν̊[k] (�y)−ν̊[k] (�x)−t[V0+ 1

2

∑N
n=1 �̊[k]

nn ]P̊[k]∗(�x).

(248)

The identification with the asymptotic behavior written in
terms of the ground-state energy E (k) of the initial Hamil-
tonian H[k],

Z [k](�x, t |�y, 0) = 〈�x|e−tH[k] |�y〉 	
t → +∞ e−tE (k)rk (�x)lk (�y),

(249)

yields the following consequences:
(i) The ground-state energy E (k) of the initial Hamiltonian

H[k] only involves the trace of the matrix �̊[k],

E (k) = V0 + 1

2

N∑
n=1

�̊[k]
nn = −1

2
tr(�) + 1

2
tr(�̊[k] ). (250)

The rate function I (o) governing the large deviations of the
observable O[�x(0 � s � t )] can be then obtained via the Leg-
endre transform of Eq. (27).

(ii) The corresponding positive left eigenvector lk (�y) in-
volves only the quadratic function ν̊[k](.) of Eq. (230), which
involves only the symmetric part of the matrix �̊[k],

lk (�y) = eν̊[k] (�y), (251)

while the corresponding positive right eigenvector

rk (�x) = e−ν̊[k] (�x)P̊[k]∗(�x) (252)

also involves the steady state P̊[k]∗(�x) of Eq. (246).

E. Link with Sec. III D and summary of the conditions to
determine the simplest gauge �̊[k]

In conclusion, for this example of quadratic observables of
Ornstein-Uhlenbeck processes, one recovers exactly a special
case of the general formalism described in Sec. III D 3 in rela-
tion with the canonical conditioning of parameter k described
in Sec. III D. Let us summarize how the N × N real matrix
�̊[k] should be determined in practice and mention the link
with the three conditions of Sec. III D 4:

(i) The condition of Eq. (140) concerning the fixed mag-
netic matrix B̊[k]

nm(�x) reduces in the present case to the
condition of Eq. (229) fixing the antisymmetric part of the
matrix ϒ̊[k] with its N (N−1)

2 elements. As a consequence, it

is convenient to introduce the symmetric part ϒ̊[k] = (ϒ̊[k] )T
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with its N (N+1)
2 independent elements,

ϒ̊[k] ≡ �̊[k] + (�̊[k] )T

2
, (253)

to rewrite the matrix �̊[k] and its transpose (�̊[k] )T as

�̊[k] = ϒ̊[k] + B[k]

2
, (�̊[k] )T = ϒ̊[k] − B[k]

2
. (254)

(ii) The condition of Eq. (141) reads for the present special

case concerning the linear vector potential �̊A[k](�x) of Eq. (228)
and the quadratic scalar potential V [k](�x) of Eq. (221),

E (k) = V [k](�x) − [ �∇. �̊A[k](�x)] + [ �̊A[k](�x)]2

2

= 1

2
tr(�̊[k] ) − 1

2
tr(�)

+
N∑

n=1

N∑
m=1

(W[k] − (�̊[k] )T �̊[k] )nm

2
xnxm. (255)

So the vanishing of the quadratic terms allows us to recover
the condition of Eq. (235) satisfied by the simplest gauge
�̊[k], while the vanishing of the remaining terms corresponds
to Eq. (250) for the ground-state energy E (k). Plugging the

parametrization of Eq. (254) into the condition of Eq. (235),

W[k] ≡ �T � + kW[O] = (�̊[k] )T �̊[k]

=
(

ϒ̊[k] − B[k]

2

)(
ϒ̊[k] + B[k]

2

)

= (ϒ̊[k] )2 + ϒ̊[k]B[k] − B[k]ϒ̊[k]

2
+ (B[k] )2

4
, (256)

yields N (N+1)
2 quadratic equations for the N (N+1)

2 elements of

the symmetric matrix ϒ̊[k] that should be computed in terms
of the given symmetric matrix W[k] and in terms of the given
antisymmetric matrix B[k].

(iii) Here the condition to have the convergence toward a
steady state means that among the various solutions of (ii),
one should choose the matrix ϒ̊[k] such that the corresponding
matrix �̊[k] = ϒ̊[k] + B[k]

2 of Eq. (254) displays N eigenvalues
with positive real parts, as discussed around Eq. (245).

The determination of the simplest gauge �̊[k] via these
three conditions is described explicitly in the smallest dimen-
sion N = 2 for the general case in Appendix D 3 e, while the
application to the Brownian gyrator model will be given in
Sec. VI of the main text. In the next subsection, we describe
how the solution for �̊[k] can be computed via a perturbative
expansion in the parameter k around k = 0 in arbitrary dimen-
sion N .

F. Perturbative expansion in k of the simplest gauge �̊[k] to obtain the first cumulants

1. General form of the perturbative expansion in k of the simplest gauge �̊[k]

For k = 0, the solution of Eq. (256) reduces to �̊[k=0] = �. The perturbative expansion of the symmetric matrix ϒ̊[k] of
Eq. (253) in the parameter k involves corrections of all orders kq involving unknown symmetric matrices ϒ̊(q),

ϒ̊[k] ≡ �̊[k] + (�̊[k] )T

2
= � + �T

2
+ kϒ̊(1) + k2ϒ̊(2) + · · · + kqϒ̊(q) + o(kq), (257)

while Eq. (229) fixes the antisymmetric part and thus its perturbative expansion in k that only contains terms of order zero and
one,

�̊[k] − (�̊[k] )T

2
= B[k]

2
= � − �T

2
+ k

B[O]

2
. (258)

The corresponding perturbative expansions of the matrix �̊[k] and of its transpose (�̊[k] )T read

�̊[k] = � + k

(
ϒ̊(1) + B[O]

2

)
+ k2ϒ̊(2) + · · · + kqϒ̊(q) + o(kq),

(�̊[k] )T = �T + k

(
ϒ̊(1) − B[O]

2

)
+ k2ϒ̊(2) + · · · + kqϒ̊(q) + o(kq). (259)

2. Solving the perturbative expansion up to second order

Let us now plug the perturbative expansions of Eq. (259) at order q = 2 into Eq. (256),

�T � + kW[O] = (�̊[k] )T �̊[k] =
[
�T + k

(
ϒ̊(1) − B[O]

2

)
+ k2ϒ̊(2) + o(k2)

][
� + k

(
ϒ̊(1) + B[O]

2

)
+ k2ϒ̊(2) + o(k2)

]

= �T � + k

[
�T

(
ϒ̊(1) + B[O]

2

)
+
(

ϒ̊(1) − B[O]

2

)
�

]

+ k2

[
�T ϒ̊(2) + ϒ̊(2)� +

(
ϒ̊(1) − B[O]

2

)(
ϒ̊(1) + B[O]

2

)]
+ o(k2)
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= �T � + k

[
�T ϒ̊(1) + ϒ̊(1)� + �T B[O] − B[O]�

2

]

+ k2

[
�T ϒ̊(2) + ϒ̊(2)� +

(
ϒ̊(1)

)2
− (B[O] )2

4
+ ϒ̊(1)B[O] − B[O]ϒ̊(1)

2

]
+ o(k2). (260)

At order k, this yields the following linear equation for the first-order-correction matrix ϒ̊(1):

�T ϒ̊(1) + ϒ̊(1)� = W[O] + B[O]� − �T B[O]

2
. (261)

Once the solution for ϒ̊(1) has been found, it can be plugged into Eq. (260) at order k2 to obtain the following linear equation for
the second-order-correction matrix ϒ̊(2):

�T ϒ̊(2) + ϒ̊(2)� = (B[O] )2

4
+ B[O]ϒ̊(1) − ϒ̊(1)B[O]

2
− (ϒ̊(1) )2. (262)

In practice, these equations for ϒ̊(1) and ϒ̊(2) can be solved in terms of the spectral decomposition of the matrix �, as described
in Appendix C 5.

3. Consequences for the generating function E(k) of the scaled cumulants

As recalled around Eq. (25), the energy E (k) is the scaled cumulant generating function corresponding to the Legendre
transform of the rate function I (o). Plugging the perturbative expansion for �̊[k] into Eq. (250) and using that the antisymmetric
matrix B[O] has a vanishing trace,

E (k) = 1

2
tr(�̊[k] − �) = 1

2
tr

[
k

(
ϒ̊(1) + B[O]

2

)
+ k2ϒ̊(2) + · · · + kqϒ̊(q) + o(kq)

]

= k

2
tr(ϒ̊(1) ) + k2

2
tr(ϒ̊(2)) + · · · + kq

2
tr(ϒ̊(q) ) + o(kq) ≡ kE (1) + k2E (2) + · · · + kqE (q) + o(kq), (263)

one obtains that the coefficients E (q) of the perturbative expansion in k of the energy E (k) can be directly obtained from the
traces of the corrections ϒ̊(q) of Eq. (257),

E (q) = 1
2 tr(ϒ̊(q) ). (264)

To evaluate the first two traces for q = 1 and q = 2, it is convenient to multiply Eqs. (261) and (262) by the matrix C and to
compute the trace: One can then use the cyclic property of the trace, and use Eq. (158) satisfied by the matrix C to obtain

tr

[
C
(

W[O] + B[O]� − �T B[O]

2

)]
= tr[C(�T ϒ̊(1) + ϒ̊(1)�)] = tr[C�T ϒ̊(1) + Cϒ̊(1)�]

= tr[(C�T + �C)ϒ̊(1)] = tr[ϒ̊(1)] = 2E (1), (265)

and similarly,

tr

[
C

(
(B[O] )2

4
+ B[O]ϒ̊(1) − ϒ̊(1)B[O]

2
− (ϒ̊(1))2

)]

= tr[C(�T ϒ̊(2) + ϒ̊(2)�)] = tr[(C�T + �C)ϒ̊(2)] = tr[ϒ̊(2)] = 2E (2). (266)

For the second term on the left-hand side of Eq. (265), one can use again the cyclic property of the trace, and use the Eq. (213)
satisfied by the matrix � to obtain

tr

[
C

B[O]� − �T B[O]

2

]
= 1

2
tr[CB[O]� − C�T B[O]] = 1

2
tr[(�C − C�T )B[O]] = tr[�B[O]]. (267)

Plugging this result into Eq. (265) yields that the first correction E (1) reads

E (1) = 1
2 tr[CW[O] + �B[O]]. (268)

Let us now check the consistency via o∗ = −E ′(k = 0) = −E (1) of Eq. (28) with the steady value o∗ associated to the
quadratic potential V [O](�x) of Eq. (220) and the linear vector potential �A[O](�x) of Eq. (223),

o∗ =
∫

dN �x[−P∗(�x)V [O](�x) + �J∗(�x). �A[O](�x)] =
∫

dN �x
[
−P∗(�x)

N∑
n=1

N∑
m=1

W [O]
nm

2
xnxm −

N∑
n=1

J∗
n (�x)

N∑
m=1

�[O]
nm xm

]
. (269)
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The computation of these integrals with the Gaussian steady-state P∗(�x) of Eq. (159) and with the steady-current �J∗(�x) of Eq. (49)
that reads using the irreversible force of Eq. (205),

J∗
n (�x) = P∗(�x) f irr

n (�x) = −P∗(�x)
N∑

l=1

(��)nlxl , (270)

yields that Eq. (269) becomes

o∗ = −
N∑

n=1

N∑
m=1

W [O]
nm

2

∫
dN �x[P∗(�x)xnxm] +

N∑
n=1

N∑
m=1

�[O]
nm

N∑
l=1

(��)nl

∫
dN �x[P∗(�x)xlxm]

= −
N∑

n=1

N∑
m=1

W [O]
nm

2
Cmn +

N∑
n=1

N∑
m=1

�[O]
nm

N∑
l=1

(��)nlClm = −1

2
tr[W[O]C] +

N∑
n=1

N∑
m=1

�[O]
nm (��C)nm. (271)

Using � = C−1 of Eq. (160) and the antisymmetry of the matrix �, the second term can be rewritten in terms of the magnetic
matrix B[O]

nm = �[O]
nm − �[O]

mn of Eq. (226),

N∑
n=1

N∑
m=1

�[O]
nm (��C)nm =

N∑
n=1

N∑
m=1

�[O]
nm �nm = 1

2

N∑
n=1

N∑
m=1

[
�[O]

nm �nm + �[O]
mn �mn

] = −1

2

N∑
n=1

N∑
m=1

[
�[O]

nm − �[O]
mn

]
�mn

= −1

2

N∑
n=1

N∑
m=1

B[O]
nm �mn = 1

2
tr
[
B[O]�

]
, (272)

so that Eq. (271) is the opposite of E (1) of Eq. (268) as it should for the consistency via Eq. (28),

o∗ = − 1
2 tr[W[O]C] − 1

2 tr[B[O]�] = −E (1). (273)

To obtain the second cumulant via Eq. (266),

E (2) = 1

2
tr

[
C

(
(B[O] )2

4
+ B[O]ϒ̊(1) − ϒ̊(1)B[O]

2
− (ϒ̊(1) )2

)]
, (274)

one needs to compute explicitly the correction ϒ̊(1) via the method described in Appendix C 5.

VI. APPLICATION TO THE BROWNIAN GYRATOR
IN DIMENSION N = 2

The general framework described in the two previous sec-
tions for Ornstein-Uhlenbeck processes in arbitrary dimension
N is applied in the present section to the smallest dimen-
sion N = 2, where the antisymmetric magnetic matrix Bnm of
Eq. (163) reduces to the single off-diagonal element B12 =
−B21. To be concrete, we focus on the illustrative example
of the Brownian gyrator that has attracted a lot of interest
recently (see Refs. [87–96] and references therein), to analyze
some quadratic trajectory observables that have interesting
physical meanings from the point of view of the stochastic
thermodynamics of this nonequilibrium model. Large devi-
ations properties of many quadratic observables of various
two-dimensional Ornstein-Uhlenbeck processes are studied in
detail in the recent PhD thesis [36].

A. Brownian gyrator in the initial coordinates (X1, X2 )
and some interesting time-additive observables

Let us consider the Brownian gyrator model based on the
quadratic energy

U ( �X ) = X 2
1

2
+ X 2

2

2
+ uX1X2, (275)

where u �= 0 parametrizes the coupling between the two de-
grees of freedom. The Langevin system involves the linear
forces corresponding to the derivatives of this quadratic po-
tential U ( �X ),

F1( �X ) = −∂1U ( �X ) = −X1 − uX2,
(276)

F2( �X ) = −∂2U (�x) = −uX1 − X2,

as well as two different diffusion coefficients D1 �= D2 rep-
resenting two different temperatures that maintain the system
out-of-equilibrium,

dX1(t ) = −X1(t )dt − uX2(t )dt +
√

2D1 dw1(t ),

dX2(t ) = −uX1(t )dt − X2(t )dt +
√

2D2 dw2(t ). (277)

The goal is to analyze some time-additive observables
that will characterize the irreversibility of the model. For the
trajectory [ �X (0 � s � t )], the change of the energy U ( �X )
of Eq. (275) between the initial position �X (0) and the final
position �X (t ) can be decomposed,

U ( �X (t )) − U ( �X (0))

=
∫ t

0
dτ∂τU ( �X (τ )) =

∫ t

0
dτ �̇X (τ ). �∇U ( �X (τ ))

=
∫ t

0
dτ �̇X (τ ).

[− �F ( �X (τ ))
] = Q1[�x(0 � s � t )]

+Q2[�x(0 � s � t )], (278)
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as the sum of the two heats Qn[�x(0 � s � t )] received by the
two degrees of freedom, respectively,

Q[X ]
1 [ �X (0 � s � t )] =

∫ t

0
dτ Ẋ1(τ ) · [−F1( �X (τ ))]

=
∫ t

0
dτ Ẋ1(τ )[X1(τ ) + uX2(τ )],

Q[X ]
2 [ �X (0 � s � t )] =

∫ t

0
dτ Ẋ2(τ ) · [−F2( �X (τ ))]

=
∫ t

0
dτ Ẋ2(τ )[uX1(τ ) + X2(τ )].

(279)

As recalled in Sec. III C, one of the most important time-
additive observable is the entropy production of Eq. (100)
that characterizes the irreversibility at the level of stochastic
trajectories,


[X ][ �X (0 � τ � t )] ≡ ln

(
P[ �X (0 � τ � t )]

P[ �X R(0 � s � t )]

)
. (280)

This definition, based of the logarithm of two probability
trajectories, yields that it will remained unchanged after the
rescaling described in the next subsection.

B. Brownian gyrator in the rescaled coordinates (x1, x2 )

The change of variables of Eq. (B3) described in Ap-
pendix B corresponds to the simple rescaling involving the
two diffusion coefficients D1 �= D2,

x1(t ) = X1(t )√
2D1

, x2(t ) = X2(t )√
2D2

, (281)

that will transform the Langevin system of Eq. (277) into a
system of the form of Eq. (33),

dx1(t ) = −x1(t )dt − u

√
D2

D1
x2(t )dt + dw1(t )

= f1(x1(t ), x2(t ))dt + dw1(t ),

dx2(t ) = −u

√
D1

D2
x1(t )dt − x2(t )dt + dw2(t )

= f2(x1(t ), x2(t ))dt + dw2(t ). (282)

The linear forces

f1(x1, x2) = −x1 − u

√
D1

D2
x2 = −x1 − uρx2,

f2(x1, x2) = −
√

D1

D2
x1 − x2 = − u

ρ
x1 − x2 (283)

only involve the interaction u and the new dimensionless
parameter

ρ ≡
√

D2

D1
. (284)
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FIG. 1. Sample of diffusions satisfying the stochastic differential
system Eq. (282) on the interval t ∈ [0, 10] with the parameters
u = 1/2 and ρ = 2. Each color corresponds to the realization of one
process. The thick black curve is the average value of the stochastic
process as given by equation (C28) while the dashed orange curve
(only shown in the lower right figure) corresponds to an average
made on 10 000 realizations. All processes start at (y1 = 1, y2 = 2)
(indicated by the black cross). The time step used in the discretization
is dt = 10−4.

The 2 × 2 matrix 
 of Eq. (142),

� ≡
(

1 uρ
u
ρ

1

)
, (285)

yields that the constant magnetic field of Eq. (163),

B = B12 = −B21 = 
12 − 
21 = u

(
ρ − 1

ρ

)

= u

⎛
⎝
√

D2

D1
−
√

D1

D2

⎞
⎠, (286)

is the relevant parameter for the irreversibility of the model;
as expected, it vanishes only if there is no interaction u = 0 or
if the two temperatures given by the two diffusion coefficients
are equal D1 = D2. Figure 1 shows some realizations of the
stochastic process in the plane.

The explicit Gaussian forms for the finite-time propagator
P(�x, t |�y, 0) and for the steady state P∗(�x) that exists for the
interaction parameter u in the interval u ∈] − 1,+1[ are given
in Eqs. (C37) and (C38), respectively. Let us now focus on the
time-additive observables that characterize the irreversibility.

1. Heats in the rescaled coordinates (x1, x2 ) in terms
of the stochastic area A[�x(0 � s � t )]

The two heats of Eq. (279) translate into the follow-
ing time-additive observables for the rescaled trajectory
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�x(0 � s � t ):

Q1[�x(0 � s � t )] = 2D1

∫ t

0
dτ ẋ1(τ )[x1(τ ) + uρx2(τ )]

= 2D1

∫ t

0
dτ ẋ1(τ )[− f1(�x(τ ))],

Q2[�x(0 � s � t )] = 2D2

∫ t

0
dτ ẋ2(τ )

[
u

ρ
x1(τ ) + x2(τ )

]

= 2D2

∫ t

0
dτ ẋ2(τ )[− f2(�x(τ ))], (287)

where one recognizes the force �f (�x) of the rescaled Langevin
system of Eq. (282). They can be both rewritten in terms of
the single stochastic area of Eq. (198) existing in dimension

N = 2,

A[�x(0 � s � t )] ≡ A12[�x(0 � s � t )] =−A21[�x(0� s� t )]

= 1

2

∫ t

0
dτ [x1(τ )ẋ2(τ )− ẋ1(τ )x2(τ )],

(288)

up to boundary terms as

Q1[�x(0 � s � t )] = [
D1x2

1 (τ ) + D1uρx1(τ )x2(τ )
]τ=t

τ=0

− 2D1uρA[�x(0 � s � t )],

Q2[�x(0 � s � t )] =
[

D2x2
2 (τ ) + D2

u

ρ
x1(τ )x2(τ )

]τ=t

τ=0

+ 2D2
u

ρ
A[�x(0 � s � t )]. (289)

2. Entropy production in terms of the heats Qn[�x(0 � s � t )] and in terms of the stochastic area A[�x(0 � s � t )]

The entropy production of Eq. (280) translates into the entropy production discussed around Eqs. (100) and (101),


[�x(0 � τ � t )] ≡ ln

( P[�x(0 � τ � t )]

P[�xR(0 � s � t )]

)
=
∫ t

0
dτ �̇x(τ ) · [2 �f irr(�x(τ ))]. (290)

The link with the heats of Eqs. (288) can be obtained using the decomposition of the force into its reversible and irreversible
contributions of Eqs. (46) and (48),


[�x(0 � τ � t )] =
∫ t

0
dτ �̇x(τ ).[2 �f (�x(τ )) − 2 �f rev(�x(τ ))]

=
∫ t

0
dτ ẋ1(τ ) · [2 f1(�x(τ ))] +

∫ t

0
dτ ẋ2(τ ) · [2 f2(�x(τ ))] +

∫ t

0
dτ �̇x(τ ) · [−�∇ ln P∗(�x(τ ))]

= −Q1[�x(0 � s � t )]

D1
− Q2[�x(0 � s � t )]

D2
− [ln P∗(�x(τ ))]τ=t

τ=0. (291)

As a consequence, the entropy production 
[�x(0 � τ � t )] can also be rewritten in terms of the stochastic area of Eq. (288) up
to boundary terms using Eqs. (289),


[�x(0 � τ � t )] = −
[

x2
1 (τ ) + x2

2 (τ ) + u

(
ρ + 1

ρ

)
x1(τ )x2(τ ) + ln P∗(�x(τ ))

]τ=t

τ=0

+ 2BA[�x(0 � s � t )], (292)

where the prefactor (2B) in front of the stochastic area involves the magnetic field of Eq. (286), i.e., the irreversibility parameter
of the model.

3. Intensive entropy production σ[�x(0 � s � t )]

In the intensive entropy production of Eq. (111), the boundary terms of the extensive entropy production of Eq. (292) are of
order O( 1

t ) and can be neglected,

σ [�x(0 � s � t )] ≡ 
[�x(0 � s � t )]

t
= 2B

A[�x(0 � s � t )]

t
+ O

(
1

t

)
. (293)

So the study of the large deviations of the intensive entropy production σ [�x(0 � s � t )] is equivalent up to the constant prefactor
2B to the study of large deviations of the intensive stochastic area,

a[�x(0 � s � t )] ≡ A[�x(0 � s � t )]

t
= 1

2t

∫ t

0
dτ [x1(τ )ẋ2(τ ) − ẋ1(τ )x2(τ )]. (294)
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Similarly, Eq. (289) yields that the two intensive heats received by the two degrees of freedom, respectively, are also directly
proportional to the intensive area a[�x(0 � s � t )] using Eq. (284) to rewrite the prefactors

q1[�x(0 � s � t )] ≡ Q1[�x(0 � s � t )]

t
= −2D1uρa[�x(0 � s � t )] + O

(
1

t

)
= −2u

√
D1D2a[�x(0 � s � t )] + O

(
1

t

)
,

q2[�x(0 � s � t )] ≡ Q2[�x(0 � s � t )]

t
= 2D2

u

ρ
a[�x(0 � s � t )] + O

(
1

t

)
= 2u

√
D1D2a[�x(0 � s � t )] + O

(
1

t

)
. (295)

Therefore, they are opposite as they should, since the energy cannot accumulate in the system during the long time interval [0, t],

q1[�x(0 � s � t )] + q2[�x(0 � s � t )] = O

(
1

t

)
. (296)

Consequently, Eq. (291) yields that the intensive entropy production σ [�x(0 � τ � t )] is proportional to the intensive heat
q1[�x(0 � s � t )],

σ [�x(0 � τ � t )] = −q1[�x(0 � s � t )]

D1
− q2[�x(0 � s � t )]

D2
+ O

(
1

t

)
=
(

1

D2
− 1

D1

)
q1[�x(0 � s � t ) + O

(
1

t

)
, (297)

in agreement with the standard thermodynamic formula, where the prefactor involves the difference ( 1
D2

− 1
D1

) of the inverses of
the temperatures of the two reservoirs.

4. Discussion

In the following, we will focus on the statistics of the stochastic area A[�x(0 � s � t )], since the two heats Qn=1,2[�x(0 � s �
t )] and the entropy production 
[�x(0 � s � t )] can be then obtained via Eqs. (289) and (292). Let us mention that the alternative
method based on the Fourier-Matsubara decomposition to evaluate Gaussian functional integrals has been used previously to
compute the large deviations properties via an integral over the frequency of the logarithm of the ratio of two determinants:

(i) for the entropy production for Ornstein-Uhlenbeck processes in dimension N [99];
(ii) for the heat Qn=2[�x(0 � s � t )] in the Brownian gyrator in dimension N = 2 [87] for the special interaction parameter

u = −1 in Eq. (277).

C. Statistical properties of the stochastic area A[�x(0 � s � t )]

1. Properties of the stochastic area A[�x(0 � s � t )] as a time-additive observable

The framework discussed in Sec. III can be applied to analyze the statistics of the stochastic area A[�x(0 � s � t )] of Eq. (288),

A[�x(0 � s � t )] = 1

2

∫ t

0
dτ [x1(τ )ẋ2(τ ) − ẋ1(τ )x2(τ )] =

∫ t

0
dτ [�̇x(τ ). �A[A](�x(τ ))], (298)

which corresponds to the time-additive observable of the form of Eq. (11) with

A[A]
1 (�x) = −x2

2
, A[A]

2 (�x) = x1

2
. (299)

Since the divergence of �A[A](�x) vanishes �∇. �A[A](�x) = 0, the Ito and the Stratonovich forces coincide [Eq. (84)] in the Langevin
stochastic differential equation of Eq. (81) that reads using the Langevin system of Eq. (282)

dA(t ) = x1(t )

2
dx2(t ) − x2(t )

2
dx1(t )

= x1(t )

2

[
−
(

u

ρ
x1(t ) + x2(t )

)
dt + dw2(t )

]
− x2(t )

2
[−(x1(t ) + uρx2(t ))dt + dw1(t )]

= u

2

[
ρx2

2 (t ) − x2
1 (t )

ρ

]
dt + x1(t )

2
dw2(t ) − x2(t )

2
dw1(t ). (300)

The solution of this stochastic differential equation is

A(t ) = u

2

∫ t

0

[
ρx2

2 (s) − x2
1 (s)

ρ

]
ds +

∫ t

0

x1(s)

2
dw2(s) −

∫ t

0

x2(s)

2
dw1(s), (301)
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where x1(t ) and x2(t ) are given by Eq. (147). By plugging the expression of � for the Brownian gyrator, given by Eq. (285), in
Eq. (147), we get the analytical expressions

x1(t ) = e−t [cosh(ut )y1 − ρ sinh(ut )y2] +
∫ t

0
e−(t−s)[cosh(u(t − s))dw1(s) − ρ sinh(u(t − s))dw2(s)],

x2(t ) = e−t

[− sinh(ut )

ρ
y1 + cosh(ut )y2

]
+
∫ t

0
e−(t−s)

[− sinh(u(t − s))

ρ
dw1(s) + cosh(u(t − s))dw2(s)

]
, (302)

which can be used to compute the average value of the stochastic area A(t ) of Eq. (301) as follows. First observe that∫ t

0
x1(s)dw2(s) =

∫ t

0
e−s[cosh(us)y1 − ρ sinh(us)y2]dw2(s)

+
∫ s

0
e−(s−v)[cosh(u(s − v))dw1(v) − ρ sinh(u(s − v))dw2(v)]dw2(s)

=
∫ t

0
e−s[cosh(us)y1 − ρ sinh(us)y2]dw2(s) +

∫ s

0
e−(s−v) cosh(u(s − v))dw1(v)dw2(s)

−
∫ s

0
e−(s−v)ρ sinh(u(s − v))dw2(v)dw2(s). (303)

Since w1(t ) and w2(t ) are two independent Wiener
processes, one can use dw2(t ) = 0 = dw1(s)dw2(t ) and
dw2(s)dw2(t ) = δ(s − t )dt to obtain that the three contribu-
tions of Eq. (303) vanish,

∫ t

0
x1(s)dw2(s) = 0. (304)

Likewise, the following integral vanishes,

∫ t

0
x2(s)dw1(s) = 0, (305)

so that the average value of the stochastic area A(t ) of
Eq. (301) reduces to

A(t ) = u

2

∫ t

0

[
ρx2

2 (s) − x2
1 (s)

ρ

]
ds. (306)

The probability density function of (x1, x2) is the Gaussian
propagator given by Eq. (C37). So the values of x2

1 (t ) and

x2
2 (t ) can be easily obtained. The calculations are tedious but

straightforward, and the last integration over s leads to the
final expression

A(t ) = u

8ρ
e−2t

[−1 + 2y2
1 + (

1 − 2y2
2

)
ρ2
]

+ u

8ρ

[
1 − 2y2

1 + (
2y2

2 − 1
)
ρ2
]+ u

4ρ
(ρ2 − 1)t .

(307)

Recall that ρ =
√

D2
D1

, so for large time t → +∞, the mean

swept area increases linearly with t when D2 > D1 and de-
creases linearly with t when D2 < D1. Figure 2 shows some
realizations of the stochastic swept area as well as its mean
value.

The corresponding Fokker-Planck equation of Eq. (85) for
the joint propagator P(�x,A, t |�y, 0, 0) reads

∂t P(�x,A, t |�y, 0, 0)

=
(
∂x1 − x2

2
∂A
)

[(x1 + uρx2)P(�x,A, t |�y, 0, 0)]

+
(
∂x2 + x1

2
∂A
)[( u

ρ
x1 + x2

)
P(�x,A, t |�y, 0, 0)

]

+ 1

2

(
∂x1 − x2

2
∂A
)2

P(�x,A, t |�y, 0, 0)

+ 1

2

(
∂x2 + x1

2
∂A
)2

P(�x,A, t |�y, 0, 0). (308)
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FIG. 2. Ten realizations of the stochastic area satisfying the
stochastic differential equation Eq. (300) on the interval t ∈ [0, 10]
with the parameters u = 1/2 and ρ = 2. Each color corresponds
to the realization of one process. The blue diamonds represent the
average profile of the stochastic area as given by Eq. (307). The
thick black curve which coincides with the theoretical average curve,
corresponds to an average made on 10 000 realizations. The time step
used in the discretization is dt = 10−4.
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It is thus simpler to analyze the statistics of the stochastic area
via its generating function as described below.

2. Generating function Z[k](�x, t|�y, 0): Correspondence with a 2D
quantum harmonic oscillator in a constant magnetic field

The generating function Z [k](�x, t |�y, 0) of Eq. (86),

Z [k](�x, t |�y, 0) ≡ δ(N )(�x(t ) − �x)ekA[�x(0�τ�t )]δ(N )(�x(0) − �y)

=
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e−L[k] (�x(t ),�̇x(t )), (309)

involves the k-deformed classical Lagrangian of Eq. (87),

L[k](�x(t ), �̇x(t )) = 1
2 �̇x2(t ) − �̇x(t ). �A[k](�x(t )) + V (�x), (310)

with the following vector and scalar potentials:
(i) The k-deformed vector potential �A[k](�x) of Eq. (88),

A[k]
1 (�x) = f1(�x) + kA[A]

1 (�x) = −x1 −
(

uρ + k

2

)
x2

≡ −�11x1 − �12x2,

A[k]
2 (�x) = f2(�x) + kA[A]

2 (�x) =
(

k

2
− u

ρ

)
x1 − x2

≡ −�21x1 − �22x2, (311)

is linear and parametrized by the matrix

�[k] =
(

1
(
uρ + k

2

)(
u
ρ

− k
2

)
1

)
= � + k

2

(
0 1

−1 0

)
. (312)

The corresponding deformed magnetic field of Eq. (90) with
respect to the magnetic field B of Eq. (286) reduces to

B[k] = B[k]
12 = −B[k]

21 = ∂1A[k]
2 (�x) − ∂2A[k]

1 (�x) = B + k. (313)

(ii) The quadratic scalar potential of Eq. (164) reads

V (�x) = V0 + W11

2
x2

1 + W22

2
x2

2 + W12x1x2, (314)

where the constant of Eq. (165) reduces to

V0 ≡ − 1
2 (
11 + 
22) = −1, (315)

while the symmetric matrix W reads

W = �T � =
(

1 u
ρ

uρ 1

)(
1 uρ
u
ρ

1

)

=
(

1 + u2

ρ2 u
(
ρ + 1

ρ

)
u
(
ρ + 1

ρ

)
1 + u2ρ2

)
. (316)

3. Choice of the simplest gauge �̊[k] to simplify the analysis
of the generating function Z[k](�x, t|�y, 0)

In dimension N = 2, the conditions to determine the sim-
plest gauge �̊[k] summarized in Sec. V E can be analyzed in
the Pauli basis for 2 × 2 matrices as follows.

(i) The antisymmetric part of Eq. (229) that only involves
the magnetic field B[k] = B[k]

12 = −B[k]
21 = B + k of Eq. (313)

can be rewritten in terms of the Pauli matrix σy,

�̊[k] − (�̊[k] )T = B[k] =
(

0 (B + k)
−(B + k) 0

)

= i(B + k)

(
0 −i
i 0

)
= i(B + k)σy.

(317)

(ii) The symmetric part of Eq. (253) can be decomposed in
terms of the identity and the two Pauli matrices (σx, σz ) with
three real coefficients (g0, gx, gz ),

ϒ̊[k] ≡ �̊[k] + (�̊[k] )T

2
= g01 + gxσx + gzσz

=
(

g0 + gz gx

gx g0 − gz

)
. (318)

Using the notation

gy = B + k

2
, (319)

one can put together (i) and (ii) to obtain the parametrization
of Eq. (D63),

�̊ = g01 + gxσx + gy(iσy) + gzσz =
(

g0 + gz gx + gy

gx − gy g0 − gz

)
,

�̊T = g01 + gxσx − gy(iσy) + gzσz =
(

g0 + gz gx − gy

gx + gy g0 − gz

)
.

(320)

One can now apply the analysis of Appendix D 3 e to the
present case, where the matrix W is given by Eq. (316), with
the following trace and determinant:

tr(W) = 2 + u2

(
ρ2 + 1

ρ2

)
,

det(W) = [det(�)]2 = (1 − u2)2. (321)

The solution for the coefficient g0 of Eq. (D79) reads

g0 =
√

tr(W)
2 + √

det(W)

2
− g2

y

=
√

1 + u2

2

(
ρ2 + 1

ρ2

)+ (1 − u2)

2
− (B + k)2

4

=
√

1 − Bk

2
− k2

4
, (322)

with the corresponding solutions of Eq. (D81) for gx and gz:

gx = g0W12 − gy
W11−W22

2
tr(W)

2 ± √
det(W)

=
u
(
ρ + 1

ρ

)[
4
√

1 − Bk
2 − k2

4 + B(B + k)
]

2(4 + B2)
,
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gz = g0
W11−W22

2 + gyW12

tr(W)
2 ± √

det(W)

=
u
(
ρ + 1

ρ

)[
B + k − B

√
1 − Bk

2 − k2

4

]
4 + B2

. (323)

The two eigenvalues of �̊[k] are given by Eq. (D80):

λ̊± = g0 ±
√

g2
0 −

√
det(W)

=
√

1 − Bk

2
− k2

4
±
√

u2 − Bk

2
− k2

4
. (324)

Finally, the quadratic function ν̊[k](�x) of Eq. (230) that
allows us to perform the gauge transformation reads using �[k]

of Eq. (312) and ϒ̊[k] of Eq. (253):

ν̊[k](�x) = 1

2
〈�x|
(

[�[k] + (�[k] )T ]

2
− ϒ̊[k]

)
|�x〉

= 1

2
〈�x|
(

1 − g0 − gz
u
2

(
ρ + 1

ρ

)− gx

u
2

(
ρ + 1

ρ

)− gx 1 − g0 + gz

)
|�x〉

= (1 − g0 − gz )
x2

1

2
+ (1 − g0 + gz )

x2
2

2

+
[

u

2

(
ρ + 1

ρ

)
− gx

]
x1x2. (325)

Let us now describe some consequences that can be derived
from this explicit form of the simplest gauge �̊[k].

4. Scaled cumulant generating function E(k) and rate function
I(a) of the intensive stochastic area a[�x(0 � s � t )]

The ground-state energy E (k) of Eq. (250) which only
involves the trace of the matrix �̊[k] of Eq. (320) can be
directly obtained from the coefficient g0 of Eq. (322),

E (k) = −1

2
tr(�) + 1

2
tr(�̊[k] ) = −1 + g0

= −1 +
√

1 − Bk

2
− k2

4
. (326)

The rate function I (a) governing the large deviations of the
intensive stochastic area a[�x(0 � s � t )] of Eq. (294) can be
then obtained via the Legendre transform of Eq. (27),

a = −E ′(k) = B + k

4
√

1 − Bk
2 − k2

4

,

I (a) = ka + E (k)

= ka − 1 +
√

1 − Bk

2
− k2

4

= ka − 1 + B + k

4a
. (327)

The first equation gives a as a function of k, and for k = 0,
one obtains the steady value a∗ of Eq. (28),

a∗ = −E ′(k = 0) = B

4
. (328)

Instead of calculating k as a function of a, one can use the first
equation to obtain the following second-order equation for k:

0 = (B + k)2 −
(

4a

√
1 − Bk

2
− k2

4

)2

= (1 + 4a2)

[
k2 + 2Bk + B2 − 16a2

1 + 4a2

]
, (329)

with the two solutions

k± = −B ± 2a

√
B2 + 4

1 + 4a2
. (330)

The first equation of Eq. (327) means that a and (B + k)
should have the same sign, so the appropriate solution is k+,

k(a) = k+ = −B + 2a

√
B2 + 4

1 + 4a2
, (331)

which can now be plugged into the second equation of
Eq. (327) to obtain the explicit rate function

I (a) = ka − 1 + B + k

4a

= −Ba + 2a2

√
B2 + 4

1 + 4a2
− 1 + 1

2

√
B2 + 4

1 + 4a2

= −Ba − 1 + 1

2
(1 + 4a2)

√
B2 + 4

1 + 4a2

=
√

(B2 + 4)(1 + 4a2) − 2(Ba + 1)

2

= (B − 4a)2

2[
√

(B2 + 4)(1 + 4a2) + 2(Ba + 1)]
, (332)

which vanishes and is minimum at the steady value a∗ = B
4 of

Eq. (328) as it should [Eq. (19)].
For large a → ±∞, the corresponding values of k(a) in

Eq. (331) remain finite,

k(a = ±∞) = −B ±
√

B2 + 4, (333)

while the rate function I (a) of Eq. (332) displays the linear
asymptotic behaviors

I (a) 	
a→+∞ ak(+∞) = a[

√
B2 + 4 − B],

I (a) 	
a→−∞ ak(−∞) = (−a)[

√
B2 + 4 + B], (334)

in agreement with the fact that the scaled cumulant gener-
ating function of Eq. (326) is real only on the interval k ∈
[k(−∞), k(+∞)],

E (k) = −1 + 1

2

√
4 − 2Bk − k2

= −1 + 1

2

√
[k(+∞) − k][k − k(−∞)]. (335)

Finally, let us mention the appropriate translation of the
Gallavotti-Cohen symmetry of Eq. (119) via σ = 2Ba of
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FIG. 3. Rate function I (a) given by Eq. (332) and scaled cumu-
lant generating function E (k) given by Eq. (335) of the Brownian
gyrator for various values of the magnetic field B.

Eq. (293): the difference between the rate function I (a) of
Eq. (327) at opposite arguments (±a) reduces to

I (a) − I (−a) = −2Ba, (336)

while the corresponding invariance of the scaled cumulant
generating function E (k) of Eq. (335) is

E (k) = E (k′ = −2B − k). (337)

Figure 3 shows the rate function and the scaled cumu-
lant generating function for several values of the magnetic
field B.

5. Canonical conditioning for large time t

As explained around Eq. (122), the additional force
f Cond[k]Interior
n (�z) of the canonical conditioning of parameter

k involves the vector potential A[A]
n (�x) of Eq. (299) and the

derivatives of the quadratic function ν̊[k](�x) = ln[lk (�z)] of
Eq. (325),

f Cond[k]Interior
1 (�x) = kA[A]

1 (�x) + ∂x1 ν̊
[k](�x)

= [1 − g0 − gz]x1

+
[

u

2

(
ρ + 1

ρ

)
− gx − k

2

]
x2,

f Cond[k]Interior
2 (�x) = kA[A]

2 (�x) + ∂x2 ν̊
[k](�x)

=
[

u

2

(
ρ + 1

ρ

)
− gx + k

2

]
x1

+ [1 − g0 + gz]x2, (338)

where one can plug the explicit expressions of the coefficients
(g0, gx, gz ) of Eqs. (322) and (323) to obtain the final result,

f Cond[k]Interior
1 (�x) =

⎡
⎢⎣1 −

√
1 − Bk

2
− k2

4
−

u
(
ρ + 1

ρ

)[
B + k − B

√
1 − Bk

2 − k2

4

]
4 + B2

⎤
⎥⎦x1

+

⎡
⎢⎣u

2

(
ρ + 1

ρ

)
−

u
(
ρ + 1

ρ

)[
4
√

1 − Bk
2 − k2

4 + B(B + k)
]

2(4 + B2)
− k

2

⎤
⎥⎦x2,

f Cond[k]Interior
2 (�x) =

⎡
⎢⎣u

2

(
ρ + 1

ρ

)
−

u
(
ρ + 1

ρ

)[
4
√

1 − Bk
2 − k2

4 + B(B + k)
]

2(4 + B2)
+ k

2

⎤
⎥⎦x1

+

⎡
⎢⎣1 −

√
1 − Bk

2
− k2

4
+

u
(
ρ + 1

ρ

)[
B + k − B

√
1 − Bk

2 − k2

4

]
4 + B2

⎤
⎥⎦x2. (339)

As recalled after Eq. (123), this canonical conditioning
of parameter k is asymptotically equivalent for large time
t → +∞ to the microcanonical conditioning on the intensive
stochastic area a[�x(0 � s � t )] of Eq. (294) at the correspond-
ing Legendre value a = −E ′(k) of Eq. (327).

VII. CONCLUSION

In summary, we have revisited the nonequilibrium diffu-
sion processes in dimension N via the correspondence with
the non-Hermitian quantum mechanics in a real scalar po-

tential V (�x) and in a purely imaginary vector potential of
real amplitude �A(�x), to get a more intuitive understanding of
nonequilibrium diffusion processes, as well as more efficient
computation tools to analyze the properties of their trajectory
observables.

We have first stressed the role of the N (N−1)
2 magnetic ma-

trix elements Bnm(�x) = −Bmn(�x) = ∂nAm(�x) − ∂mAn(�x) as the
relevant parameters of irreversibility and we have emphasized
the advantages of making the gauge transformation of the
vector potential �A(�x) based on the decomposition of the force
into its reversible and irreversible components.
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We have then explained why this perspective is even
more useful to analyze the generating functions of all the
time-additive observables of stochastic trajectories. Our main
conclusion is that the computation of large deviations rate
functions and the construction of the corresponding Doob
conditioned processes can be drastically simplified via the
choice of an appropriate gauge for each purpose.

We have then applied this general framework to study the
special time-additive observables of Ornstein-Uhlenbeck tra-
jectories, whose generating functions correspond to quantum
propagators involving quadratic scalar potential and linear
vector potentials, i.e., to quantum harmonic oscillators in
constant magnetic matrices. Finally, we have focused on the
specific example of the Brownian gyrator in dimension N = 2
to compute the large deviations properties of the entropy
production of its stochastic trajectories and to construct the
corresponding conditioned processes having a given value of
the entropy production per unit time.

APPENDIX A: REMINDER ON THE CLASSICAL
AND QUANTUM MECHANICS IN

AN ELECTROMAGNETIC POTENTIAL (V,�A)

In this Appendix, we recall the standard definitions for the
classical and quantum mechanics for a particle of unit mass
and unit charge submitted to the scalar potential V and to the
vector potential �A. Here the “true time” will be denoted by θ

to emphasize the difference with the main text based on the
Euclidean time t obtained by the Wick rotation

t = iθ. (A1)

1. Lagrangian perspective

a. Classical mechanics via the Lagrangian perspective

The Lagrangian L(�q(θ ), �̇q(θ )) is a function of the position
�q(θ ) and of the velocity �̇q(θ ) = d �q(θ )

dθ
that is quadratic with

respect to the velocity �̇q(θ ),

L(�q(θ ), �̇q(θ )) = 1
2 �̇q2(θ ) + �̇q(θ ). �A(�q(θ )) − V (�q(θ )), (A2)

while the dependence with respect to the position �q(θ ) is
contained in the vector potential �A(�q(θ )) and in the scalar
potential V (�q(θ )). The classical Lagrange equations of motion

d

dθ

(
∂L(�q(θ ), �̇q(θ ))

∂ �̇q(θ )

)
= ∂L(�q(θ ), �̇q(θ ))

∂ �q(θ )
(A3)

then determine the acceleration �̈q(θ ) in terms of the position
�q(θ ) and of the velocity �̇q(θ ).

b. Quantum mechanics via the Feynman path integral
involving the Lagrangian

In the Feynman perspective of quantum mechanics [1], the
amplitude ψ (�q,�| �q0, 0) to go from the initial position �q0 at
time θ = 0 to the final position �q at time � can be written as
an integral over the paths �q(0 � θ � �) of a complex phase
factor that can be computed from the Lagrangian of Eq. (A2),

ψ (�q,�| �q0, 0) =
∫ �q(�)=�q

�q(0)=�q0

D(�q(θ ))ei
∫ �

0 dθL(�q(θ ), �̇q(θ )). (A4)

c. Feynman path integral in the Euclidean time t = iθ

The translation into the Euclidean time t = iθ and T = i�
of Eq. (A1) involves the change of variables

�q(θ ) = �x(t = iθ ),

�̇q(θ ) = d �q(θ )

dθ
= i

d�x(t )

dt
= i�̇x(t ). (A5)

So the Feynman amplitude of Eq. (A4) becomes in Euclidean
time

ψEuclidean(�x, T |�x0, 0) = ψ (�q,�| �q0, 0)

=
∫ �x(T )=�x

�x(0)=�x0

D(�x(t ))e− ∫ T
0 dtL(�x(t ),�̇x(t )),

(A6)

where the Euclidean Lagrangian L(�x(t ), �̇x(t )) is obtained
from the initial Lagrangian L(�q(θ ), �̇q(θ )) of Eq. (A2) using
the change of variables of Eq. (A5),

L(�x(t ), �̇x(t )) = −L(�q(θ ), �̇q(θ ))

= − 1
2 �̇q2(θ ) − �̇q(θ ). �A(�q(θ )) + V (�q(θ ))

= 1
2 �̇x2(t ) − i�̇x(t ). �A(�x(t )) + V (�x(t )). (A7)

The classical Lagrange equations of motion of Eq. (A3) trans-
late into the similar form in the Euclidean time t = iθ ,

d

dt

(
∂L(�x(t ), �̇x(t ))

∂ �̇x(t )

)
= ∂L(�x(t ), �̇x(t ))

∂�x(t )
, (A8)

since these classical equations of motion correspond to the
optimization of the action of Eqs. (A4) and (A6).

d. Euclidean Lagrangian when the vector potential
is purely imaginary �A(�x) = −i�Anew(�x)

The real Lagrangian L(�q(θ ), �̇q(θ )) for real time θ of
Eq. (A2) has become the complex Euclidean Lagrangian
L(�x(t ), �̇x(t )) for Euclidean time t of Eq. (A7). However, if
the vector potential is purely imaginary,

�A(�x) = −i �Anew(�x) with �Anew(�x) real, (A9)

then the Euclidean Lagrangian L(�x(t ), �̇x(t )) of Eq. (A7) be-
comes real,

L(�x(t ), �̇x(t )) = 1
2 �̇x2(t ) − �̇x(t ). �Anew(�x(t )) + V (�x(t )). (A10)

This is the Lagrangian that appears in Eq. (40) of the main
text, where �Anew(�x) is denoted by �A(�x) to simplify the nota-
tion.

2. Hamiltonian perspective

a. Classical mechanics via the Hamiltonian perspective

In the presence of a vector potential �A(�q(θ )), the classical
momentum �π (θ ) defined as the derivative of the Lagrangian
L(�q(θ ), �̇q(θ )) of Eq. (A2) with respect to the velocity �̇q(θ ) in-
volves both the velocity �̇q(θ ) and the vector potential �A(�q(θ )),

�π (θ ) ≡ ∂L(�q(θ ), �̇q(θ ))

∂ �̇q(θ )
= �̇q(θ ) + �A(�q(θ )). (A11)
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The classical Hamiltonian HClassical(�q(θ ), �π (θ )) is a function
of the position �q(θ ) and the momentum �π (θ ) that can be
obtained from the Lagrangian L(�q(θ ), �̇q(θ )) via the following
Legendre transform, where the velocity �̇q(θ ) has to be rewrit-
ten in terms of the momentum �π (θ ) using Eq. (A11),

HClassical(�q(θ ), �π (θ )) ≡ �̇q(θ ).�π (θ ) − L(�q(θ ), �̇q(θ ))

= ( �π (θ ) − �A(�q(θ ))) · �π (θ )

− 1
2 ( �π (θ ) − �A(�q(θ )))2

− ( �π (θ ) − �A(�q(θ ))) · �A(�q(θ ))

+V (�q(θ ))

= 1
2 ( �π (θ ) − �A(�q(θ )))2 + V (�q(θ )).

(A12)

In the Hamiltonian perspective, the classical equations of mo-
tion are first-order differential equations for the position �q(θ )
and the momentum �π (θ ),

�̇q(θ ) = ∂HClassical(�q(θ ), �π (θ ))

∂ �π (θ )
= �π (θ ) − �A(�q(θ )),

�̇π (θ ) = −∂HClassical(�q(θ ), �π (θ ))

∂ �q(θ )
. (A13)

b. Quantum mechanics via the Schrödinger equation
involving the Hamiltonian operator

In the Schrödinger perspective of quantum mechanics, the
amplitude ψ (�q,�| �q0, 0) satisfies the Schrödinger equation

i
∂ψ (�q,�| �q0, 0)

∂�
= HQuantumψ (�q,�| �q0, 0), (A14)

where the Hamiltonian operator HQuantum in the position basis
can be obtained from the classical Hamiltonian HClassical(�q, �π )
of Eq. (A12) via the replacement of the classical momentum
�π by the Hermitian differential operator −i ∂

∂ �q ,

�π → −i
∂

∂ �q , (A15)

with the result

HQuantum = H†
Quantum = 1

2

(
−i

∂

∂ �q − �A(�q)

)2

+ V (�q)

= −1

2

∂2

∂ �q2
+ i �A(�q).

∂

∂ �q + i

2

(
∂

∂ �q · �A(�q)

)

+ 1

2
�A2(�q) + V (�q). (A16)

c. Schrödinger equation in Euclidean time

The translation of the Schrödinger Eq. (A14) into the Eu-
clidean time T = i� of Eq. (A1) reads

−∂ψ (�x, T |�x0, 0)

∂T
= HQuantumψ (�x, T |�x0, 0), (A17)

where the Euclidean quantum Hamiltonian HQuantum is the
same as the quantum Hamiltonian of Eq. (A16) up to the

notation replacement �q → �x,

HQuantum = H†
Quantum = 1

2

(
−i

∂

∂�x − �A(�x)

)2

+ V (�x)

= −1

2

∂2

∂�x2
+ i �A(�x).

∂

∂�x + i

2

(
∂

∂�x · �A(�x)

)

+ 1

2
�A2(�x) + V (�x). (A18)

d. Euclidean quantum Hamiltonian when the vector
potential is purely imaginary �A(�x) = −i�Anew (�x)

The Euclidean quantum Hamiltonian HQuantum of
Eq. (A18) is Hermitian but complex-valued. However, when
the vector potential is purely imaginary �A(�x) = −i �Anew(�x), as
already considered in Eq. (A9), then the Euclidean quantum
Hamiltonian HQuantum of Eq. (A18) becomes real-valued,

HQuantum = 1

2

(
−i

∂

∂�x + i �Anew(�x)

)2

+ V (�x)

= −1

2

(
∂

∂�x − �Anew(�x)

)2

+ V (�x)

= −1

2

∂2

∂�x2
+ �Anew(�x) · ∂

∂�x + 1

2

(
∂

∂�x · �Anew(�x)

)

− 1

2
( �Anew(�x))2 + V (�x), (A19)

but non-Hermitian HQuantum �= H†
Quantum since its adjoint reads

H†
Quantum = 1

2

(
−i

∂

∂�x − i �Anew(�x)

)2

+ V (�x)

= −1

2

(
∂

∂�x + �Anew(�x)

)2

+ V (�x)

= −1

2

∂2

∂�x2
− �Anew(�x).

∂

∂�x − 1

2

(
∂

∂�x · �Anew(�x)

)

− 1

2
( �Anew(�x))2 + V (�x). (A20)

The non-Hermitian quantum Hamiltonian of Eq. (A19) plays
a major role in the present paper, since it appears naturally
with other notations for �Anew(�x) both in Eqs. (13) (16) of the
Introduction, and in Eq. (36) of the main text, while it has
also been previously considered for other purposes [123,124].
More generally, non-Hermitian physics is nowadays very rel-
evant for many interesting applications in various fields (see
the review [125] and references therein).

APPENDIX B: APPLICATION TO DIFFUSIONS WITH
FORCES FN (�X ) AND UNIFORM DIFFUSION MATRIX D

In this Appendix, we mention how the analysis described
in the main text can be applied to diffusion processes �X (t ) in
dimension N involving a space-dependent force �F ( �X ) and a
space-independent diffusion matrix D.
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1. Initial diffusion process �X (t ): Forces Fn(�X ) and
space-independent diffusion matrix D

Let us consider the diffusion process �X (t ), where the
N components Xn(t ) for n = 1, .., N follow the Langevin
stochastic differential system involving the N independent
Wiener processes wn(t ),

dXn(t ) = Fn( �X (t )) dt +
N∑

m=1

Gnmdwm(t ). (B1)

So the parameters are the N arbitrary space-dependent force-
components Fn( �X ) and the space-independent matrix G =
[Gnm] of size N × N . The symmetric diffusion matrix D = DT

can be obtained from the matrix G and its transpose GT ,

D = 1
2 GGT . (B2)

2. Rescaled process�x(t ): Forces fn(�x) and
trivial diffusion matrix d = 1

2 1

We will assume that the matrix G = [Gnm] is invertible
to make the following change of variables from the initial
variables Xn(t ) to the new variables xm(t ) via

Xn(t ) =
N∑

m=1

Gnmxm(t ), xm(t ) =
N∑

n=1

(G−1)mnXn(t ). (B3)

This matrix transformation allows us to obtain the simpler
Langevin system for the new variables xm(t ),

dxm(t ) =
N∑

n=1

(G−1)mndXn(t )

=
N∑

n=1

(G−1)mn

[
Fn(G�x(t )) dt +

N∑
l=1

Gnldwl (t )

]

≡ fm(�x(t )) dt + dwm(t ), (B4)

where the new diffusion matrix is simply proportional to the
identity d = 1

2 1 with the diffusion coefficient 1
2 , while the new

N space-dependent force-components fm(�x) read

fm(�x) ≡
N∑

n=1

(G−1)mnFn(G�x). (B5)

So the analysis described in the main text can be applied to
the rescaled process �x(t ) satisfying the Langevin system of
Eq. (B4) that coincides with Eq. (33). This rescaling pro-
cedure will be useful in Sec. VI concerning the Brownian
gyrator.

APPENDIX C: ORNSTEIN-UHLENBECK PROCESSES:
EXPLICIT SOLUTIONS VIA THE

DIAGONALIZATION OF THE MATRIX �

In practice, when one wishes to obtain explicit results for
the Ornstein-Uhlenbeck processes considered in Secs. IV, V,
and VI of the main text, one needs to introduce the spectral
decomposition of the matrix � [85,86], as recalled in the
present Appendix.

1. Spectral decomposition of the matrix �

The spectral decomposition of the real matrix � involves
its N eigenvalues γα ,

� =
N∑

α=1

γα

∣∣γ R
α

〉〈
γ L

α

∣∣, (C1)

where the corresponding right eigenvectors |γ R
α 〉 and left

eigenvectors 〈γ L
α |,

�
∣∣γ R

α

〉 = γα

∣∣γ R
α

〉
,

〈
γ L

α

∣∣� = γα

〈
γ L

α

∣∣, (C2)

satisfy the orthonormalization and closure properties

〈
γ L

α

∣∣γ R
β

〉 = δα,β,

N∑
α=1

∣∣γ L
α

〉〈
γ R

α

∣∣ = 1. (C3)

The corresponding spectral decomposition for its transpose
�T that coincide with its adjoint �† reads

�T = �† =
N∑

α=1

γ ∗
α

∣∣γ L
α

〉〈
γ R

α

∣∣. (C4)

2. Explicit solution for the average values |�μ(t )〉
Using the spectral decomposition of Eq. (C1), the ket

| �μ(t )〉 of average values of Eq. (148) become

| �μ(t )〉 = e−�t |�y〉 =
N∑

α=1

e−γαt
∣∣γ R

α 〉〈γ L
α

∣∣�y〉. (C5)

So the average values μn(t ) = xn(t ) are linear combinations
of simple exponential behaviors e−γαt with respect to the time
t that involve the N eigenvalues γα ,

μn(t ) = 〈n| �μ(t )〉 =
N∑

α=1

〈
n
∣∣γ R

α

〉
e−γαt

〈
γ L

α

∣∣�y〉. (C6)

3. Explicit solution for the connected correlation matrix C(t )

Similarly, the connected correlation matrix C(t ) of
Eq. (153) can be rewritten using the spectral decompositions
of Eqs. (C1) and (C4),

C(t ) =
∫ t

0
dτe−�τ e−�T τ

=
∫ t

0
dτ

(
N∑

α=1

e−γατ
∣∣γ R

α

〉〈
γ L

α

∣∣)
⎛
⎝ N∑

β=1

e−γ ∗
β τ
∣∣γ L

β

〉〈
γ R

β

∣∣
⎞
⎠

≡
N∑

α=1

N∑
β=1

∣∣γ R
α

〉
CRR

αβ (t )
〈
γ R

β

∣∣, (C7)

where the matrix elements CRR
αβ (t ) display simple exponential

behaviors with respect to the time t ,

CRR
αβ (t ) =

(∫ t

0
dτe−(γα+γ ∗

β )τ

)〈
γ L

α

∣∣γ L
β

〉

= 1 − e−(γα+γ ∗
β )t

γα + γ ∗
β

〈
γ L

α

∣∣γ L
β

〉
, (C8)
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with their limits for t → +∞,

CRR
αβ = CRR

αβ (t = +∞) =
〈
γ L

α

∣∣γ L
β

〉
γα + γ ∗

β

. (C9)

Using the matrix K,

Knα ≡ 〈
n
∣∣γ R

α

〉
, (C10)

the matrix element Cnm(t ) of Eq. (149) can be then obtained
via

Cnm(t ) =
N∑

α=1

N∑
β=1

〈
n
∣∣γ R

α

〉
CRR

αβ (t )
〈
γ R

β

∣∣m〉 = (KCRR(t )K†)nm.

(C11)

In particular, the determinant of the matrix C(t ) = [Cnm(t )]
can be obtained from the product

det(C(t )) = det(K) det(CRR(t )) det(K†)

= det(CRR(t )) det(K†K), (C12)

where the matrix K†K,

(K†K)βα =
L∑

n=1

K†
βnKnα =

∑
n

〈
γ R

β

∣∣n〉〈n∣∣γ R
α

〉 = 〈
γ R

β

∣∣γ R
α

〉
,

(C13)

involves the scalar products of the right eigenvectors.

4. Explicit solution for the inverse �(t ) = [C(t )]−1

The matrix �(t ) = [C(t )]−1 of Eq. (156) will have simple matrix elements �LL
αβ (t ) in the basis

�(t ) =
N∑

α=1

N∑
β=1

∣∣γ L
α

〉
�LL

αβ (t )
〈
γ L

β

∣∣. (C14)

Indeed, using Eq. (C3) the conditions for the matrix inversion

1 = �(t )C(t ) =
⎛
⎝ N∑

α=1

N∑
β=1

∣∣γ L
α

〉
�LL

αβ (t )
〈
γ L

β

∣∣
⎞
⎠
⎛
⎝ N∑

α′=1

N∑
β ′=1

∣∣γ R
α′
〉
CRR

α′β ′ (t )
〈
γ R

β ′
∣∣
⎞
⎠ =

N∑
α=1

N∑
β ′=1

∣∣γ L
α

〉⎛⎝ N∑
β=1

�LL
αβ (t )CRR

ββ ′ (t )

⎞
⎠〈γ R

β ′
∣∣,

1 = C(t )�(t ) =
⎛
⎝ N∑

α′=1

N∑
β ′=1

∣∣γ R
α′
〉
CRR

α′β ′ (t )
〈
γ R

β ′
∣∣
⎞
⎠
⎛
⎝ N∑

α=1

N∑
β=1

∣∣γ L
α

〉
�LL

αβ (t )
〈
γ L

β

∣∣
⎞
⎠ =

N∑
α′=1

N∑
β=1

∣∣γ R
α′
〉( N∑

α=1

CRR
α′α (t )�LL

αβ (t )

)〈
γ L

β

∣∣ (C15)

yield that the coefficients should satisfy

N∑
β=1

�LL
αβ (t )CRR

ββ ′ (t ) = δαβ ′ ,

N∑
α=1

CRR
α′α (t )�LL

αβ (t ) = δα′β. (C16)

The matrix element �nm(t ) in the initial basis can be then reconstructed via

�nm(t ) =
N∑

α=1

N∑
β=1

〈
n
∣∣γ L

α

〉
�LL

αβ (t )
〈
γ L

β

∣∣m〉. (C17)

5. Solving the perturbative expansion of Section V F 2

Similarly, the spectral decomposition of the matrix � of Eqs. (C1) and (C2) is useful to solve the perturbative expansion
discussed in Sec. V F 2 of the main text. For instance, the projection of Eq. (261) onto the right eigenvectors on both sides
〈γ R

α |..|γ R
β 〉,

〈
γ R

α

∣∣W[O]
∣∣γ R

β

〉 = 〈
γ R

α

∣∣�T

(
ϒ̊(1) + B[O]

2

)∣∣γ R
β

〉+ 〈
γ R

α

∣∣(ϒ̊(1) − B[O]

2

)
�
∣∣γ R

β

〉

= γ ∗
α

〈
γ R

α

∣∣(ϒ̊(1) + B[O]

2

)∣∣γ R
β

〉+ 〈
γ R

α

∣∣(ϒ̊(1) − B[O]

2

)∣∣γ R
β

〉
γβ

= (γ ∗
α + γβ )

〈
γ R

α

∣∣ϒ̊(1)
∣∣γ R

β

〉+ (γ ∗
α − γβ )

〈
γ R

α

∣∣B[O]

2

∣∣γ R
β

〉
, (C18)

allows us to compute the matrix elements of the first-order-correction matrix ϒ̊(1) via

〈
γ R

α

∣∣ϒ̊(1)
∣∣γ R

β

〉 =
〈
γ R

α

∣∣W[O]
∣∣γ R

β

〉− (γ ∗
α − γβ )

〈
γ R

α

∣∣B[O]

2

∣∣γ R
β

〉
γ ∗

α + γβ

. (C19)
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6. Application to the Brownian gyrator in dimension N = 2

In this subsection, we apply the general formalism described above to the Brownian gyrator model of Sec. VI.

a. Spectral decomposition of the matrix �

The spectral decomposition of Eq. (C1) reads for the matrix of Eq. (285)

� =
(

1 uρ
u
ρ

1

)
= γ+|γ R

+〉〈γ L
+| + γ−|γ R

−〉〈γ L
−|, (C20)

where the two eigenvalues γ± involve the parameter u,

γ± = 1 ± u. (C21)

The corresponding right eigenvectors

|γ R
±〉 = 1√

2

(
1

± 1
ρ

)
(C22)

and left eigenvectors

〈γ L
±| = 1√

2

(
1 ±ρ

)
(C23)

involve the parameter ρ and satisfy the orthonormalization relations

〈
γ L

ε

∣∣γ R
ε′
〉 = 1

2

(
1 ερ

)( 1

ε′ 1
ρ

)
= 1

2
(1 + εε′) = δε,ε′, (C24)

while other scalar products that will be useful below read

〈
γ L

ε

∣∣γ L
ε′
〉 = 1

2

(
1 ερ

)( 1

ε′ρ

)
= 1 + εε′ρ2

2
,

〈
γ R

ε

∣∣γ R
ε′
〉 = 1

2

(
1 ε

ρ

)(1
ε′
ρ

)
=

1 + εε′
ρ2

2
. (C25)

b. Explicit solution for the average value |�μ(t )〉
The average value of Eq. (C5),

| �μ(t )〉 = |�x(t )〉 = e−�t |�y〉 = e−γ+t |γ R
+〉〈γ L

+|�y〉 + e−γ−t |γ R
−〉〈γ L

−|�y〉 = μR
+(t )|γ R

+〉 + μR
−(t )|γ R

−〉, (C26)

involves the coefficients

μR
+(t ) = e−γ+t 〈γ L

+|�y〉 = e−(1+u)t

(
y1 + ρy2√

2

)
, μR

−(t ) = e−γ−t 〈γ L
−|�y〉 = e−(1−u)t

(
y1 − ρy2√

2

)
. (C27)

The average values μn(t ) = xn(t ) are then obtained via the linear combination of Eq. (C6) using the right eigenvectors of
Eq. (C22),

μ1(t ) = 〈1| �μ(t )〉 = 〈1|γ R
+〉μR

+(t ) + 〈1|γ R
−〉μR

−(t ) = μR
+(t ) + μR

−(t )√
2

= e−t cosh(tu)y1 − e−t sinh(tu)y2,

μ2(t ) = 〈2| �μ(t )〉 = 〈2|γ R
+〉μR

+(t ) + 〈2|γ R
−〉μR

−(t ) = μR
+(t ) − μR

−(t )

ρ
√

2
= −e−t

ρ
sinh(tu)y1 + e−t cosh(tu)y2, (C28)

in accordance with Ref. [96], where this result is obtained thanks to standard Laplace transform techniques.

c. Explicit solution for the connected correlation matrix C(t )

The correlation matrix C(t ) of Eq. (153) can be expanded via Eq. (C7),

C(t ) = |γ R
+〉CRR

++(t )〈γ R
+| + |γ R

−〉CRR
−−(t )〈γ R

−| + |γ R
+〉CRR

+−(t )〈γ R
−| + |γ R

−〉CRR
−+(t )〈γ R

+|, (C29)

with the components of Eq. (C8) using the left eigenvectors of Eq. (C23),

CRR
++(t ) = 1 − e−2γ+t

2γ+
〈γ L

+|γ L
+〉 = (1 − e−2(1+u)t )(1 + ρ2)

4(1 + u)
, CRR

−−(t ) = 1 − e−2γ−t

2γ−
〈γ L

−|γ L
−〉 = (1 − e−2(1−u)t )(1 + ρ2)

4(1 − u)
,

CRR
+−(t ) = 1 − e−(γ++γ− )t

γ+ + γ−
〈γ L

+|γ L
−〉 = (1 − e−2t )(1 − ρ2)

4
, CRR

−+(t ) = 1 − e−(γ++γ− )t

γ+ + γ−
〈γ L

+|γ L
−〉 = (1 − e−2t )(1 − ρ2)

4
= CRR

+−(t ).

(C30)
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The determinant of this symmetric matrix CRR,

D(t ) ≡ det(CRR(t )) = CRR
++(t )CRR

−−(t ) − [CRR
+−(t )]2

= (1 − e−2(1+u)t )(1 − e−2(1−u)t )(1 + ρ2)2

16(1 − u2)
− (1 − e−2t )2(1 − ρ2)2

16
, (C31)

and the determinant of the matrix of Eq. (C13) of the scalar products of the right eigenvectors of Eq. (C25),

det
(〈γ R

ε |γ R
ε′ 〉) = 〈γ R

+|γ R
+〉〈γ R

−|γ R
−〉 − 〈γ R

+|γ R
−〉〈γ R

−|γ R
+〉 =

(
1 + 1

ρ2

2

)2

−
(

1 − 1
ρ2

2

)2

= 1

ρ2
, (C32)

allows us to compute the determinant of the matrix C(t ) via Eq. (C12),

det(C(t )) = det(CRR(t )) det
(〈γ R

ε |γ R
ε′ 〉) = D(t )

ρ2
. (C33)

d. Explicit solution for the inverse �(t ) = [C(t )]−1

The elements of inverse matrix of Eq. (C14),

�(t ) = [C(t )]−1 = |γ L
+〉�LL

++(t )〈γ L
+| + |γ L

−〉�LL
−−(t )〈γ L

−| + |γ L
+〉�LL

+−(t )〈γ L
−| + |γ L

−〉�LL
−+(t )〈γ L

+|, (C34)

satisfying Eq. (C15) read in terms of the notation D(t ) of Eq. (C31),

�LL
++(t ) = CRR

−−(t )

D(t )
= (1 − e−2(1−u)t )(1 + ρ2)

4(1 − u)D(t )
, �LL

−−(t ) = CRR
++(t )

D(t )
= (1 − e−2(1+u)t )(1 + ρ2)

4(1 + u)D(t )
,

�LL
+−(t ) = �LL

−+(t ) = �LL
off (t ) = −CRR

+−(t )

D(t )
= − (1 − e−2t )(1 − ρ2)

4D(t )
. (C35)

The matrix element �nm(t ) in the initial basis can be then reconstructed via Eq. (C17),

�11(t ) =
∑
ε=±

∑
ε′=±

〈
1
∣∣γ L

ε

〉
�LL

ε,ε′ (t )
〈
γ L

ε′
∣∣1〉 = �LL

++(t ) + �LL
−−(t )

2
+ �LL

+−(t ),

�22(t ) =
∑
ε=±

∑
ε′=±

〈
2
∣∣γ L

ε

〉
�LL

ε,ε′ (t )
〈
γ L

ε′
∣∣2〉 = ρ2

[
�LL

++(t ) + �LL
−−(t )

2
− �LL

+−(t )

]
,

�12(t ) =
∑
ε=±

∑
ε′=±

〈
1
∣∣γ L

ε

〉
�LL

ε,ε′ (t )
〈
γ L

ε′
∣∣2〉 = ρ

[
�LL

++(t ) − �LL
−−(t )

2

]
. (C36)

e. Gaussian propagator P(�x, t|�y, 0)

The Gaussian propagator of Eq. (155),

P(�x, t |�y, 0) = 1

2π
√

det(C(t ))
e−�11(t ) (x1−μ1(t ))2

2 −�22(t ) (x2−μ2 (t ))2

2 −�12(t )[x1−μ1(t )][x2−μ2(t )], (C37)

can be then obtained from the average values μn(t ) = xn(t ) of Eq. (C28), the matrix �nm(t ) of Eq. (C36), and the determinant
of Eq. (C33).

f. Gaussian steady state P∗(�x) in the parameter region u ∈] − 1, +1[

In the parameter region u ∈] − 1,+1[, the average values μn(t ) = xn(t ) of Eq. (C28) converge toward zero for t → +∞, so
the propagator of Eq. (C37) will converge toward the steady state

P∗(�x) = 1

2π
√

det(C)
e−�11

x2
1
2 −�22

x2
2
2 −�12x1x2 . (C38)

The correlation matrix elements of Eq. (C30) converge toward the finite values

CRR
++ = 1 + ρ2

4(1 + u)
, CRR

−− = 1 + ρ2

4(1 − u)
, CRR

+− = 1 − ρ2

4
. (C39)

The corresponding limit for the determinant of Eq. (C31),

D ≡ det(CRR) = CRR
++CRR

−− − [CRR
+−]2 = (1 + ρ2)2

16(1 − u2)
− (1 − ρ2)2

16
= ρ2 + ( u(1−ρ2 )

2

)2

4(1 − u2)
, (C40)
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allows us to compute the matrix elements of Eq. (C35),

�LL
++ = CRR

−−
D

= (1 + ρ2)(1 + u)[
ρ2 + ( u(1−ρ2 )

2

)2] , �LL
−− = CRR

++
D

= (1 + ρ2)(1 − u)[
ρ2 + ( u(1−ρ2 )

2

)2] , �LL
+− = −CRR

+−
D

= − (1 − ρ2)(1 − u2)[
ρ2 + ( u(1−ρ2 )

2

)2] . (C41)

Finally, Eq. (C36) yields the matrix elements �nm in the initial basis

�11 = �LL
++ + �LL

−−
2

+ �LL
+− = 2ρ2 + (1 − ρ2)u2[

ρ2 + ( u(1−ρ2 )
2

)2] , �22 = ρ2

[
�LL

++ + �LL
−−

2
− �LL

+−

]
= ρ2

[
2 − (1 − ρ2)u2

]
[
ρ2 + ( u(1−ρ2 )

2

)2] ,

�12 = ρ

[
�LL

++ − �LL
−−

2

]
= ρ(1 + ρ2)u[

ρ2 + ( u(1−ρ2 )
2

)2] . (C42)

APPENDIX D: QUANTUM PROPAGATORS ASSOCIATED TO QUADRATIC LAGRANGIANS

In this Appendix, we focus on the non-Hermitian electromagnetic quantum mechanics for the following potentials:
(i) When the scalar potential V (�x) is quadratic and parametrized by some constant V0 and some symmetric matrix Wnm = Wmn,

V (�x) = V0 +
N∑

n=1

N∑
n=1

Wnm

2
xnxm. (D1)

(ii) When the vector potential �A(�x) is linear and parametrized by some matrix �nm,

An(�x) = −
N∑

m=1

�nmxm, (D2)

corresponding to the constant antisymmetric magnetic matrix,

Bnm ≡ ∂nAm(�x) − ∂mAn(�x) = �nm − �mn. (D3)

1. Path integral involving a quadratic Lagrangian: Propagator in terms on the classical action Scl (�x, t|�y, 0)

The goal is to compute the Euclidean non-Hermitian quantum propagator

ψ (�x, t |�y, 0) ≡
∫ �x(τ=t )=�x

�x(τ=0)=�y
D�x(τ )e− ∫ t

0 dτL(�x(τ ),�̇x(τ )), (D4)

where the path integral involves the quadratic Lagrangian associated to the electromagnetic potential of Eqs. (D1) and (D2),

L(�x(τ ), �̇x(τ )) = 1

2
�̇x2(τ ) − �̇x(τ ). �A(�x(τ )) + V (�x) = 1

2

N∑
n=1

ẋ2
n (τ ) +

N∑
n=1

N∑
m=1

ẋn(τ )�nmxm(τ ) +
N∑

n=1

N∑
m=1

Wnm

2
xn(τ )xm(τ ) + V0.

(D5)

As discussed in textbooks on path integrals in chapters concerning quadratic Lagrangians, the path integral of Eq. (D4) can
be explicitly computed in terms of the action Scl (�x, t |�y, 0) of the classical trajectory �x(τ ) satisfying the boundary conditions
�x(τ = 0) = �y and �x(τ = t ) = �x,

ψ (�x, t |�y, 0) =

√√√√det
(− ∂2Scl (�x,t |�y,0)

∂xn ∂ym

)
(2π )N

e−Scl (�x,t |�y,0), (D6)

where the prefactor that takes into account the integration over the Gaussian fluctuations around the classical trajectory involves
the famous Van Vleck determinant of 1928 [126]. The quantum propagator of Eq. (D6), which is exact for Gaussian Lagrangians
as recalled above, is of course also very much used within the semi-classical approximation for quantum mechanics, where it
corresponds to the leading saddle-point evaluation of the path integral.

As a final remark, let us stress that besides the formula of Eq. (D6) that will be used in the present paper, there are of
course many other methods that have been developed to compute Gaussian functional integrals, as discussed in textbooks on
path integrals. Let us mention in particular the Fourier-basis method that has been used to compute the large deviations of the
entropy production for Ornstein-Uhlenbeck processes in dimension N [99] and of the heat in the Brownian gyrator in dimension
N = 2 [87] via an integral over the frequency of the logarithm of the ratio of two determinants.
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2. Computation of the classical action Scl (�x, t|�y, 0) via the Lagrangian perspective

a. Lagrangian equations of motion for the classical trajectory

As recalled in Eq. (A8), the Lagrange equations of motion for the classical trajectory �x(τ ) read

0 = d

dτ

(
∂L(�x(τ ), �̇x(τ ))

∂ ẋn(τ )

)
− ∂L(�x(τ ), �̇x(τ ))

∂xn(τ )
. (D7)

The derivatives of the quadratic Lagrangian of Eq. (D5) with respect to the velocities ẋn(τ ) represent the classical momenta
pn(τ ),

pn(τ ) ≡ ∂L(�x(τ ), �̇x(τ ))

∂ ẋn(τ )
= ẋn(τ ) +

N∑
m=1

�nmxm(τ ), (D8)

while the derivatives of the Lagrangian of Eq. (D5) with respect to the positions xn(τ ) read

∂L(�x(τ ), �̇x(τ ))

∂xn(τ )
=

N∑
m=1

ẋm(τ )�mn +
N∑

m=1

Wnmxm(τ ). (D9)

These derivatives of Eqs. (D8) and (D9) can be plugged into Eq. (D7) to obtain the Lagrangian equations of motion as second-
order differential equations for the positions xn(τ ),

0 = d

dτ

(
ẋn(τ ) +

N∑
m=1

�nmxm(τ )

)
−

N∑
m=1

ẋm(τ )�mn −
N∑

m=1

Wnmxm(τ )

= ẍn(τ ) +
N∑

m=1

(�nm − �mn)ẋm(τ ) −
N∑

m=1

Wnmxm(τ ) = ẍn(τ ) +
N∑

m=1

Bnmẋm(τ ) −
N∑

m=1

Wnmxm(τ ). (D10)

The second term involving the magnetic matrix Bnm of Eq. (D3) and the velocities ẋm(τ ) represents the generalization of the
Lorentz force in arbitrary dimension N and does not depend upon the gauge choice for the vector potential. The linear system of
Eq. (D10) can be rewritten in matrix form as

0 = |�̈x(τ )〉 + B|�̇x(τ )〉 − W|�x(τ )〉 =
(

1
d2

dτ 2
+ B

d

dτ
− W

)
|�x(τ )〉 ≡ M(τ )|�x(τ )〉, (D11)

where we have introduced the second-order differential operator M(τ ) that involves the constant matrices B and W,

M(τ ) ≡ 1
d2

dτ 2
+ B

d

dτ
− W. (D12)

The standard method to solve this dynamics is to consider the expansion into eigenmodes as described in the next subsection.

b. Solving the Lagrangian classical equations of motion via an expansion into eigenmodes

Eigenmodes with a simple exponential time-dependence

|�x(τ )〉 = eωτ |�zω〉 (D13)

will satisfy the dynamical system of Eq. (D11),

0 = (ω21 + ωB − W)|�zω〉 ≡ Mω|�zω〉, (D14)

if |�zω〉 is a right eigenvector associated to the eigenvalue zero for the matrix Mω of parameter ω,

Mω = ω21 + ωB − W. (D15)

Therefore, the possible values for ω can be found from the condition of vanishing determinant for the matrix Mω,

0 = det(Mω ) = det(ω21 + ωB − W). (D16)

This polynomial equation of degree (2N ) will have (2N ) solutions ωi with i = 1, .., 2N , and the corresponding eigenvectors |�zωi〉
will satisfy Eq. (D14),

0 = Mωi

∣∣�zωi

〉
. (D17)

The general solution of the equation of motion (D11) is then obtained as a linear combination of these (2N ) eigenmodes,

|�x(τ )〉 =
2N∑
i=1

ηie
ωiτ
∣∣�zωi

〉
, (D18)

014101-40



NONEQUILIBRIUM DIFFUSION PROCESSES VIA NON- … PHYSICAL REVIEW E 107, 014101 (2023)

where the (2N ) constants ηi have to be determined by the boundary conditions at τ = 0 and at τ = t ,

|�y〉 = |�x(τ = 0)〉 =
2N∑
i=1

ηi|�zωi〉, |�x〉 = |�x(τ = t )〉 =
2N∑
i=1

ηie
ωit
∣∣�zωi

〉
. (D19)

For the classical action below, one will need the velocity obtained from Eq. (D18),

|�̇x(τ )〉 =
2N∑
i=1

ηiωie
ωiτ
∣∣�zωi

〉
, (D20)

at the initial time τ = 0 and at the final time τ = t .

c. Evaluation of the action Scl (�x, t|�y, 0) of the classical trajectory

For this classical trajectory �x(τ ), one needs to evaluate the corresponding action Scl (�x, t |�y, 0) that involves the Lagrangian of
Eq. (D5),

Scl (�x, t |�y, 0) =
∫ t

0
dτL(�x(τ ), �̇x(τ ) =

∫ t

0
dτ

[
1

2

N∑
n=1

ẋ2
n (τ ) +

N∑
n=1

N∑
m=1

ẋn(τ )�nmxm(τ ) +
N∑

n=1

N∑
m=1

Wnm

2
xn(τ )xm(τ ) + V0

]
.

(D21)

The first term corresponding to the kinetic energy can be rewritten via an integration by parts that allows us to use the equation of
motion of Eq. (D10) to replace the accelerations ẍn(τ ) to obtain∫ t

0
dτ ẋ2

n (τ ) = [xn(τ )ẋn(τ )]τ=t
τ=0 −

∫ t

0
dτxn(τ )ẍn(τ ) = [xn(τ )ẋn(τ )]τ=t

τ=0 +
∫ t

0
dτxn(τ )

[
N∑

m=1

Bnmẋm(τ ) −
N∑

m=1

Wnmxm(τ )

]
.

(D22)

Plugging this expression into the action of Eq. (D21) yields

Scl (�x, t |�y, 0) = 1

2

N∑
n=1

{
[xn(τ )ẋn(τ )]τ=t

τ=0 +
∫ t

0
dτxn(τ )

[
N∑

m=1

Bnmẋm(τ ) −
N∑

m=1

Wnmxm(τ )

]}

+
∫ t

0
dτ

[
N∑

n=1

N∑
m=1

ẋn(τ )�nmxm(τ ) +
N∑

n=1

N∑
m=1

Wnm

2
xn(τ )xm(τ ) + V0

]

=
N∑

n=1

xn(t )ẋn(t ) − xn(0)ẋn(0)

2
+

N∑
n=1

N∑
m=1

∫ t

0
dτ ẋn(τ )

(
�nm − Bnm

2

)
xm(τ ) + tV0. (D23)

While the classical trajectory �x(τ ) solution of Eq. (D10) is gauge-invariant, the value of the classical action Scl (�x, t |�y, 0) depends
on the gauge via the second term that involves the matrix �mn parametrizing the vector potential of Eq. (D2) and not only the
magnetic matrix of Eq. (D3). In terms of the Coulomb vector potential ACoulomb

n (�x) discussed in Eq. (192) of the main text and
the corresponding gauge transformation of Eq. (193) involving the function

νCoulomb(�x) = 〈�x|
(

� + �T

4

)
|�x〉, (D24)

the second term of Eq. (D23) can be rewritten as

N∑
n=1

N∑
m=1

∫ t

0
dτ ẋn(τ )

(
�nm − Bnm

2

)
xm(τ ) =

N∑
n=1

∫ t

0
dτ ẋn(τ )

(
ACoulomb

n (�x(τ )) − An(�x(τ ))
) =

∫ t

0
dτ

N∑
n=1

ẋn(τ )∂nν
Coulomb(�x(τ ))

=
∫ t

0
dτ∂τ ν

Coulomb(�x(τ )) = [
νCoulomb(�x(τ ))

]τ=t

τ=0 = νCoulomb(�x(t )) − νCoulomb(�x(0)).

(D25)

Plugging this result into Eq. (D23) yields the final result for the classical action

Scl (�x, t |�y, 0) = �x(t ).�̇x(t ) − �x(0).�̇x(0)

2
+ νCoulomb(�x(t )) − νCoulomb(�x(0)) + tV0

= �x.�̇x(t ) − �y.�̇x(0)

2
+ νCoulomb(�x) − νCoulomb(�y) + tV0, (D26)
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where one still needs to compute the initial velocity �̇x(0) and the final velocity �̇x(t ) in terms of the initial position �x(τ = 0) = �y
and final position �x(τ = t ) = �x from the solution of Eqs. (D19) and (D20).

d. Example in dimension N = 2

To be more concrete, let us now show how the general framework described above can be applied in dimension N = 2. The
2 × 2 matrix Mω of parameter ω of Eq. (D15) read in terms of the magnetic field B = B12 = −B21 and the symmetric matrix W

Mω = ω21 + ωB − W =
(

ω2 − W11 ωB − W12

−ωB − W12 ω2 − W22

)
. (D27)

The possible values for ω are the solutions of Eq. (D16),

0 = det(Mω ) = [ω2 − W11][ω2 − W22] + [ωB + W12][ωB − W12] = ω4 + ω2[B2 − (W11 + W22)] + (
W11W22 − W 2

12

)
. (D28)

The two solutions ω2
± of this second-order equation for ω2 read

ω2
± = (W11 + W22) − B2 ± √

�

2
, (D29)

in terms of the discriminant

� = [
B2 − (W11 + W22)

]2 − 4(W11W22 − W 2
12) = B4 − 2B2(W11 + W22) + (W11 − W22)2 + 4W 2

12. (D30)

So one obtains that the four roots of Eq. (D28) are of the form ωi = (±ω+; ±ω−) with

ω± =
√

ω2± =
√

(W11 + W22) − B2 ± √
�

2
. (D31)

For later comparisons with other methods, it is useful to mention their product and their sum,

ω+ω− =
√

[(W11 + W22) − B2]2 − �

4
=
√

W11W22 − W 2
12 =

√
det(W),

ω+ + ω− =
√

(ω+ + ω−)2 =
√

(ω2+ + ω2−) + 2ω+ω− =
√

(W11 + W22 − B2) + 2
√

det(W). (D32)

The general solution of the equation of motion (D11) can be written as the linear combination of Eq. (D18),

|�x(τ )〉 = η++eω+τ |�z[+ω+]〉 + η−+e−ω+τ |�z[−ω+]〉 + η+−eω−τ |�z[+ω−]〉 + η−−e−ω−τ |�z[−ω−]〉, (D33)

with the following notations:
(i) The four eigeneigenvectors |�zωi〉 should be computed from Eq. (D17),

0 = Mωi |�z[ωi]〉 =
(

ω2
i − W11 ωiB − W12

−ωiB − W12 ω2
i − W22

)(
z[ωi]

1

z[ωi]
2

)
, (D34)

so that one can choose

z[ωi]
1 = ω2

i − W22, z[ωi]
2 = ωiB + W12. (D35)

(ii) The four constants η±,± have to be determined by the 4 × 4 linear system fixing the boundary conditions at τ = 0 and at
τ = t of Eq. (D19),

y1 = x1(τ = 0) = η++z[+ω+]
1 + η−+z[−ω+]

1 + η+−z[+ω−]
1 + η−−z[−ω−]

1

= (ω2
+ − W22)(η++ + η−+) + (ω2

− − W22)(η+− + η−−),

y2 = x2(τ = 0) = η++z[+ω+]
2 + η−+z[−ω+]

2 + η+−z[+ω−]
2 + η−−z[−ω−]

2

= [Bω+ + W12]η++ + [−Bω+ + W12]η−+ + [Bω− + W12]η+− + [−Bω− + W12]η−−,

x1 = x1(τ = t ) = η++eω+t z[+ω+]
1 + η−+e−ω+t z[−ω+]

1 + η+−eω−t z[+ω−]
1 + η−−e−ω−t z[−ω−]

1

= (ω2
+ − W22)(eω+tη++ + e−ω+tη−+) + (ω2

− − W22)(eω−tη+− + e−ω−tη−+),

x2 = x2(τ = t ) = η++eω+t z[+ω+]
2 + η−+e−ω+t z[−ω+]

2 + η+−eω−t z[+ω−]
2 + η−−e−ω−t z[−ω−]

2

= [Bω+ + W12]eω+tη++ + [−Bω+ + W12]e−ω+tη−+ + [Bω− + W12]eω−tη+− + [−Bω− + W12]e−ω−tη−−. (D36)
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The initial and final velocities �̇x(τ ) of Eq. (D20) at τ = 0 and τ = t ,

ẋ1(0) = (ω2
+ − W22)ω+(η++ − η−+) + (ω2

− − W22)ω−(η+− − η−−),

ẋ2(0) = [Bω+ + W12]ω+η++ + [Bω+ − W12]ω+η−+ + [Bω− + W12]ω−η+− + [Bω− − W12]ω−η−−,

ẋ1(t ) = (ω2
+ − W22)ω+(eω+tη++ − e−ω+tη−+) + (ω2

− − W22)ω−(eω−tη+− − e−ω−tη−+),

ẋ2(t ) = [Bω+ + W12]ω+eω+tη++ + [Bω+ − W12]ω+e−ω+tη−+ + [Bω− + W12]ω−eω−tη+− + [Bω− − W12]ω−e−ω−tη−−,

(D37)

and the function νCoulomb(�x) of Eq. (D24),

νCoulomb(�x) = 〈�x|
(

� + �T

4

)
|�x〉 = �11

2
x2

1 + �22

2
x2

2 + �12 + �21

2
x1x2, (D38)

allows us to compute the action of Eq. (D26),

Scl (x1, x2, t |y1, y2, 0) = x1.ẋ1(t ) + x2.ẋ2(t ) − y1.ẋ1(0) − y2.ẋ2(0)

2
+ νCoulomb(�x) − νCoulomb(�y) + tV0. (D39)

So even in dimension N = 2, this method is somewhat heavy and it is thus much simpler to obtain the classical action via
another method that will be described below.

3. Computation of the classical action Scl (�x, t|�y, 0) via the alternative Hamiltonian perspective

a. Hamilton’s equations of motion for the classical trajectory

Instead of the Lagrangian second-order equation of motion for the position �x(τ ) discussed in Appendix D 2 a, one can use
the Hamiltonian perspective where one writes first-order differential equations for the positions xn(t ) and the momenta pn(t ) of
Eq. (D8). This definition of Eq. (D8) for the momenta already gives the first-order dynamics for the positions xn(t ),

ẋn(τ ) = pn(τ ) −
N∑

m=1

�nmxm(τ ). (D40)

Then Eqs. (D7) and (D9) give the first-order dynamics for the momenta pn(t ) after the elimination of the velocities ẋn(τ ) via
Eq. (D40),

ṗn(τ ) =
N∑

m=1

ẋm(τ )�mn +
N∑

m=1

Wnmxm(τ ) =
N∑

m=1

pm(τ )�mn +
N∑

l=1

(
Wnl −

N∑
m=1

�ml�mn

)
xl (τ )

=
N∑

m=1

(�T )nm pm(τ ) +
N∑

l=1

(Wnl − (�T �)nl )xl (τ ). (D41)

The dynamics Eqs. (D40) and (D41) can be summarized in the matrix form as

|�̇x(τ )〉 = | �p(τ )〉 − �|�x(τ )〉, | �̇p(τ )〉 = �T | �p(τ )〉 + (W − �T �)|�x(τ )〉, (D42)

or equivalently with a ket of size (2N ) containing both the N positions xn(τ ) and the N momenta pn(τ ),

d

dτ

(|�x(τ )〉
| �p(τ )〉

)
= M

(|�x(τ )〉
| �p(τ )〉

)
, (D43)

where the matrix M of size (2N ) × (2N ) displays the following structure in terms of four blocks of size N × N :

M =
(

−� 1

(W − �T �) �T

)
. (D44)

b. Solving the Hamiltonian classical equations of motion via the spectral decomposition of the matrix M
The technical advantage of the Hamilton first-order dynamics of Eq. (D43) is that the solution can be written in matrix form

in terms of the initial condition, (|�x(τ )〉
| �p(τ )〉

)
= eMτ

(|�x(0)〉
| �p(0)〉

)
. (D45)
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It is thus useful to introduce the spectral decomposition of the matrix M of Eq. (D44) using block notations,

M =
2N∑
i=1

ωi

(∣∣�zR
ωi

〉
| �πR

ωi
〉

)(〈
�zL
ωi

∣∣ 〈
�πL

ωi

∣∣) =
2N∑
i=1

ωi

(∣∣�zR
ωi

〉〈
�zL
ωi

∣∣ ∣∣�zR
ωi

〉〈
�πL

ωi

∣∣∣∣�πR
ωi

〉〈
�zL
ωi

∣∣ ∣∣�πR
ωi

〉〈
�πL

ωi

∣∣
)

, (D46)

in terms of its (2N ) eigenvalues ωi and the corresponding right eigenvectors and left eigenvectors,

M
(

|�zR
ωi

〉
| �πR

ωi
〉

)
= ωi

(
|�zR

ωi
〉

| �πR
ωi

〉

)
,

(〈
�zL
ωi

∣∣ 〈
�πL

ωi

∣∣)M = ωi
(〈
�zL
ωi

∣∣ 〈
�πL

ωi

∣∣), (D47)

satisfying the standard orthonormalization and closure properties.
Plugging the spectral decomposition of Eq. (D46) into the solution of Eq. (D45) yields the expansion into eigenmodes with

simple exponential time-dependence(|�x(τ )〉
| �p(τ )〉

)
=

2N∑
i=1

eωiτ

(∣∣�zR
ωi

〉
| �πR

ωi
〉

)(〈
�zL
ωi

∣∣ 〈
�πL

ωi

∣∣)(|�x(0)〉
| �p(0)〉

)
=

2N∑
i=1

ηie
ωiτ

(∣∣�zR
ωi

〉
∣∣�πR

ωi

〉
)

, (D48)

with the coefficients

ηi = 〈
�zL
ωi

∣∣�x(0)
〉+ 〈

�πL
ωi

∣∣ �p(0)
〉
. (D49)

Let us now mention the correspondence with the expansion of Eq. (D18) within the Lagrangian perspective. The eigenvalue
Eq. (D47) for the right eigenvector can be decomposed into the two following equations for the blocks using Eq. (D44),

0 = (ωi1 + �)
∣∣�zR

ωi

〉− ∣∣�πR
ωi

〉
, 0 = (ωi1 − �T )

∣∣�πR
ωi

〉− (W − �T �)
∣∣�zR

ωi

〉
. (D50)

As a consequence, one can apply (ωi1 − �T ) to the first equation and use the second equation to obtain a closed equation for
|�zR

ωi
〉,

0 = (ωi1 − �T )(ωi1 + �)
∣∣�zR

ωi

〉− (ωi1 − �T )
∣∣�πR

ωi

〉 = (ωi1 − �T )(ωi1 + �)
∣∣�zR

ωi

〉− (
W − �T �

)∣∣�zR
ωi

〉
= [

ω2
i 1 + ωi(� − �)T ) − W

]∣∣�zR
ωi

〉 = [
ω2

i 1 + ωiB − W
]∣∣�zR

ωi

〉 = Mωi

∣∣�zR
ωi

〉
, (D51)

which coincides with Eqs. (D15) and (D17) of the Lagrangian perspective, as it should for consistency.

c. Evaluation of the classical action Scl (�x, t|�y, 0) in the Hamilton perspective

To translate the action of Eq. (D26) into Hamilton’s variables, one just needs to use Eq. (D40) to replace the initial velocity
�̇x(0) and the final velocity �̇x(t ) in terms of the initial and final positions and momenta,

ẋn(0) = pn(0) −
N∑

m=1

�nmxm(0) = pn(0) −
N∑

m=1

�nmym, ẋn(t ) = pn(t ) −
N∑

m=1

�nmxm(t ) = pn(t ) −
N∑

m=1

�nmxm, (D52)

to obtain

Scl (�x, t |�y, 0) = �x. �p(t ) − �y. �p(0)

2
+ ξ (�x) − ξ (�y) + tV0, (D53)

where the new function ξ (�x) is found to vanish when using the symmetrization of the first part and the explicit form of νCoulomb(�x)
in Eq. (194),

ξ (�x) ≡ −
N∑

n=1

N∑
m=1

xn
�nm

2
xm + νCoulomb(�x) = −

N∑
n=1

N∑
m=1

�nm + �mn

4
xnxm + νCoulomb(�x) = 0. (D54)

So the classical action of Eq. (D53) reduces to

Scl (�x, t |�y, 0) = 〈�x| �p(t )〉 − 〈�y| �p(0)〉
2

+ tV0, (D55)

where one still needs to compute the initial momentum �p(0) and the final momentum �p(t ) in terms of the initial position �x(0) = �y
and final position �x(t ) = �x from the solution of Eq. (D43).

d. Taking advantage of the gauge freedom to choose a new gauge �̊ that simplifies the Hamiltonian dynamics

Hamilton’s equations of motion involve the momenta pn(τ ) as variables and thus depend on the gauge choice for the vector
potential via the matrix �, in contrast to the Lagrangian equations of motion of Eq. (D11) that only involved the magnetic matrix.
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As a consequence, a natural question is whether it can be helpful technically to choose another gauge,

Ån(�x) = −
N∑

m=1

�̊nmxm, (D56)

parametrized by the new matrix �̊ instead of �, with the same antisymmetric part fixed by the magnetic matrix B = −BT ,

�̊ − �̊T = B = � − �T , (D57)

but whose symmetric part could be chosen to simplify the corresponding matrix M̊ of Eq. (D44),

M̊ =
(

−�̊ 1
(W − �̊T �̊) �̊T

)
, (D58)

by making its left-lower block vanish,

�̊T �̊ = W. (D59)

Indeed, as described in Sec. IV C of the main text concerning the matrix M of Eq. (170) whose left-lower block vanishes, the
Hamiltonian dynamics is then very simple. The huge simplification produced by the vanishing of left-lower block in the matrix
of Eq. (D58),

M̊ =
(

−�̊ 1

0 �̊T

)
, (D60)

can also be seen by considering its (2N ) eigenvalues ωi that are the solutions of the characteristic polynomial of M̊ that can now
be factorized with respect to its two diagonal blocks,

0 = det(ω12N − M̊) = det(ω1 + �̊) × det(ω1 − �̊T ). (D61)

Hence, the (2N ) eigenvalues ωi of M̊ are directly related to the N eigenvalues λ̊i of the matrix �̊:
(i) the vanishing of the first determinant gives the first N roots ωi = −λ̊i for i = 1, .., N .
(ii) the vanishing of the second determinant gives the other N roots ωN+i = λ̊∗

i for i = 1, .., N .
Since the condition of Eq. (D59) corresponds to N (N+1)

2 quadratic equations for the N (N+1)
2 matrix elements of the symmetric

part (�̊ + �̊T ) that should be computed in terms of the N (N−1)
2 matrix elements of the antisymmetric magnetic matrix B and the

N (N+1)
2 matrix elements of the given symmetric matrix W, the solution of Eq. (D59) is not unique. Among the various solutions

�̊ satisfying Eq. (D59), it will be convenient to choose the solution with good relaxation properties as the matrix � of the main
text, i.e., the solution �̊ whose N eigenvalues λ̊i have positive real parts,

Re(λ̊i ) > 0. (D62)

The example of the dimension N = 2 is described in the next subsection.

e. Computing the simple gauge �̊ in dimension N = 2

Let us now describe how the simple gauge �̊ satisfying Eq. (D59) can be found in dimension N = 2. The real matrix �̊ can
be decomposed on the basis of Pauli matrices (σ0 = 1, σx, σy, σz ) with four real coefficients (g0, gx, gy, gz ) as follows,

�̊ = g01 + gxσx + gy(iσy) + gzσz =
(

g0 + gz gx + gy

gx − gy g0 − gz

)
, �̊T = g01 + gxσx − gy(iσy) + gzσz =

(
g0 + gz gx − gy

gx + gy g0 − gz

)
.

(D63)

The coefficient gy is fixed by the antisymmetry of Eq. (D57),

�̊ − �̊T = 2gy(iσy) =
(

0 2gy

−2gy 0

)
. (D64)

The three other coefficients (g0, gx, gz ) that parametrize the symmetric part (�̊ + �̊T ) should be chosen to satisfy Eq. (D59). In
the Pauli basis, the identification of the product �̊T �̊,

�̊T �̊ =
(

g0 + gz gx − gy

gx + gy g0 − gz

)(
g0 + gz gx + gy

gx − gy g0 − gz

)
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=
(

(g0 + gz )2 + (gx − gy)2 2(g0gx + gzgy)

2(g0gx + gzgy) (g0 − gz )2 + (gx + gy)2

)

= [
g2

0 + g2
x + g2

y + g2
z

]
1 + 2(g0gx + gzgy)σx + 2(g0gz − gxgy)σz, (D65)

with the given symmetric matrix

W =
(

W11 W12

W12 W22

)
= w01 + wxσx + wzσz, (D66)

which involves the coefficients

w0 = W11 + W22

2
, wx = W12, wz = W11 − W22

2
(D67)

leads to the following three quadratic equations for the three variables (g0, gx, gz ):

g2
0 + g2

x + g2
y + g2

z = w0, g0gx + gygz = wx

2
, −gygx + g0gz = wz

2
. (D68)

The last two equations can be used to write gx and gz in terms of g0,

gx = g0wx − gywz

2
(
g2

0 + g2
y

) , gz = g0wz + gywx

2
(
g2

0 + g2
y

) . (D69)

One can then plug the corresponding value for

g2
x + g2

z = [g0wx − gywz]2 + [g0wz + gywx]2

4
(
g2

0 + g2
y

)2 = w2
x + w2

z

4
(
g2

0 + g2
y

) (D70)

into the first Eq. (D68) to obtain the following closed equation for the remaining coefficient g0,

0 = (
g2

0 + g2
y

)+ w2
x + w2

z

4
(
g2

0 + g2
y

) − w0. (D71)

After multiplication by (g2
0 + g2

y), one obtains the following second-order equation for (g2
0 + g2

y):

0 = (
g2

0 + g2
y

)2 − w0
(
g2

0 + g2
y

)+ w2
x + w2

z

4
. (D72)

Using Eq. (D67), the discriminant is found to coincide with the determinant of the matrix W,

w2
0 − (

w2
x + w2

z

) = (W11 + W22)2 − (W11 − W22)2

4
− W 2

12 = W11W22 − W 2
12 = det(W), (D73)

while w0 = W11+W22
2 represents half the trace of the matrix W so that the two solutions of Eq. (D72) for g2

0 read

g2
0 + g2

y =
w0 ±

√
W11W22 − W 2

12

2
= w0 ± √

det(W)

2
=

tr(W)
2 ± √

det(W)

2
. (D74)

The absolute value of the determinant of �̊ is fixed by the condition Eq. (D59) that gives

det(W) = det(�̊T ) det(�̊) = (det(�̊))2, (D75)

but it is useful to compute the sign corresponding to the two solutions of Eq. (D74),

det(�̊) = (g2
0 + g2

y) − (g2
z + g2

x ) = w0 ± √
det(W)

2
− w2

0 − det(W)

2(w0 ± √
det(W))

= w0 ± √
det(W)

2
− w0 ∓ √

det(W)

2

= ±
√

det(W). (D76)

The two eigenvalues λ̊± for the matrix �̊ can be computed from their product and sum given by the trace and the determinant of
�̊, respectively,

λ̊+λ̊− = det(�̊) = ±
√

det(W), λ̊+ + λ̊− = tr(�̊) = 2g0. (D77)

As explained around Eq. (D62), we wish to choose the matrix �̊ whose two eigenvalues λ̊± have strictly positive real parts,

Re(λ̊±) > 0. (D78)
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So we choose the + solution for g2
0 in Eq. (D74) corresponding to the positive determinant det(�̊) = +√

det(W) in Eq. (D76),
and then we choose the positive square-root for g0 corresponding to the positive trace tr(�̊) = 2g0 > 0,

g0 =
√

tr(W)
2 + √

det(W)

2
− g2

y. (D79)

The two eigenvalues of �̊,

λ̊± = g0 ±
√

g2
0 −

√
det(W), (D80)

are in agreement with ω± found in Eq. (D32) via the Lagrangian perspective. Then one can compute the corresponding real
values of (gx, gz ) given by Eq. (D69),

gx = g0W12 − gy
W11−W22

2
tr(W)

2 ± √
det(W)

, gz = g0
W11−W22

2 + gyW12

tr(W)
2 ± √

det(W)
. (D81)

APPENDIX E: ORNSTEIN-UHLENBECK PROCESSES: DIAGONALIZATION OF
THE HAMILTONIAN Ĥ IN THE IRREVERSIBLE GAUGE

In this Appendix, the quantum Hamiltonian Ĥ in the irreversible gauge for Ornstein-Uhlenbeck processes discussed in
Sec. IV F 2 of the main text is diagonalized in terms of canonical creation and annihilation operators.

1. Rewriting the quantum Hamiltonian Ĥ in terms of canonical operators qα and q†
α

The commutation relations of Eq. (219) yields that it is useful to introduce the spectral decomposition of the real symmetric
matrix � involving its N real eigenvalues ϕα and the corresponding orthonormal eigenvectors |ϕα〉,

� =
N∑

α=1

ϕα|ϕα〉〈ϕα|. (E1)

The new annihilation and creation operators defined by the following linear combinations,

qα ≡ 1√
ϕα

N∑
n=1

〈ϕα|n〉Qn, q†
α ≡ 1√

ϕα

N∑
n=1

Q†
n〈n|ϕα〉, (E2)

inherit from Eq. (72) the vanishing commutators between two annihilation or two creation operators,

[qα, qβ ] = 0 = [q†
α, q†

β ]. (E3)

The commutators of Eq. (219) using Eq. (E1),

[Qn, Q†
m] = �nm =

N∑
α′=1

ϕα′ 〈n|ϕα′ 〉〈ϕα′ |m〉, (E4)

yield that the commutators between one new annihilation operator qα and one new creation operator q†
β ,

[qα, q†
β ] = 1√

ϕαϕβ

N∑
n=1

〈ϕα|n〉
N∑

m=1

〈m|ϕβ〉[Qn, Q†
m]

= 1√
ϕαϕβ

N∑
α′=1

ϕα′

(
N∑

n=1

〈ϕα|n〉〈n|ϕα′ 〉
)(

N∑
m=1

〈ϕα′ |m〉〈m|ϕβ〉
)

= 1√
ϕαϕβ

N∑
α′=1

ϕα′δα,α′δα′,β = δα,β, (E5)

are canonical.
Inverting the change of operators of Eq. (E2),

Qn =
N∑

α=1

〈n|ϕα〉√ϕαqα, Q†
n =

N∑
α=1

〈ϕα|n〉√ϕαq†
α, (E6)

one obtains that the reversible Hamiltonian of Eq. (218) reads

Ĥrev = 1

2

N∑
n=1

Q†
nQn = 1

2

N∑
α=1

√
ϕαq†

α

N∑
β=1

√
ϕβqβ

(
N∑

n=1

〈ϕα|n〉〈n|ϕβ〉
)

= 1

2

N∑
α=1

√
ϕαq†

α

N∑
β=1

√
ϕβqβδα,β =

N∑
α=1

q†
α

ϕα

2
qα, (E7)
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while the irreversible Hamiltonian of Eq. (217) becomes

Ĥirr =
∑

n

∑
m

	nmQ†
nQm =

N∑
α=1

√
ϕαq†

α

N∑
β=1

√
ϕβqβ

(∑
n

∑
m

〈ϕα|n〉	nm〈m|ϕβ〉
)

=
N∑

α=1

N∑
β=1

q†
α (

√
ϕα〈ϕα|�|ϕβ〉√ϕβ )qβ. (E8)

Using Eq. (207) and the inverse of Eq. (E1),

�−1 =
N∑

α=1

1

ϕα

|ϕα〉〈ϕα|, (E9)

the total Hamiltonian reads in terms of the new canonical operators

Ĥ = Ĥrev + Ĥirr =
N∑

α=1

N∑
β=1

q†
α

(√
ϕα〈ϕα|

(
1

2
1 + �

)
|ϕβ〉√ϕβ

)
qβ =

N∑
α=1

N∑
β=1

q†
α (

√
ϕα〈ϕα|(��−1)|ϕβ〉√ϕβ )qβ

=
N∑

α=1

N∑
β=1

q†
α

(
√

ϕα〈ϕα|�|ϕβ〉 1√
ϕβ

)
qβ. (E10)

2. Diagonalization of the quantum Hamiltonian Ĥ to construct its full spectrum

Plugging the spectral decomposition of � of Eq. (C1) into Eq. (E10),

Ĥ =
N∑

α=1

N∑
β=1

q†
α

(
√

ϕα〈ϕα|
(

N∑
α′=1

γα′ |γ R
α′ 〉〈γ L

α′ |
)

|ϕβ〉 1√
ϕβ

)
qβ

=
N∑

α′=1

γα′

(
N∑

α=1

q†
α

√
ϕα〈ϕα|γ R

α′ 〉
)⎛⎝ N∑

β=1

〈γ L
α′ |ϕβ〉 1√

ϕβ

qβ

⎞
⎠ ≡

N∑
α′=1

γα′r†
α′ lα′ , (E11)

suggests to introduce the following creation operators r†
α′ involving the right eigenvectors |γ R

α′ 〉 of �,

r†
α′ ≡

N∑
α=1

q†
α

√
ϕα

〈
ϕα

∣∣γ R
α′
〉
, (E12)

and the following annihilation operators lα′ involving the left eigenvectors 〈γ L
α′ | of �,

lα′ ≡
N∑

β=1

〈
γ L

α′
∣∣ϕβ

〉 1√
ϕβ

qβ. (E13)

Equation (E3) leads to the vanishing commutators between two annihilation or two creation operators,

[lα′ , lβ ′ ] = 0 = [r†
α′ , r†

β ′ ], (E14)

while the canonical commutators of Eq. (E5) lead to the commutators

[lα′ , r†
β ′ ] =

N∑
β=1

〈
γ L

α′
∣∣ϕβ

〉 1√
ϕβ

N∑
α=1

√
ϕα

〈
ϕα

∣∣γ R
β ′
〉
[qβ, q†

α] =
N∑

β=1

〈
γ L

α′
∣∣ϕβ

〉 1√
ϕβ

N∑
α=1

√
ϕα

〈
ϕα

∣∣γ R
β ′
〉
δα,β

=
N∑

α=1

〈
γ L

α′
∣∣ϕα

〉〈
ϕα

∣∣γ R
β ′
〉 = 〈

γ L
α′
∣∣γ R

β ′
〉 = δα′,β ′ . (E15)

As a consequence, the number operators

n̂α ≡ r†
αlα, (E16)

which appear in the Hamiltonian of Eq. (E11), commute

[n̂α, n̂β ] = 0 (E17)

and satisfy

[n̂α, r†
β] = r†

αlαr†
β − r†

βr†
αlα = r†

βδα,β . (E18)
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As discussed around Eq. (80), the right ground state r̂0(�x) = 〈�x|r̂0〉 of Eq. (78) of the Hamiltonian Ĥ for the energy E = 0 is
annihilated by all the annihilation operators Qn [Eq. (79)], so it is also annihilated by all the annihilation operators qα of Eq. (E2)
and by all the annihilation operators lα of Eq. (E13),

lα|r̂0〉 = 0. (E19)

The diagonalization of Eq. (E11) involving the commuting number operators n̂α ,

Ĥ =
N∑

α=1

γαr†
αlα =

N∑
α=1

γα n̂α, (E20)

allows us to construct the full spectrum via the application of creation operators on the ground state: the unnormalized state
parametrized by the N integers nα = 0, 1, ... for α = 1, .., N ,

∣∣r̂{n1,..,nα,...,nN }
〉 ≡ N∏

α=1

(r†
α )nα |r̂0〉, (E21)

is an eigenstate of the N commuting number operators n̂α with eigenvalues nα ,

n̂α

∣∣r̂{n1,..,nα,...,nN }
〉 = nα

∣∣r̂{n1,..,nα,...,nN }
〉
, (E22)

and is thus an eigenstate of the Hamiltonian Ĥ,

Ĥ
∣∣r̂{n1,..,nα,...,nN }

〉 = Ên1,..,nα,...

∣∣r̂{n1,..,nα,...,nN }
〉
, (E23)

of energy

Ên1,..,nα,... =
N∑

α=1

γαnα. (E24)

So the energy spectrum is simply given by linear combination involving the integer numbers nα of the eigenvalues γα of the
matrix �.
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