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Measurements of ion-electron energy-transfer cross section in high-energy-density plasmas
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We report on measurements of the ion-electron energy-transfer cross section utilizing low-velocity ion stop-
ping in high-energy-density plasmas at the OMEGA laser facility. These measurements utilize a technique that
leverages the close relationship between low-velocity ion stopping and ion-electron equilibration. Shock-driven
implosions of capsules filled with D 3He gas doped with a trace amount of argon are used to generate densities
and temperatures in ranges from 1 × 1023 to 2 × 1024 cm−3 and from 1.4 to 2.5 keV, respectively. The energy
loss of 1-MeV DD tritons and 3.7-MeV D 3He alphas that have velocities lower than the average velocity
of the thermal electrons is measured. The energy loss of these ions is used to determine the ion-electron
energy-transfer cross section, which is found to be in excellent agreement with quantum-mechanical calculations
in the first Born approximation. This result provides an experimental constraint on ion-electron energy transfer
in high-energy-density plasmas, which impacts the modeling of alpha heating in inertial confinement fusion
implosions, magnetic-field advection in stellar atmospheres, and energy balance in supernova shocks.
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Obtaining a fundamental understanding of ion-electron
energy transfer is an essential prerequisite for correctly de-
scribing the evolution of high-energy-density (HED) and
inertial confinement fusion (ICF) plasmas. This is especially
important in scenarios where ions and electrons are differ-
entially heated and the ion-electron collision frequency is on
the order of the plasma-evolution timescale. Scenarios where
ion-electron collisions play an important role are shock waves
where ion-electron collisions dictate the plasma profiles [1],
laser ablation where electron heating is driven by inverse
bremsstrahlung [2], magnetic-field advection where fields are
reorganized by the Nernst effect [3], alpha heating in ICF
implosions where ion-electron collisions mediate the nuclear-
burn wave [4–6], the core collapse of supernovae where
ion-electron collisions impact the magnetic Raleigh-Taylor
instability [7], and shocks in supernova remnants [8–10]. To
understand the dynamics of these plasmas, models and the-
ories of ion-electron collisions must be accurate over a wide
range of plasma conditions. While extensive theoretical work
has been done to describe ion-electron collisions [11–32],
there is a paucity of experimental methodologies to test these
theories. The lack of data prevents model validation and in-
creases the level of uncertainty in simulations of HED plasmas
[33]. We are aware of two experiments that have made an
attempt to study ion-electron energy transfer at high density
(greater than 1023 cm−3) and temperature (greater than 1 keV)

in implosions [34,35]. However, the implosion dynamics [34],
three-dimensional asymmetries [36], and thermal gradients
[37] severely complicated their interpretation of the time-
integrated results.

In this Letter, we report on precision measurements of the
ion-electron energy-transfer cross section in HED plasmas
using a measurement technique that avoids the complications
in previous work. Our experimental methodology utilizes the
stopping power of nearly monoenergetic ions below the Bragg
peak for the determination of the Coulomb logarithm (pro-
portional to the ion-electron energy-transfer cross section)
for electron densities ne and temperatures Te in the ranges
from 1 × 1023 to 2 × 1024 cm−3 and from 1.4 to 2.5 keV,
respectively.

Ion-electron equilibration depends on the ion-electron
energy-transfer cross section of thermal ions scattering off
thermal electrons, while the ion stopping power depends on
the momentum-transfer cross section of arbitrarily fast ions
interacting with the thermal electrons. When the velocity of
the projectile ions (Vi) is lower than the average velocity of the
thermal electrons (VTe), i.e., Vi < VTe, the cross sections for
energy and momentum transfer are trivially related. In fact, it
has been shown previously [14,16,17,28,38] that for Vi < VTe

the ion stopping is expressed as

dE

dx
= −ν

p
iemiVi(x), (1)
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TABLE I. Experimental implosion parameters and key plasma conditions for inferring an experimental Coulomb logarithm ln�expt.

Fill Laser [70] Bang times [64] (ps) Yields [65] Temperature (keV) 〈ne〉 [68] 〈neL〉 [68] �Ei/Z2
i (MeV) [66]

Shot D2/
3He/Ar (atm) (kJ) DD D 3He X ray DD D 3He 〈Ti〉 [67] 〈Te〉 [68] (×1023 cm−3) (×1021 cm−2) DD triton [69] D 3He-α ln�expt

78608 5.0/11.3/0.10 7.4 1190 1220 2.0 × 109 1.4 × 109 5.9 ± 0.3 1.4 ± 0.1 21 ± 4.2 5.0 ± 1.0 0.28 0.47 2.9 ± 0.8

78609 5.0/11.7/0.11 7.2 1217 1240 1.6 × 109 1.1 × 109 5.6 ± 0.3 1.4 ± 0.1 21 ± 4.2 5.0 ± 1.0 0.35 0.51 3.4 ± 1.1

78611 5.0/11.3/0.10 6.4 1327 1360 5.4 × 108 6.3 × 108 4.8 ± 0.3 1.6 ± 0.2 11 ± 4.5 4.5 ± 0.9 0.42 4.1 ± 1.1

78612 5.0/11.5/0.12 6.1 1309 1334 6.2 × 108 5.2 × 108 5.0 ± 0.3 1.6 ± 0.2 11 ± 4.5 4.5 ± 0.9 0.42 4.0 ± 1.1

75694 3.0/6.8/0.15 12.0 1065 1100 1140 1.5 × 1010 1.1 × 1010 8.8 ± 0.3 2.8 ± 0.3 6.6 ± 1.0 4.1 ± 0.4 0.19 0.28 5.8 ± 1.4

75695 3.0/6.7/0.14 9.9 1095 1163 1215 1.1 × 1010 5.9 × 109 7.8 ± 0.3 2.3 ± 0.2 4.6 ± 0.7 4.5 ± 0.5 0.30 0.41 5.1 ± 1.5

75698 3.0/6.0/0.14 9.9 1110 1173 1220 1.1 × 1010 5.3 × 109 7.6 ± 0.3 2.1 ± 0.2 4.8 ± 0.7 4.3 ± 0.4 0.25 0.41 5.3 ± 1.4

75699 3.0/6.7/0.12 8.1 1195 1254 1292 7.3 × 109 2.3 × 109 6.6 ± 0.3 1.9 ± 0.2 3.9 ± 0.6 3.9 ± 0.4 0.28 0.41 5.4 ± 1.5

75700 3.0/6.7/0.12 8.0 1185 1258 1300 6.6 × 109 2.1 × 109 7.0 ± 0.3 1.9 ± 0.2 3.8 ± 0.6 4.2 ± 0.4 0.24 0.34 4.4 ± 1.2

75701 3.0/6.5/0.15 6.6 1330 1360 1430 2.7 × 109 3.2 × 108 4.6 ± 0.3 1.8 ± 0.2 5.1 ± 0.8 3.2 ± 0.3 0.34 0.45 4.2 ± 1.2

75702 3.0/7.1/0.14 6.3 1350 1398 1525 2.4 × 109 2.7 × 108 4.5 ± 0.3 1.4 ± 0.2 3.8 ± 0.8 5.2 ± 0.3 0.27 0.40 3.9 ± 1.1

where mi is the mass of the ion and ν
p
ie is the momentum-

transfer frequency given by

ν
p
ie = 4π

3

√
2

π

√
me

m2
i

Z2
i e4 ne

T 3/2
e

ln� (2)

for a weakly coupled and nondegenerate plasma (CGS units).
Here ln� is the Coulomb logarithm, me is the electron mass,
and Zi is the ion charge. Similarly, the temperature relaxation
can be expressed as

dTi

dt
= −νE

ie (Ti − Te), (3)

where Ti is the ion temperature and νE
ie is the energy-transfer

frequency. The energy- and momentum-transfer frequencies
are related as νE

ie = 2ν
p
ie.

A tracer particle moving with Vi < VTe loses energy by an
amount [62]

�Ei = miVi
〈
ν

p
ie

〉 − 1
2 mi

〈
ν

p
ie

〉2
, (4)

where 〈ν p
ie〉 = ∫

ν
p
iedx is the path-integrated collision fre-

quency. Thus, the energy-transfer cross section (or ln�)
governing both the low-velocity stopping power and the
ion-electron equilibration process is determined from mea-
surements of �Ei, ne, and Te.

The connection between ion stopping power and ion-
electron equilibration has been exploited theoretically. First,
the T -matrix formalism for calculating the collision term in
the treatment of stopping power by Gericke et al. [39] was
borrowed to calculate temperature relaxation [14]. Second,
Bernstein et al. [40] utilized this connection to investigate the
effects of strong coupling on temperature relaxation through
MD simulations. This work is an experimental effort to utilize
this connection.

The classical description of ion-electron energy transfer
was first described by Landau [11] and Spitzer [12]. In
the Landau-Spitzer (LS) formalism, a Coulomb logarithm is
included to regularize the integration of the ion-electron dif-
ferential cross section for elastic scattering, which diverges
due to improper treatment of the Coulomb potential. The
Coulomb logarithm for a classical plasma is ln(CclλDe/λL ),
where λDe =

√
Te/4πnee2 is the Debye length, λL = Zie2/Te

is the Landau length, and Ccl is a correction factor derived

from the weak-scattering approximation [22]. On the ba-
sis of calculations and simulations, Ccl = 0.765 for classical
plasmas [16,18,41]. This expression captures the screening
physics for large impact parameters and local field correc-
tions at the classical distance of closest approach. The LS
theory breaks down because quantum diffraction, electron
degeneracy, and strong coupling are not considered. In recent
years, various theories and computational tools have been
developed to address the impact of quantum effects. The
Gericke-Murillo-Schlanges (GMS) theory [14] was derived
by using a quantum Boltzmann collision operator combined
with a T -matrix calculation of the differential cross sec-
tion for elastic scattering. This theory, which is widely used in
radiation-hydrodynamics codes for modeling of ICF and HED
plasmas, captures strong coupling and quantum-diffraction
effects in the scattering process, but neglects aspects of the
dynamical screening of the ion-electron interaction. This pa-
per uses the GMS6 result, which is a fit to the full T -matrix
result and is the sixth entry in Table I of Ref. [14]. The
quantum Lenard-Balescu formalism (QLB) was developed
for weakly coupled plasmas to treat ion-electron interactions
with a linear-response formalism [15,22,25,26,28,31]. The
QLB theory includes dynamical screening through a wave-
vector- and frequency-dependent dielectric function evaluated
in the random-phase approximation (RPA) and considers
Pauli blocking and quantum diffraction [23]. This theory
has an analytic expression for calculating the ion-electron
energy-transfer cross section derived in Ref. [31]. The quan-
tum Landau–Fokker-Planck (QFP) theory [28] is the QLB
result but ignores dynamic screening in the RPA dielectric
response function. Brown et al. used dimensional continuation
to regularize the divergence in the integral of the ion-electron
energy-transfer cross section [16,17]. This theory includes
the modeling of quantum diffraction and electron degeneracy.
Finally, an analytical expression for the ion-electron cross
section was computed using the first Born approximation to
calculate the scattering amplitudes of electrons interacting
with a Debye screened potential [42]. All five theories have
been implemented in various hydrodynamics codes to simu-
late HED plasmas [43,44].

Central to this discussion is that the GMS, QLB,
QFP, and Brown-Preston-Singleton (BPS) theories differ
in the computation of the ion-electron Coulomb logarithm
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FIG. 1. Parameter C as a function of � for the QLB (red dash-
dotted line), QFP (red solid line), BPS (blue dotted line), and GMS6
(gray dashed line) theories evaluated at the Te = 2 keV and Zi = 1.
Also shown is C computed in the first Born approximation (black
solid line). As discussed in the text, this work probes � = 20–100,
where C is insensitive to the plasma conditions and thus has a very
weak dependence on Zi. The blue box represents the constraints on C
obtained from measurements detailed in this work. Evaluations of the
Coulomb logarithm for each theory are found in the Supplemental
Material [45].

(ion-electron energy-transfer cross section). Figure 1 illus-
trates the differences by fitting each theory to the form of
ln� as ln(CλDe/λQ), where λQ =

√
h̄2/8meTe is proportional

to the de Broglie wavelength and C is a correction factor.
Figure 1 displays C as a function of the degeneracy parameter
�, which is the ratio of Te to the Fermi energy. For the various
theories, C is independent of plasma conditions at the condi-
tions relevant to this work, with the GMS theory predicting
C = 0.7 and the QLB and QFP theories predicting 0.45. Also
shown in Fig. 1 is the line C = 0.45, which is predicted by
the first Born approximation (black solid line) [42]. The BPS
theory has a weak dependence on the electron temperature Te.

The QLB, QFP, and BPS theories asymptote to the first Born
approximation at high � and Te.

This work utilized the established methodology for pre-
cision ion stopping power measurements [46,47] at the
OMEGA laser facility [48]. Thin-shell glass capsules filled
with D 3He and trace amounts of argon gas were imploded.
The capsule initial conditions and the laser parameters are
summarized in Table I. The laser intensity on the capsule was
kept below the two-plasmon-decay threshold to avoid capsule
charging that would affect these measurements [51,52]. As the
laser ablates the glass shell, it drives a strong shock through
the D 3He gas, which rebounds at the center of the implosion
causing DD and D 3He fusion reactions. These reactions gen-
erate 1-MeV DD tritons, 3.7-MeV D 3He alphas, 3.0-MeV
DD protons, and 14.7-MeV D 3He protons. As the velocity
of the DD tritons (approximately 5 × 106 m/s) and D 3He
alpha (approximately 9 × 106 m/s) are below VTe (approxi-
mately 1.8 × 107 m/s at Te = 2 keV) in these experiments,
these low-velocity ions were used to probe the ion-electron
energy-transfer cross section. Four measurements essential
to this effort were (i) measurements of the DD and D 3He
fusion-product spectra, (ii) measurements of the DD and
D 3He reaction histories, and measurements of (iii) Te(r, t )
and (iv) ne(r, t ). The fusion-product spectra were measured
with the charged particle spectrometers [53]. The energy loss
�E of each fusion product was determined by subtracting
the measured mean energy from the birth energy predicted by
Ballabio et al. [54] using the measured average ion tempera-
ture 〈Ti〉 shown in Table I. An example of measured DD-triton
and D 3He-alpha spectra and associated �E are shown in
Figs. 2(a) and 2(b). The measured �Ei/Z2

i for the DD triton
and D 3He alpha are given in Table I.

The DD and D 3He reaction histories were measured
simultaneously with the particle x-ray temporal diagnostic
(PXTD) [49] and an example of resulting data is show in
Fig. 2(c). There is a systematic timing difference between
the DD and D 3He reaction histories for all shots presented
in this paper, indicating that the DD-triton and D 3He-alpha
sample different plasma conditions. These data together with
simulations are used to account for the effect of evolving
plasma conditions that have an impact on the measured �E ,
as previously noted by Frenje et al. [47]. The DD and D 3He

FIG. 2. Example of measured (a) DD-triton and (b) D 3He-alpha spectra (shot 78 609). The birth energy and �E are indicated.
(c) Measured DD and D 3He nuclear-reaction histories.
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FIG. 3. Example of measured (data points) and hydrosimulated (dash-dotted line) plasma conditions for shot 78 609 for (a) ne(t ) and Te(t )
and (b) Te(r) and ne(r). Hydrosimulated plasma conditions were scaled with a constant multiplier.

emission profiles were imaged using the particle core imaging
system (PCIS)[55].

Argon He-β, Ly-β, and Ly-γ line emissions were mea-
sured using a time-resolving x-ray spectrometer to infer ne(t )
and Te(t ) [56,57]. Example data are shown in Fig. 3(a). These
data clearly demonstrate that ne increases about 20% from
peak D 3He emission to peak DD emission, information that
is necessary when correcting the measured �E of the D 3He
alpha.

Absolute ne(r) and Te(r) profiles were diagnosed with
the multimonochromatic imager through measurements of
the spatial distribution of argon line emission [58]. Example
profiles are shown in Fig. 3(b). These profiles, which were
integrated over a time gate of 100 ps during the x-ray emission
period, were used to scale the magnitude of the HYADES [59]
simulated profiles. The comparison between the measured and
simulated profiles for shot 78 609 is also shown in Fig. 3(b).

A one-dimensional code was developed and used to
transport the DD triton and D 3He alpha through the well-
characterized evolving density and temperature profiles. In the
code, the source characteristics of these two fusion products
were determined from the PCIS and PXTD data. At each step
(in time and space) the fusion products felt the local friction
computed from the Maynard-Deutsch stopping power model
[60,61]. The fractional energy lost was also computed and
was used to compute the dE/dx-weighted plasma conditions
〈Te〉, 〈ne〉, and 〈neL〉 at each step (for more information see the
Supplemental Material [45]). These parameters are presented
in Table I for every shot. The quantities represent the average
conditions that particles probe accounting for the evolving
plasma conditions.

The 〈Te〉 and 〈ne〉 values were used to generate BPS-
predicted �Ei/Z2

i curves versus Vi/VTe that are contrasted to
the measured data for all four fusion products shown in Fig. 4.
The comparison clearly indicates that the BPS theory does
an excellent job describing the measured energy loss,[63] as
already demonstrated in Ref. [47]. Figure 4 also displays the
linear-drag model computed from Eq. (2) (dashed line). The
measured �Ei of the DD triton and D 3He alpha were used
to determine ln�expt from the linear drag model [Eqs. (2) and
(4)]. This was done for every shot shown in Table I. Since C

is expected to be constant at these plasma conditions, C is fit
to all measurements of ln�expt, where 〈ne〉 and 〈Te〉 were used
to calculate λDe and λQ. The result is shown in Fig. 5. The
best fit yields C = 0.43 ± 0.12, which minimizes ln�expt −
ln(CλDe/λQ). This result is consistent with the QLB, QFP, and
BPS predictions, indicating that the small-angle scattering is
well described by the first Born approximation of the elastic
scattering cross section. The measurements are inconsistent
with the GMS6 model, which is a fit to T -matrix calculations
over a wide parameter space. Subsequently, our data imply
that the fitted formulas for the T -matrix results should be
revisited for accuracy.

FIG. 4. Example of measured �E (normalized by Z2
i ) versus

ion velocity Vi, normalized by electron thermal velocity VTe (shot
78 209). The black solid curve is the energy loss predicted by the
BPS theory for the plasma conditions given in Table I. The black
dashed line represents the energy loss determined from the linear
drag model when Vi < VTe [see Eq. (4)].
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FIG. 5. Coulomb logarithm ln(CλDe/λQ ) versus measured
ln�expt. The measurements of 〈ne〉 and 〈Te〉 were used to calculate
λDe and λQ. The value of C, which minimizes ln�expt − ln(CλDe/λQ ),
was determined to be 0.43 ± 0.12.

In summary, high-precision measurements of ion-electron
energy-transfer cross section in a weakly coupled and non-
degenerate HED plasma were conducted using a technique
based on low-velocity ion stopping power measurements.

The measurements determined the Coulomb logarithm and
showed that ion-electron energy transfer in this regime is
well described by QLB, QFP, or BPS theories. The applica-
bility of these theories extends further than the scope of the
measurements, as they are expected to be accurate for nonde-
generate (� � 1), weakly coupled (� � 0.1) plasmas where
λL/λQ � 1. Our results are relevant to the energy balance in
ICF hot spots (ne ∼ 1024–1026 cm−3 and Te ∼ 3–5 keV) and
laser ablation (ne < 1021 cm−3 and Te ∼ 1–3 keV), as well as
astrophysical systems such as supernova shocks (ne < 1 cm−3

and Te > 0.1 keV). Simulations that model plasmas in these
regimes should implement the ion-electron energy-transfer
cross section of the QLB, QFP, or BPS theory to provide
the most accurate ion-electron energy transport. In future
experiments, the low-velocity ion stopping technique should
be leveraged to probe ion-electron energy exchange in more
degenerate and strongly coupled plasmas where the QLB,
QFP, and BPS models begin to disagree, as shown in Fig. 1.
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