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First-passage time for the g-subdiffusion process of vanishing particles
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Subdiffusion equation and molecule survival equation, both with Caputo fractional time derivatives with
respect to other functions g; and g,, respectively, are used to describe diffusion of a molecule that can disappear at
any time with a constant probability. The process can be interpreted as an “ordinary” subdiffusion and “ordinary”
molecule survival process in which timescales are changed by the functions g, and g,. We derive the first-passage
time distribution for the process. The mutual influence of subdiffusion and molecule-vanishing processes can be
included in the model when the functions g; and g, are related to each other. As an example, we consider the
processes in which subdiffusion and molecule survival are highly related, which corresponds to the case of
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Introduction. In media where diffusion of molecules is very
hindered, subdiffusion can occur. When modeling the subdif-
fusion process, it is usually assumed that the mean waiting
time for a molecule to jump is infinite. The distribution of this
time ¢ has a heavy tail, Y(r) ~ l/r"‘“, where o € (0, 1) is
a subdiffusion parameter [1-3]. In a homogeneous medium,
where the structure does not change with time, subdiffusion
can be described by an “ordinary” subdiffusion equation with
the “ordinary” fractional Caputo time derivative of the order
o; see Eq. (2), presented later. A changing timescale may
cause subdiffusion to be accelerated or delayed. An exam-
ple is the subordinate method, in which a stochastic process
changing this scale is involved [4—7]. Recently a subdiffusion
equation with a fractional time Caputo derivative with respect
to another function g (g—subdiffusion equation) has been pro-
posed [8—10]. The deterministic function g rescales the time
variable in the “ordinary” subdiffusion model. For example,
the waiting time for the molecule to jump in the g subdiffusion
r{lodel is described by the ¢ distribution, which is related to
T as (1) = ¥ (g(r) [10].

We study the subdiffusion of a molecule that can be
eliminated at any moment from further diffusion, and the
molecule can be retained permanently or decayed; we treat
both processes as “vanishing” of the molecule. We assume
that the probability density of a molecule disappearing does
not depend on a molecule position. Molecule elimination and
diffusion processes can be related to each other. An exam-
ple is diffusion of an antibiotic through a bacterial biofilm.
Bacteria have different defense mechanisms against the action
of the antibiotic; see Refs. [11,12] and the references cited
in [13,14]. One of them is biofilm compaction, which makes
it difficult for antibiotic molecules to diffuse and even stops
them. The permanent arrest of the molecule can be treated
as its “disappearance,”’ because it is eliminated from further
diffusion. Since the antibiotic mainly attacks rapidly growing
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bacteria, another defense mechanism is to temporarily stop
the bacteria from multiplying. This mechanism even facili-
tates diffusion of the antibiotic through the biofilm. Another
example is subdiffusion of antibiotic molecules in a medium
having a “plum pudding” structure. This process can occur
when a person infected with cystic fibrosis is also infected
with Pseudomonas aeruginosa bacteria [14]. The “pudding”
represents the cystic fibrosis mucus, and the “plums” represent
the Pseudomonas aeruginosa biofilm. The purpose of the an-
tibiotic is to kill the Pseudomonas aeruginosa bacteria whose
defense mechanisms can destroy the antibiotic molecules. In
this case, slowing subdiffusion in the “pudding” may increase
the chance of avoiding the decay of the antibiotic molecules.
These examples show that the processes of diffusion and
decay of molecules can be related to each other. Slowing
down molecule diffusion can cause an increase as well as a
decrease of their disappearance probability. Thus, relations
between diffusion and processes that lead to a molecule’s
disappearance may be unique to a given process. Later we
will pay attention to the process in which subdiffusion and the
molecule survival are highly related, and transport properties
of a medium change periodically. Below we mention a few
processes that motivate the involvement of periodic functions
in the model. The oscillating changes in the structure of the
biofilm may be caused by the interdependence between the
outer and inner cells. Outer cells can periodically change
the availability of nutrients to the inner cells. Such periodic
changes of biofilm structure increase the effectiveness of the
biofilm defense against the action of the antibiotic [15]. Me-
chanical oscillations during the ultrasonication, which lead to
periodic changes in the biofilm structure, can partially destroy
the basic structure of biofilm and increase diffusion of antibi-
otics into the deeper layer of biofilm [16]. Subinhibitory levels
of antibiotics can alter the structure of the biofilm, leading
to an increase and then a decrease in the mass of biofilm,
which may be followed by an increase in the mass [17]. Such
a process can be interpreted as periodic with a time-dependent
period.
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We consider the following problem. A molecule is located
at point xy at the initial time # = 0 in a one-dimensional
homogeneous system. We find the probability distribution of
time that a molecule reaches the point xj, for the first time.
This problem is potentially of great importance in modeling
the transport of antibiotics in bacterial biofilms, and of an
epidemic spreading when the arrival of an infected individual
to some point may create a new source for the spread of the
epidemic.

Model. We assume that the disappearance of a molecule
is independent of its position. Let P(x, t|xy) be a probability
density (Green’s function) that the molecule is at the point x at
time t when particle decay would be “turned off,” where xy is
the initial molecule position, and let p(¢) be a probability that
the molecule still exists at time ¢. Then the Green’s function
P, for the vanishing molecule reads

Pp(x, t|x0) = p(t)P(x, t]x0). (D

We also assume that in some initial time interval a diffusion
process is “ordinary” subdiffusion and the molecule-vanishing
process is described by the “ordinary” decay equation. The
“ordinary” subdiffusion is described by the following equa-
tion:

CoeP(x, t)xo) 2P (x, t|xo)
=D
ot 0x?2

where €9%f(t)/dt* = fot(t —u) " f'(u)du/T(1 — ) is the
“ordinary” Caputo fractional derivative, 0 <« < 1, f'(t) =
df(t)/dt, and D is a subdiffusion coefficient given in units of
m2/s%.

A frequently used equation to describe the disappearance
of a molecule is d¢(¢)/dt = —A¢(t), where ¢ is a probability
density that molecule decays at time ¢ and A is a decay rate.
The solution to this equation reads ¢(z) = Ae~*. The prob-
ability that the molecule still exists at time ¢ is p(f) =1 —
f(; ¢(u)du = e~ . This function fulfils the molecule survival
equation (MSE) dp(t)/dt = —Ap(t), with the initial condi-
tion p(0) = 1. However, if the function p has a heavy tail,
p(t) ~ 1/t# with B € (0, 1) when t — oo, the MSE involves
“ordinary” fractional Caputo derivative of the order 8,

CdPp(r)
dt#

and the unit of A is 1/s”.

We assume that at some initial stage the process is de-
scribed by Egs. (2) and (3). In the further course of the
process, subdiffusion and the molecule-vanishing process
may change due to the influence of external factors and/or
due to the interaction of the processes. In order to describe
the processes in the whole time domain, we assume that
they are described by equations in which “ordinary” Ca-
puto derivatives are replaced by g-Caputo derivatives, see
Eq. (4) presented below. However, for short time the new
equations should take the form of Egs. (2) and (3).

The g-Caputo fractional derivative Cd;‘ f(t)/dt* of the or-
der o with respect another function g is defined for0 < o < 1
as [18-20]

Cdif@)
dre Tl

) 2)

= —Ap(1), 3)

1 t
/[g(l)—g(u)]_af/(u)d% 4
—a) Jo

where f'(t) = df (t)/dt, the function g fulfils the conditions
g(0) =0, g(oo) =00, and g (t) > 0 for t > 0. The values
of function g are given in a time unit. When g(¢) = ¢, the
g-Caputo fractional derivative takes the form of the “ordinary”
Caputo derivative. For o = 1, the g-Caputo derivative takes
the form of the Riemann-Stieltjes derivative Cdg}f (t)/dt* =
= f@0)/g @).

We involve the g-Caputo fractional time derivative in both
the subdiffusion equation and the molecular survival equation.
We assume that g subdiffusion is controlled by a function g,
and the g-molecule survival process by a function g;:

P tlxo) 8PP 1)
ore ax?

€d? p(r)
P
Lo = <o) (©)

0 < «, B < 1. As we have assumed, Egs. (5) and (6) describe
the process over the entire time domain, but in the short
time these equations take the form of Egs. (2) and (3), re-
spectively. The latter condition is fulfilled if g;(t) — ¢ when
t — 0. We assume that g;(¢) = + &;(¢) with & satisfying
&(@)— 0 when t — 0, i = 1, 2. The functions g; and g;
satisfy the general conditions g;(0) = g2(0) =0, g(c0) =
g2(00) = 00, and g (1), g2(t), &, (t), g&5(t) > 0, fort > 0.

Solutions to Egs. (5) and (6). The Green’s function P is a
solution to Eq. (5) for the initial condition P(x, O|xp) = 8(x —
Xo0), where § is the delta-Dirac function, and for the boundary
conditions P(#£o0, t|xy) = 0,

) )

Pl t]xo) = ——f ( (0; M) ™
L txo) = Wi “1ta/2.a2| 1(); D)

where

1 & 1 a\*
ia) = —— _ ), 8
fv,u(Z a) 71+ kZ:; K'\T(—v — Mk)( Z”) (8)
a, > 0, see [10,21]. The solution to Eq. (6) for the initial
condition p(0) = 1is

p(t) = Eg(—2g5 (1)), )

where Eg(z) = Z;’ia Z"/T(Bn+ 1) is the Mittag-Leffler
function, 0 < 8 < 1; see Supplemental Material [22]. We
note that for 8 = 1 we have p(t) = e ™% From Egs. (1),
(7), and (9) we get

Ey (-2 (1)

Py(x, tlx0) = ——=—

2D

X fotsarrars (gl(r); o "0'). (10)
’ VD

First passage time. The process of molecule vanishing is

independent of its position. We assume that the correlation

of the functions g; and g, if any, is not local and does not

depend on the variable x. Let the system consist of two parts,

M, and M,, separated by a point xy;, M| = (—00, x3y) and

M, = (xp7, 00). At the initial moment r = O the molecule is
at the point x( located in region M.

The probability that the molecule leaves the region M| =

(—o00, xy) first in the time interval (¢, + At), where At is
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assumed to be small, is F(¢; xg, xp )At = p(t)[R(t;x0, Xp1) —
R(t + At;x0,xp)]. R is a probability that the molecule
did not leave the M; region by time ¢, R(t;xo,xy) =
ff”;o Pps(x, t|x0)dx, where Pupg(x, t|xo) is the probability of
finding the molecule in the region M, in a system with a fully
absorbing wall located at x); [23]. The commonly used bound-
ary condition at the absorbing wall is P,;s(xp, t|x9) = 0. The
Green’s function for a system with a fully absorbing wall
can be found by means of the method of images, which for
X, Xo < Xpr gives Pyys(x, tlxg) = P(x, t|xo) — P(x, t|2xy — Xo)
[24,25]. After calculations we get

R(t;x0, xp) = 1 —fl,a/2<gl(l); XM\/_BX())- (11)

Taking the limit of At — 0, we obtain
dR(t;x0, Xpm)

I (12)

F(t;x0, xp1) = —p(2)
Egs. (8), (11), and (12) provide
F(t3x0,3n) = &, (DEs( = Agh (1))

X fo.a/2 (gl(l); XM—\/_BXO) (13)

For t < 0 we put F(¢;x0, xp) = 0.
The probability Q(z; xp, xp7) that the molecule has passed
the point x,, until time ¢ is calculated by means of the formula

O(t; x0, xp) = / F (u; x0, xp1)du. (14)
0

The function Q will be calculated numerically. Another
function describing spreading of vanishing molecules is the
mean-square displacement of a particle og(t) = ffooo(x -
%)?P(x, t|xy)dx, where % is a mean value of x. For the Green’s
function Eq. (10) we get

2 1) (15)
Td+a)ot

When g(t) =t and p(¢t) = 1, the function U§=1(f) ~ 1% is
frequently used to define a kind of diffusion; subdiffusion is
when 0 < o < 1, normal diffusion is for « = 1, and superdif-
fusion for o > 1.

Examples. As examples we consider the case of fully cor-
related subdiffusion and molecule-vanishing processes. We
assume that g;(¢) = g»(¢) = g(¢) and that the function §;
depends on a periodic function. As g we consider the fol-
lowing functions: go(t) =t, ga(t) = t[1 + asin(@(t )t + ¢)],
gp(t) =t + al(wt)(wt — sinwt)) + (1 — cosRwt))]/2, and
gc(t) =t + a(sin(wt + ¢) — sin(¢)), where a and w are pos-
itive parameters. Since g(¢), g'(t) > 0 we assume a < 1 in the
cases of A and B, and a < 1, aw < 1 in the case of C. In the
case of A the function @ depends on ¢, and for the numerical
calculations we put @(t) = t /(1o + t), where 1 is a parameter
given in a time unit.

Figure 1 shows the plots of the first-passage time distribu-
tion Eq. (13). In Fig. 2 there is presented the time evolution
of the probability that the molecule will reach the region M,
by time ¢, which means that it has passed the point x;; at
least once. The function Q has been numerically calculated
from Eq. (14). Examples of the functions 03 Eq. (15) and p

o) (1) = p(ga(1))
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FIG. 1. Time evolution of the first-passage time distribution for
g subdiffusion with molecule-vanishing processes controlled by the
functions g;(¢) = g,(¢t) = g(t), where g = go (symbol O in the leg-
end), g = g4 (symbol A), g = gp (symbol B), and g = g¢ (symbol
C). The parameters are« = 0.6, 8 =0.5,A =0.01, 0 =1.5,¢ =0,
a=04,x =0, and xy, = 10, & = 1.5¢/(1 +¢) for gg, 1o = 1; all
quantities are given in arbitrarily chosen units.

Eq. (9) are shown in Figs. 3 and 4. All plots are made for the
parameters given in the Fig. 1 caption.

The function gy does not change the timescale. In the cases
A, B, and C, the timescale is changed and periodic functions
are involved in the function g. In the case of A, g4 contains
sin(&(t)), and the period of this function decreases with time
and goes to zero when ¢ — o0o. For the parameters given in the
caption of Fig. 1, g4 does not generate noticeable oscillating
effects, see Figs. 1-4. For processes B and C oscillation effects
are observed in the figures. In process B, the amplitude of

Q(t;0,10)

t

FIG. 2. Time evolution of the probability Q that a molecule has
passed the point x,, until time ¢, Eq. (14). The oscillation effect
for cases B and C is weaker here than for the first-passage time
distributions presented in Fig. 1.
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FIG. 3. The plots of the time evolution of mean-square displace-
ment 05, Eq. (15), for p(z) = 1 (filled symbols) and for p(¢) varying
in time (open symbols) are compared. Lines with filled symbols
describe diffusion when particle vanishing is “turned oft,” and lines
with open symbols correspond to diffusion of vanishing particles; in
both cases the parameters o and D are the same. We consider the case
of a full correlation of diffusion and molecule vanishing; therefore
the oscillations of both functions B are consistent.

timescale oscillations increases with time and is proportional
to ¢. The change in the timescale is relatively large; the rate of
change is described by the function gi(r) = 1 + atsin®(wt),
which results in gg ~ 2 in the long time limit. Thus, as-
suming o > 0.5, the oscillation effect is superimposed here on
the superdiffusion effect. In the case of C, the amplitudes of
oscillations are constant, and the oscillation effect decreases
with time. Here we have opz (t) ~ t* when t — o0, and there
is the “ordinary” subdiffusion effect in the long time limit.

Final remarks. Subdiffusion and a molecule-vanishing pro-
cess are described by Egs. (5) and (6). In general, by involving
g-Caputo fractional time derivatives in a model instead of
“ordinary” Caputo derivatives, we can describe changes of
the course of the processes caused by external factors (e.g.,
temperature change causing the temporal evolution of param-
eters) and by the influence of different processes on each
other. It has already been shown that the g-subdiffusion equa-
tion describes subdiffusion with a change of parameters o and
D [8] and a transition from “ordinary” subdiffusion to slow
subdiffusion (ultraslow diffusion) [9]. In this paper we use the
equations with g-Caputo fractional derivatives to model the
subdiffusion and molecule-vanishing processes, which can be
related to each other.
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FIG. 4. Time evolution of the probability p(¢), see Eq. (9), that
a particle still exists. Unlike in the other functions, the oscillation
amplitude of the gp function increases with time, and thus the prob-
ability p decreases fastest for function B.

We have assumed the molecule vanishing has a constant
rate A and does not depend on the molecule position. This
process can be interpreted as a subdiffusion with A — @
reaction. In [26] it was shown that the form of a subdiffusion-
reaction equation depends on whether a diffusing molecule
A can decay with a probability independent of its position or
whether it must meet a B molecule, with a certain probability,
for a reaction to occur. Subdiffusion-reaction equations are
qualitatively different in both cases [26,27]. If the function
o also depended on the variable x, then the process could
be described by the following g-subdiffusion-reaction equa-
tion with a reaction nA +mB — () (n and m are positive
parameters):

Cagl P,(x, t|xo) _ D82Pp(x, t)x0)
oY 0x2
- :(vacA(-xvt)7 CB('x’t))7 (16)

—

where P, describes the subdiffusion of the A molecule, E is
a reaction term which can be controlled by both functions
g1 and g», and C4, Cp denote concentrations of A and B
molecules, respectively. We note that if n # 1, a probability
of the reaction depends on the concentration C4. The reac-
tion term may be nonlinear, and the analysis of a general
g-subdiffusion-reaction equation will be presented elsewhere.
G subdiffusion with an A — ¢ reaction can be described by
the subdiffusion equation and the molecule survival equa-
tion using the model presented in this paper.
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