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Dynamical susceptibilities near ideal glass transitions
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Building on the recently derived inhomogeneous mode-coupling theory, we extend the generalized mode-
coupling theory of supercooled liquids to inhomogeneous environments. This provides a first-principles-based,
systematic, and rigorous way of deriving high-point dynamical susceptibilities from variations of the many-body
dynamic structure factors with respect to their conjugate field. This framework allows for a fully microscopic
possibility to probe for collective relaxation mechanisms in supercooled liquids near the mode-coupling glass
transition. The behavior of these dynamical susceptibilities is then studied in the context of simplified self-

consistent relaxation models.
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I. INTRODUCTION

The past 40 years have been very fruitful in progress re-
garding the theoretical nature of the glass transition. Among
the most prominent microscopic theories of the glass transi-
tion we find the mode-coupling-theory [1-3] and the replica
theory for the structural glass transition [4,5]. Their respective
success relies on their ability to predict critical tempera-
tures pertaining to an ergodicity breaking-event, which has
been speculated in structural glasses in the past. However,
the emergence of dynamical heterogeneities at the onset of
glass formation [6—19] remains one of the most poorly under-
stood facet of glass forming liquids to date. These dynamic
structures arise as correlated clusters of transiently mobile
particles coexisting with regions of immobile particles. The
existence of these correlated clusters is in line with the
earliest phenomenological approaches to the glass transition
of Adam-Gibbs [20], where the concept of “cooperatively
rearranging regions” was first introduced. Dynamical hetero-
geneity appears to be a universal feature among glass formers
[15] and was also observed in athermal systems near the jam-
ming point [21,22] and in dense active systems [23-26]. More
recently, studies focused on the morphology of these corre-
lated clusters, determining preferential structural ordering in
fast and slow moving clusters [27], as well as their fractal
dimension and compactedness [28—30]. Yet the understanding
of dynamical heterogeneity, its origin, and consequences with
regards to the observed experimental dynamical arrest stand as
important missing pieces in the physics of the glass transition.

The established standard measure of dynamical hetero-
geneity takes the form of a four-point dynamical susceptibility
denoted x4(t) [6,11,12,14-19]. In analogy with critical phe-
nomena, x4(t) is generally defined as the variance of some
mobility field, say wu(r, ), which quantifies the mobility of a
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particle initially located at position r and time ¢. Dynamical
heterogeneity is captured by the covariance of such a mobility
field in both space and time. Mathematically we may write
coviu(r, Hu(,t")] o« G4(r,t;x',t") = G4(r — ', t — ') us-
ing spatial and time translation invariance. The four-point
susceptibility is then given by the spatial integration of
Gy(r,t —1t")

qalt =) = / drGa(r,t —1)
~ / drB(r,t — t")e” M=), (1)

where £4(¢) is the dominant dynamical lengthscale associated
with the heterogeneities and B(r,t — t') some scaling func-
tion [31]. The name “four-point” stems from the fact that
the mobility field is generally a two-point function already
[15]. Numerous studies (both experimental and numerical)
[8,9,15,32,33] demonstrate that such four-point susceptibil-
ities grow in a peak-like manner as the experimental glass
transition is approached. The peak is generally identified to
occur for times of order t ~ O(t,) with 7, representing the
structural relaxation timescale of the system. The fact that dy-
namical heterogeneity manifests itself in both space and time
implies that on timescales ¢ > 7, the four-point susceptibility
decays to zero. However, the persistence of dynamical clusters
beyond 7, have also recently been reported [17].

In the mildly supercooled regime, a wide array of glass-
forming materials display a power law growth x4(t,) ~ rol/ 4
with a smooth crossover to a logarithmic growth x4(z,) ~
In(z,)"¥ close to the experimental glass transition, see [34]
and references therein. Unfortunately, obtaining an accurate
measure of x4(t) in the supercooled regime is a compli-
cated task both computationally and experimentally. Indeed,
measuring four-point susceptibilities requires long temporal
(several decades) and extensive spatial resolutions (subpar-
ticle radii resolution over large lengthscales) since one is
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probing for correlations in spontaneous fluctuations of the
mobility field. Furthermore, some have reported that this four-
point susceptibility is highly anisotropic [35], while most
studies considered angularly averaged susceptibilities. The
four-point susceptibilities were also found to bear nontrivial
dependences on the choice of both dynamics and statisti-
cal ensemble in which simulations are performed [36,37]. It
would be of interest to have a more consistent way to measure
dynamical heterogeneity spanning all approaches to the glass
problem: theories, simulations, and experiments.

II. THEORY

Equation (1) defines the dynamic lengthscale &4(¢) over
which the dynamics are strongly correlated in time. While the
existence of a strictly diverging dynamic lengthscale at the
structural glass transition remains debated in the field, it is
clear that there exists at least an emerging and growing one
from the combination of numerical and experimental results
available [38—42]. This provides a basis for a viable critical
phenomena-like description of glass formation [43] and is the
motivation for the present work.

Within the Landau formalism of second-order phase tran-
sitions, a susceptibility is defined as the functional variation
of the order parameter with respect to its conjugate field.
A common order parameter to detect the glassy phase
is the collective intermediate scattering function F>(k, t)
(Pr(0)pk(t))o where pk(t) is a collective density fluctuation
mode at wave vector k and time ¢:

N N
() = Z X0 _ <Z eik'rf(’)> . ()
=1

Jj=1 0

The statistical averaging (... )¢ is performed with respect to
the Hamiltonian of a homogeneous (i.e., field-free and thus
translationally invariant) system. By interpreting the equa-
tion of motion for this order parameter as a dynamical Landau
theory, the associated susceptibility is obtained by considering
variations of this order parameter with respect to its conjugate
field that we denote U (q,). For the purpose of the theoretical
development, the simplest consideration is an arbitrary field
that couples to the local density. In practice, one would need
an external disturbance which locally modulates the density
field such as a spatially oscillating electric field. This dynamic
susceptibility, denoted as 93 (t), reads

SRk K, 1)

=%k K, qp, 1), 3
Jim 5U(a) 3( qo, 1) 3

where F(k:K', 1) o (pffpy (1)) is written with two explicit
wave-number modes because the presence of the pinning field
U breaks translational invariance. This type of three-point
susceptibility was first proposed as an alternative to y4(7)
[36,37,44-46]. The four-point and three point susceptibilities
are intimately linked quantities. If the conjugate field is as-
sumed to be the density field, a simple combination of the
Cauchy-Schwartz inequality and the fluctuation dissipation
theorem leads to the conclusion that x4 () > pokr B~ [93()]?
[36,47], where py is the bulk-fluid density, k7 the isothermal
compressibility, and B the inverse temperature of the system

under consideration. Similar expressions can be derived in the
case of different conjugate fields.

The three-point susceptibility has the advantage of being
much easier to determine than the four-point one, as obtaining
good-enough statistics to take the derivative of the intermedi-
ate scattering function is easier than obtaining a statistically
relevant four-point correlation function. Following its intro-
duction, several groups were able to extract this three-point
susceptibility from high-precision dielectric spectroscopy ex-
periments in canonical glass forming materials [47-52], as
well as in molecular dynamics simulations [53,54]. In this
light, the mode-coupling theory (MCT) [2,3] (a more recent
exposition can be found in [55,56]) of the glass transition
was then extended to the presence of external fields [46] and,
interpreting it as a Landau theory [43], an equation of motion
for the three-point susceptibility Eq. (3) was derived.

Here we consider multipoint susceptibilities that arise
when going beyond the standard MCT. For this we use the
framework of so-called generalized mode-coupling theory
(GMCT) [57,58], which is an extended theory that has been
shown to quantitatively improve on some of the weaknesses
of MCT [57-64]. These weaknesses can, in part, be traced
back to an unjustified Wick factorization made to obtain a
self-consistent equation of motion for F;(k, ). The GMCT
effectively delays this uncontrolled approximation by includ-
ing physical higher-order density correlations in the picture.
Such higher-order density correlation functions are defined
as straight generalizations to F>(K,t): Fp,(ky, ..., K, 1)
(Pg, - - - Py, P, () ... o, (1)). This property of the GMCT
which enables the treatment of an arbitrary number of mul-
tipoint correlation functions F3,, provides direct access to
the higher-order dynamical susceptibilities defined as straight
generalizations to Eq. (3)

192}1+1(k1’ "'7kn;kl9"'5kn7 q()’t)
8F Ky, .. Ksky, oo Kyt
= lim 222801 1 U
U—0 8U(qp)

These new collective responses are expected to shed light on
heterogeneous dynamics near the GMCT transition line. In
particular, these susceptibilities provide a way to systemati-
cally study responses of many-body relaxation processes to
controlled perturbations in both space and time, something
which has been missing from the conventional treatments of
dynamical heterogeneity.

The paper is organized as follows. In the next part, the
GMCT is extended to inhomogeneous environments by ap-
propriately considering a spatially varying external field U (r)
chosen to couple to the density modes. This framework
is referred to as inhomogeneous generalized mode-coupling
theory (IGMCT). By treating the equations of motion in re-
ciprocal space for the 2n-point correlators as a Landau theory
[43], their functional variations with respect to the external
field U (qq) then results in an equation of motion for the odd-
point susceptibilities 1,1 (¢) of any order which can, in turn,
be solved self-consistently once a closure relation for IGMCT
has been determined. Then, the developed equations of mo-
tion are mapped onto a simplified self-consistent relaxation
model inspired by earlier studies of schematic mode-coupling
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theories. A detailed numerical study of the simplified models
is also provided.

A. Inhomogeneous generalized mode-coupling theory

Consider a classical Newtonian interacting fluid composed
of N, particles in the presence of an arbitrary spatially
varying external field U(r) that modulates the density
field p(r). Let (...) denote statistical averaging with
respect to the inhomogeneous Hamiltonian. Working
in Fourier (reciprocal) space, the first set of dynamical
variables of interest for GMCT are time-dependent density
fluctuation multiplets, denoted as Af{':) K, (1) = ]—[’;:l Px; (1)

where n=1,2,..., and py(r) =Y )", e*"O — (py)
is a density fluctuation. The second set of dynamical
variables of interest are the projected density currents,
proportional to the time derivative of the fluctuation
multiplet: Af(’f) k, (1)- By construction, at equal times (taken
to be zero without loss of generality), the correlation of

density-density multiplets is proportional to the 2n-body

.....

static  structure factor S,,: <A1(::) K (0)*A](('7) w(0) =
""" n e n

NpSon(Ki, ... KiK., kDS (k; — k) — qo),

while the proper autocorrelation of density-density

multiplets is proportional to the 2n-body dynamic
structure factor denoted F»,: (A{(':) k”(O)*A:{',') W (@) =

...........
NyFon(ky, ... kK, ... K, t)(S(Z;le(kj —Kk’) — qo).
Here qq is the wave vector corresponding to the localized
perturbation induced by the external field U(qp), and the
Dirac § function is included to enforce total momentum
conservation. For reasons of notational -clarity, these
momentum enforcing § functions will be omitted in the
results below. Furthermore, a condensed notation for function
arguments is used: {K;j}pm/p = ki, Kig1, ..., Kpu—1,Kky,) in
which k,, is omitted.

Using the standard Mori-Zwanzig projector formalism
[65-68] [see Supplemental Material (SM) [69], which also
includes additional references [70-73] ], the following equa-
tion of motion for the 2n-body dynamic structure factors can
be derived:

0 :an({kj}liil; {kj}n+1:2n7 t) + UZnFZn({kj}l:n; {kj}nJrl:Zn» t)

n
3 [ K0P i i 6 1201
i=1

1 1
+ _‘/ dT/d{k/j}lan2n({kj}l:n;{k;‘}l:nvt - 1)
n:Jo

X Fan (K} 10 (Kt 1005 T), &)

where the quantity Q2(k;k’) is commonly referred to as
a bare frequency (due to its physical dimension). The bare
frequency term can explicitly be written as

kgT
Q(k: k) = 37 / dpk-p)pk —p)S~'(p;K),  (6)

where ¢ (k) = N, "(pK) is the average of a single density
mode. Equation (6) above has a form very similar to that
of homogeneous GMCT [58] and reduces to it upon taking
the zero-field limit. Indeed, in both the homogeneous and
inhomogeneous cases, the bare frequencies of higher-order

correlators are simply equal to a sum of two-body bare fre-
quencies. Further, we note that the term VonFon emerges from
the splitting of the memory kernel into a term containing the
effects of the density fluctuations and v,,, generally referred to
as the “regular” contributions to the memory kernel, which are
assumed to be § correlated in time and to only matter for short-
term dynamics. In principle, the regular contributions should
also be wave-number dependent, but for all practical calcu-
lations they are generally set to unity. This decomposition
is standard in mode-coupling approaches to liquid dynamics
[2,3].

The integral kernel M, (¢) is known as the 2nth memory
function. At each level n of the hierarchy, the integral kernel
admits contributions from a product of (n + 1) density modes,
as detailed in the SM. To leading order then, it is possible
to show that My, (1) o< Fopy1y(t) [57,58]. This is precisely
what is meant by a hierarchy of coupled integrodifferential
equations that successively involves higher-order density cor-
relation functions. Explicitly, the memory kernel reads

MZn({kj}lzn; {k/j,}l:nv t)

1 / !
o [ i)t
x V3, (0} 1o (0 s )Py (4 1 {0 inn, )
X Vou (& ons Qb )5, (AR s (K1), (7)

where the time-independent factors V), are c-numbers com-
monly referred to as vertices. These factors represent the
effective coupling strengths between different density modes,
hence the name “mode-coupling.” The detailed form of the
vertices is presented in the SM.

In the vertex terms as well as the bare frequency
term calculations, a Gaussian factorization [58] of 2n-
body static structure factors and the corresponding in-
verses is used: S;;l)({kj}lz,,; {k}h;n) ~ Séfl)(kl;k/l) X ... X
Sé_l)(kn;k;) + (n — 1)! permutations over {k}}ljn. The ver-
tices also contain another type of n-body static density cor-
relations which are expressed as SZn+1({kj}l:n;{k;'}l:n-H) =

N HAG i, O AT (0)). In the homogeneous GMCT
[57,58], such correlation functions are factorized in an ad
hoc fashion using a mixture of three-body convolution [74,75]
and Gaussian factorization approximations [58]. They are not
factorized here to keep the equations of motion as formally
exact as possible in light of the linear response expansion that
follows. The last term of Eq. (7), Jz_nl , is the inverse equal time
correlation of the density currents.

Expression (5) then forms a hierarchy of coupled equa-
tions of motion for many-body dynamic structure factors for a
glass forming monatomic liquid in the presence of an external
field. While the formal limit » — oo can be considered, it
is common to self-consistently close the hierarchy at finite
order by approximating My (t) at some hierarchy height
N, using products of lower-order many-body dynamic struc-
ture factors. This is what is called a “mean-field closure”
in the generalized mode-coupling literature [58,60,61]. By
setting n = 1 and applying the mode-coupling approxima-
tion Fy(kq, kz;k/l, k’z, )~ F(Kk; k/l’ HF (ks k,2’ 1)+ (k,I <~
k/z), the inhomogeneous MCT originally derived in [46] is
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appropriately recovered. For the detailed derivation of
IGMCT at arbitrary order, we refer the reader to the SM.

Interestingly, taking the zero field limit (U(qg) — 0)
of Eq. (5) gives direct access to so-called off-diagonal
GMCT (oGMCT) [76], which is a first-principles improve-
ment upon the original GMCT. Indeed, the homogeneous
GMCT derived in [58] only contains symmetric, angu-
laﬂ;/ averaged n-body dynamic structure factors of the form
Fz(,? ki, ..., kpsky, ..., ky, 1), thus neglecting the many-body
correlations that correspond to physical processes where in-
elastic scattering of excitations would take place. oGMCT is
an attempt to remedy this approximation by including off-
diagonal modes in the theoretical framework. This flavor of
GMCT was first derived self-consistently for FZ(O) and F4(0) in
[76]. A detailed study of oGMCT would provide important
insights on structural glass formers and even possibly rem-
edy the remaining deficiencies of [58-60], but the numerical
evaluation of the full o GMCT framework is currently compu-
tationally infeasible.

J

B. Dynamical susceptibilities

To obtain the equations of motion for the many-body re-
sponse functions t,11(qo;t) we consider the variation of
Eq. (5) with respect to the external field. We recall that the
response of the many-body dynamic correlation function is
defined as ¥5,+1(qo;?) = limy_.06/8U (qo)F2,(t). The conju-
gate variable to the field U is assumed to be a density mode
Pq, [46,54]. By considering the functional variation of Eq. (5)
with respect to the external field, it is easy to see that we
obtain a linear hierarchy of coupled equations for the dy-
namical susceptibilities Pp,1(ky, ..., K K], ... K}, qo, 1),
which inherits the structure of the GMCT hierarchy. Indeed,
the (2n 4 1)th response depends on the [2(n+ 1)+ 1]th
one since the variation of the memory kernel Mo, will re-
sult in ./\/l(z’i)(t) X Uom41)+1(t). The self-consistency of the
equations of motion for the response functions is uniquely
determined by the chosen self-consistent closure of the
GMCT hierarchy Eq. (5). In full, the (2n + 1)th susceptibility
reads

Ik;|?

Dot (R Hms K Y nt 1205 Qoo 1)+ V2002051 (K 103 (Kbt 1205 Qs 1) + Z Vo1 (Kiy (K} ngis {Kj}ns1:20, dos )
i1

S (ki)

1 [ .
o [ [ DM )1 06 s et = (O 120
n: Jo

1 ! .
e f dr / QK10 Mo (063 06 £ — 090 (1t b1 G ) = TonCl 1t (Kbt G 1), (8)
- JO

where the general functional 75, on the right-hand side con-
sists of all terms generated by the field variation, which do not
contain any susceptibilities (see SM). The equation of motion
for the dynamical susceptibility is subject to the momentum
conservation constraint y__, k; — Ziin 1 kj—qy=0.

The left-hand side of Eq. (8) has the form of a linear
integrodifferential operator, and may be compactly rewritten
as 252n * ¥p,+1 = Ton Where the term containing M(ZZ) has
been temporarily absorbed in 75,,. We expect that the inversion
of this operator 752,, can lead to divergent behavior at the
critical point, as is the case for conventional critical phenom-
ena. Work along this line was previously done for the closely
related four-point susceptibility in a field theoretic setting [45]
whose operator actually corresponds to D, in the present case
[45,46]. Two of the terms contained in 7, are linked to the
response of the vertices (see SM). In the IMCT case, it was
shown that §,/8U ~ 0 [46,77]. Given that the form of the
vertices V), amounts to linear combinations of }, in a ho-
mogeneous setting [58], this result may be generalized within
a suitable set of ad hoc factorization ansatze, such that the
variation of vertices of any order is null: §)%,/6U ~ 0. This
implies that the very same “mode-coupling” mechanisms are
responsible for both the behavior of the many-body correlators
and their associated susceptibilities. A detailed analysis of the
operator D, and particularly its inversion is, however, beyond
the scope of this work.

The microscopic three-point susceptibility with truncation
at hierarchy height N, = 1 was numerically studied in the

(

past [78,79]. It was found that the dynamical lengthscale
associated with 93(¢) diverges as the ideal MCT transition
is approached, confirming initial results [46] regarding the
scaling behavior of the IMCT equations. In addition, similar
three-point susceptibilities were also measured in molecular
dynamics simulations [53,54] as well as in dense colloidal
systems [52], all of which provide results that are qualitatively
consistent with IMCT predictions. We also mention that the
fifth-order susceptibilities recently measured in standard glass
formers [80] are distinct from the ones derived in this work
as ¥s originate from variations of many-body correlators with
respect to a conjugate field whereas the former are nonlinear
susceptibilities originating from an expansion of the polariza-
tion tensor (whence the notation 1,41, instead of x,+1).

II1. INSIGHTS FROM A ZERO-DIMENSIONAL LIMIT
A. Setting up the simplified model

It is clear that numerically solving for Eq. (8) is a Her-
culean task beyond n = 1 [78]. Indeed, Eq. (8) requires full
solutions to oOGMCT as initial conditions, which to this day
have yet to be obtained [76]. In the spirit of early MCT [1-3]
as well as early GMCT [81-83] studies, we therefore consider
a schematic limit of the two coupled hierarchies Egs. (5)
and (8). The schematic approach amounts to restricting all
physical processes to a single point in momentum space lead-
ing to an effective zero-dimensional, self-consistent relaxation
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process, which captures the temporal behavior of the correla-
tions of interest.

These models are obtained by setting the structure fac-
tor S(k) =14 A8(k — kyg) where k( is the wave number of
the first peak of the structure factor. Although simplified,
schematic MCT and GMCT models are physically justified
by the fact that the main peak of the static structure factor
typically dominates over all other wave vectors [2,84]; addi-
tionally, the solutions of the schematic equations are known to
share many qualitative features with the fully microscopic the-
ory and, depending on the model parametrization, schematic
and microscopic mode-coupling theories can be regarded as
belonging to the same universality class [3].

In the overdamped limit, this schematic reduction yields
the following two coupled hierarchies of integrodifferential
equations:

G20 (1) + Hanan + Ay / dtMP(t — T)dan(r) =0, (9)
0

where the memory kernel of a given correlator is defined
as Méf)(t) = ¢2+1)(t) and is subject to initial conditions
¢2,(t = 0) = 1. For the dynamical susceptibilities, we have

D2011(g31) + (2nP2011(g51)

t
+ Ao / deMP(t — D)y (q:1)(T)
0

+ Ron@) / dTM (Gt = T)on(®) = Tan(®),  (10)
0

subject to initial conditions (g, t = 0) = 1. This choice
is justified by the fact that at zero time, the three-point
susceptibility Eq. (3) is a product of three structure factors
which are equal to unity in the simplified models consid-
ered here. To provide a link to the microscopic hierarchies
the “mode-coupling” vertices V are effectively mapped to a
single coupling parameter A,,, which can be interpreted as
being proportional to an inverse temperature. It the case of
MCT it can be shown that Ay = S(ko)koA2/87%py [2]. The
bare frequencies Q2 and their variations with respect to the
external field are mapped to real-valued parameters w,, and
[Lon, respectively. Recall that the third term in Eq. (5) is simply
a linear combination of the two-body bare frequency, hence
for the models considered below we will set u,, = fi,, = n,a
wave-number-independent constant. Akin to Eq. (8), the sim-
plified functional 75, contains the term with no susceptibilities
and reads

Ton = —fiondon(t) — Ao / deMP (1 — Do) (11)
0

In the equations of motion for the dynamical suscepti-
bility, a perturbative expansion of form A,,(g) = Az, (1 —
I'q?) is used for the coupling constant, with I' € R such
that qu < 1. Following [46,85], this form is derived from
symmetry considerations of the perturbative expansion of the
critical mode-coupling eigenvalue. More simply, one expects
an isotropic response in an isotropic medium, and thus only
even powers of the perturbation wave vector are allowed.
The generalization to higher-order correlation functions is
reasonable because the many-body correlators exhibit the

same relaxation patterns as the two-body one since they are
governed by equations of motion with similar mathematical
form within the generalized mode-coupling theory [61]. We
thus expect them to behave similarly near an eventual critical
point. The wave-number dependence g associated with the
infinitesimal perturbation is retained to study the behavior of
the dynamical responses with respect to the “lengthscale” over
which it is applied.

In the remainder of this work, we consider schematic
IGMCT models with the same parametrizations as introduced
in [81-83] for homogeneous GMCT. The three different
parametrizations considered are as follows:

(1) Mayer-Miyazaki-Reichman (MMR):

{[,LG =n; A2n = )"}7 (12)
(2) Linear Growth (LG) :
{MZn =n; AZn = )L(n + C)}, (13)

with ¢ € R;
(3) Power Growth (PG)

{an = 13 Ay = '), (14)

with v € R.

We note that in the base case where n = 1 and with a self-
consistent closure of the form M,  ¢,(¢)?, these models are
all equivalent to the original Leutheusser model [1] up to a
rescaling of the coupling constant. For simplicity, we will only
consider the case where I' = 1 in this work, as it only amounts
to a rescaling of the wave-vector perturbation. The case of a
negative I is not discussed here, but is mentioned in the case
of the Leutheusser model in [46].

To obtain numerical results, we are forced to close the hi-
erarchy at a given (arbitrary) height. The simplest closure is to
set ¢, (1) = 0, which is referred to as an exponential closure.
This type of closure leads to avoided glass transitions as the
correlators always decay to zero [82,83] and will be consid-
ered in a later work. The other common closure is referred to
as a “mean-field’ one, and consists in setting ¢, (¢) equal to a
monomial of lower-order correlators. More precisely, for the
hierarchy height N, at which self-consistency of the hierarchy
is desired, we enforce that Mg,’f,) = le q)z[j (1), subject to the

constraint 25;1 ij = N.. In this case, we systematically find
that the system exhibits a glass transition at finite coupling
strength [83]. Here, we formally define a glassy state as an
ergodicity broken state; this corresponds to the set of points
in parameter space beyond which the correlators ¢,,(t —
00) = fo, > 0 no longer decay to zero. We denote the value
of the plateaus of the correlators at the critical point by f5,.
Furthermore, we can numerically show that the correlators
¢, display distinct asymptotic scaling behavior near the glass
transition for a given mean-field closure [61,83]. In the early
B-relaxation regime the correlators ¢,,(f) are governed by a
power law decay |f5, — ¢2,(t)| oc =%, while in the late 8 to
early o regime one finds another power law behavior decay of
the form |f5, — ¢2,(1)] thn. Additionally, the two relaxation
times follow power laws, i.e., 7" ~ e¢~1/24 and T ~ e
with y, = 1/2a, + 1/2b,. The exponents a,, b, are related by
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FIG. 1. (a) Full line: Relative trajectory of the correlator A¢,(¢) = ¢,(t) — f;5 on the left axis and full correlator ¢,(¢) on the right axis
for the Leutheusser model, at various distances € from the critical point. The exponents are numerically determined to be a = 0.395 and
b =1, as expected from theory. Dashed line: Numerical solution for correlation ¢,(¢). (b) Full line: Relative trajectory of the correlator
Adroo(t) = Pi00(t) — [y on the left axis and full correlator ¢,y (¢) on the right axis for the PG parametrization with v = 0 and self-consistent
closure M l(gé () = ¢(¢)7!, at various distances € from the critical point. Dashed line: Numerical solution for correlation ¢ ;oo (¢). The exponents

are numerically determined to be a = 0.395 and b = 1, as expected from theory. Note that the time axis was rescaled by 75 = €

the well-known relation

F(1—a,)? _ T(1+b,)

- , (15)
(1 —2a,) T(1+2b,)

in the case where N, = 1 [2,3], as displayed in Fig. 1(a) and
for arbitrary mean-field closures of the MMR parametriza-
tion [83]. Furthermore, numerical results seem to confirm
that the two other parametrizations (LG and PG) also obey
this relation for mean-field closures. Hence as displayed in
Fig. 1(b) for the PG parametrization with v = 0 and closure
height N, = 100, we numerically find that a5y = 0.395 and
that bsop = 1. We report analogous findings for any level N,,
parametrizations and mean-field closure of the type previously
defined.

The coupled hierarchies (9) and (10) are solved using an
adaptation of the time doubling scheme presented in [86,87].
This type of numerical scheme has widely been used to solve
mode-coupling-like integrodifferential equations.

B. Numerical results at finite order

We start in the liquid regime and approach the transi-
tion from the liquid side. Similarly to the simulation and
experimental results [6,14,15], we find that our dynamical
susceptibilities develop a sharp peak whose location coincides
with that of the «-relaxation time t, of the corresponding
correlation function, as shown in Figs. 2 and 3. Furthermore,
for fixed coupling constant A, the additional correction levels
from the GMCT hierarchy lead to a weakened response to
external perturbations as the system is more liquid-like and
effectively driven away from criticality by the increasing hier-
archy height [81,83], as shown in Fig. 3 for the PG hierarchy.
Similar behavior is observed for the other two parametriza-
tions considered. This illustrates the principal success of the
generalized mode-coupling theory: one obtains better quan-
titative predictions over a larger window of time and control

—1/2a

parameters, compared to the standard MCT which is known
to overestimate the critical temperature.

The limit ¢ = 0 corresponding to “macroscopic” perturba-
tions’ lengthscales is considered first. In Fig. 2, results for
the first three nonlinear susceptibilities ¥3 5 7(g = 0, t) with
a PG parametrization, obtained from hierarchy heights N, =
1,2, 3, respectively, for varying distance to the critical point €
in the liquid regime are shown. There is a marked two-step
power law growth ,,41(g = 0,¢) o t% for ¢t < t’;z”) while

Pontr1(qg = 0, 1) oc 1P for rézn) <t < ™ followed by a very

fast decay of the dynamical susceptibilities for longer times.
These results hold for susceptibilities of any order and the ex-
ponents a,, b, correspond to the well-known mode-coupling
exponents previously mentioned and originally determined in
[58]. Furthermore, we find that, at fixed distance to the critical
point, this behavior is completely preserved.

We sketch a qualitative proof of the above observations.
For simplicity we focus on the simpler MCT scenario with
a single propagator and a single dynamical susceptibility.
Then, M@ (t) = ¢(t)*> and M P (q;1) = 2¢ () (¢;t). The ar-
gument extends to the GMCT scenario, but is less amenable
to analytic treatment. Dropping all indices for further clar-
ity, the density propagator in Laplace frequency space reads
o) =[z—uZ@]" with (@) =[1 + AMP ()]~ some
(nonperturbative) correction. Similarly the linear equation for
the dynamical susceptibility can be written as ¥ (g;z)[z +
f(q;2)] = T (z) where

f(@:2) = 4+ 2AM(Q(2)(zd(z) — 1) + zAM P (z),  (16)

and 7' (z) some regular function of z. It follows that ¥ (q;z)
grows as [z + f(g; z)] decreases and eventually diverges once
[z + f(g;2)] = 0. Under the assumption that M) (z) o 1/z
(which we self-consistently check later), it is easy to show that
the condition [z + f(g;z)] = 0 is a quadratic equation in ¢(z)
whose solution admits the following form ¢(z) o< 1/z + O(z)
in the limit z < 1. Translating back to the time domain, we

064136-6



DYNAMICAL SUSCEPTIBILITIES NEAR IDEAL GLASS ...

PHYSICAL REVIEW E 106, 064136 (2022)

10° 10° 10°
e=1.0e — 05 e=1.0e — 05 e=1.0e —05
e=1.0e — 04 e=1.0e — 04 e=1.0e — 04
10* - e=1.0e — 03 104 - e=1.0e —03 10 4 e=1.0e =03

e =1.0e — 02

10% 10° 4

193((1 = Ovt)
7-95((1 = Oat)

10! 10! 4

10° 100 4

v=0.5

e=1.0e —02

e=1.0e — 02

—]OJ <

ﬁ?(q = 07 t)

10! 4

100 4

v =205
—1

107! 107!

1071 107° 1072 10° 10710 1076

t/ &

t/ﬂ(f)

1072 10% 10710 1076 102 102
t/T(‘gw

FIG. 2. Multipoint dynamical susceptibilities 3, 5, 7 at different distances € to the critical point from the liquid regime for the PG
parametrization with parameter v = 0.5 and closures M\”(t) = ¢,(t)2, M”(t) = ¢, (t)*, M (t) = ¢,(¢)° for hierarchy heights N, = 1, 2, 3
in left, center, and right panels, respectively. The time axis is rescaled with respect to a-relaxation times 7" as defined in the main text.

have that the dynamical susceptibility 9 (¢) will grow when-
ever ¢(t) and M@ (¢) (by assumption) are slowly varying over
macroscopic timescales. This is precisely what happens at the
onset of glass-like behavior where propagators exhibit double
step decays with an intermediate plateau, as displayed in the
upper panel of Fig. 3. This calculation also demonstrates how
the dynamical susceptibilities inherit the scaling exponents of
the propagators, but with a reversed sign due to the operator

1.00

N, =100

103 100 10! 10° 10° 107 10°

100 4

193(q = O,t)

1073 +— : . - ~ -
0% 107! 10! 10° 10° 10° 109
t

FIG. 3. Top panel: Principal correlator ¢,(¢) at fixed coupling
constant A, = 4 — § with § = 10~*. We use the PG parametrization
with v = 1 and display the correlation function ¢,(¢) for increasing
hierarchy height N, = 1, 2, 5, 10, 100 appearing in increasing order
from uppermost to lowermost curves. Bottom panel: Three-point
dynamical susceptibility associated with the correlator of the top
panel.

inversion. We anticipate that this argument also extends to the
fully microscopic theory since the mathematical structure of
the time dependence is unchanged.

Moreover, we find that the peak of the dynamical suscepti-
bilities scales in a similar way to what is found in [34]. Indeed,
the maximum of the dynamical response of any order scales as
apower law 95, (g = 0) o € with exponent A = —1 as the
transition is approached, irrespective of the global hierarchy
level and of the parametrization of the coupling coefficients
Ay, as displayed in Fig. 4 for the PG and MMR parametriza-
tions. We find the same results for the LG parametrization,
though not shown in the main text. This illustrates the robust-
ness of the scaling laws of the initial theory as N, is increased.

The above observations imply that the scaling laws govern-
ing the divergence of the nolinear dynamical susceptibilities
are universal near the simplest glass transition, regardless of
the chosen parametrizations. This universality is expected to
hold for all systems exhibiting A,-glass singularities, as the
equations of motion can be appropriately mapped to their
normal form close enough to the transition point [3]. Akin
to the correlators, the dynamical susceptibilities are found to
converge with increasing hierarchy height at fixed coupling.
This is in line with prior results on schematic GMCT, which
show a manifestly convergent behavior as the hierarchy height
is increased while keeping the coupling strength fixed [81,82].
Moreover, numerical results in the case of the homogeneous
microscopic theory substantiate this [57,59-61]. We there-
fore expect that the solutions to the microscopic equations in
Eq. (8) eventually converge with increasing hierarchy height
at fixed points in parameter space. However, convergence is
not necessarily expected at fixed relative distance to the criti-
cal point for increasing hierarchy height. We now turn towards
the study of both the ¢ and time-dependent scaling of dynam-
ical susceptibilities. Figure 5 reports on the magnitude of the
dynamical responses at different timescales as a function of

064136-7



LAUDICINA, LUO, MIYAZAKI, AND JANSSEN

PHYSICAL REVIEW E 106, 064136 (2022)

_ r=05 v=20
10°7, N
., s N=1 N + N=1
b
104_ \\ ‘. N N=2 \\ A‘ N N=2
N N
N + N=10 AU + N=10
— SN SO
S s S N =50 S N =50
i 10 i U
b Y
= ot U
* 0 102- A:71 \\\ 'y 4 A:71 \\\ Iy
[
D N AN |
. " N A
N S
10' 5 N N
. .
N N
N N
R _ B _
. s N=2 s s N=2
NG \‘:
104 ‘:\2 R + N=10 N . N=10
:
NG N =50 ANEIN N =50
N A N 4
8 3 ANCA RSO
10°4 ANCIA NEa
I NAa Ay
S AN N
_ N _ NES
e 1024 A=-1 SR A=-1 D
> Nda NI
N4 A
AN AN
A A
104 AN ANCIA
\\ \\
N N
— — — —
107 107~ 107 1072
€ €

FIG. 4. Power law scaling behavior of the maximum of the first
two susceptibilities ¥ (g = 0), 9Z(g = 0) in the PG hierarchy with
v=1/2,0, as as a function of the distance € to the glass tran-
sition with various hierarchy heights. Note that at v = 0, the PG
parametrization is equivalent to the MMR one.

the perturbation ‘lengthscale” ¢~'. As previously noted, the
response grows in time, reaching its peak at the «-relaxation
time, which suggests the existence of a saturated dynamical
lengthscale. Furthermore, the magnitude of the response is
strongly ¢ dependent at all time scales. Indeed, the dynamical
responses reach a maximum for some threshold macroscopic
perturbation lengthscale g, indicating that these are genuine
collective responses. From Fig. 5, we see that ¢, depends on
both the timescales probed as well as the distance to the glass
transition. Overall, denoting &,, the lengthscale associated
with the 2n + 1th dynamical susceptibility, a global scaling
of the form

192n+1(q1 t) = (5211 )2g2n+1 ($2nq’ t/‘l,'éz’l)) (17)

is observed for the nonlinear susceptibilities at all orders n.
This is a generalization of the scaling for the higher-order
susceptibilities initially determined in [46,88]. This general-
ization is justified since we know that the correlators within
GMCT retain the same critical properties as those of MCT,
as illustrated in Fig. 1. It thus naturally follows that the sus-
ceptibilities should as well. We therefore generalize [46] and
write

ﬂnybn
1+ 22 + yuyorxt’

gony1(X,y) = ———
where «,, B,, y, are real-valued coefficients which depend
on the choice of parametrization of the hierarchies Eqs. (9)
and (10). The prefactor 522,, in Eq. (17) is a consequence of
the Lorentzian form of the first term of the scaling function.
The exponents a,, b, are the GMCT exponents previously
introduced and ¢, governs the growth of the quartic tail seen

in Fig. 5 beyond the S-relaxation regime, where the scaling
law breaks down. We numerically determine that ¢, lies in the
range (0.15,0.20) for the three parametrizations considered, in
line with earlier results [46]. We also comment on the range of
validity of the scaling law, which is numerically determined
to hold in the early B regime [up to #/75 ~ O(107°)] but
starts to fail in the late 8 regime [beyond ¢/7g ~ O(10%)], as
displayed in Fig. 5(a) for the MMR parametrization, where
we see the growth of a quartic tail, responsible for the o
scaling, which was previously discussed in [46]. We observe
the same behavior for the fifth-order susceptibility as shown
in Fig. 5(b), which suggests that the postulated generaliza-
tion is valid. Similar findings are reported for higher-order
susceptibilities and also the different parametrizations consid-
ered. In the limit x — O the sequential power-law behavior
Dans1(q = 0.1) = a7 (t/T7)% + Bu(t/T™)P observed in
the numerical solutions shown in Fig. 2 and detailed in the text
is recovered. In the o®”-relaxation regime (i.e., ¢/ réz") > 1)
and at low wave numbers (¢ — 0) we find since a, = 0.395
and b, = 1 that the peak of the susceptibility must scale ac-
cording to

~ &2 2. 2n)\ bn _
192*,14_1(q) ~ "Eznﬁn(fé n)/l'é n)) o e A,

(2n) % —1/2
B

as numerically determined. Using (t/*V/7;"")br =€
[82], we conclude that there exists a set of diverging length-
scales going as &, oc e /4 at the a-relaxation timescale
(since A = —1). Thus, a set of true diverging dynamical
lengthscales associated with dynamical susceptibilities of any
order is expected at the ideal glass transition, where the sepa-
ration parameter € vanishes.

IV. COMMENT ON INFINITE HIERARCHIES

Finally, it is interesting to briefly consider the limit n —
oo of Egs. (9) and (10). We recall that for the MMR
model, previous studies demonstrated that this particular limit
washed away any critical singularity and that the o-relaxation
timescale did not diverge at the finite-coupling constant for
particular parametrizations of the bare frequencies and cou-
pling constants, we instead find that ©/* oc A7 'e* [81,83].
This implies that the dynamical susceptibilities introduced
here no longer critically diverge at the finite-coupling constant
as the limit of infinite hierarchy height is taken. Nonetheless,
numerical treatment of the infinite hierarchy (9) showed that
it exhibits the very same MCT power law scalings a,,, b,, and
¥, in a limited parameter range 3 < A < 9 [81]. Hence, a
quantitative agreement between finite and infinite hierarchies
within the same coupling constant window is expected and we
therefore anticipate the susceptibilities to grow with the same
exponents as at finite order. In the case of the LG parametriza-
tion, we know that it admits a discontinuous transition at A, =
1, with a divergence of the relaxation time going as a power
law ro(tz) & (Ae — A2)7¢ [83]. This scenario is very similar
to that of the mean-field closures considered in the previous
section, albeit with a different exponent for the divergence
of the relaxation time. Lastly, the PG parametrization with a
non-self-consistent closure has shown in the past to display
avoided transitions at finite A, [82]. Interestingly, tuning the
parameter v enables the hierarchy to display different fragility
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FIG. 5. (a) Verification of the scaling relation Eq. (4) for the third-order nonlinear susceptibility of the MMR model with N, = 1 at distances
€ =10"7,107°, 1073 from the critical point, which are shown with circle, triangle, and diamond markers, respectively. (b) Verification of the
scaling relation (4) for the fifth-order nonlinear susceptibility of the MMR model with N. = 2 at distances € = 1077, 107, 107> from the
critical point, which are shown with circle, triangle, and diamond markers, respectively.

behavior, a feature which is not accessible to the standard
MCT. It would therefore be of interest to study the behavior
of the simplified dynamic susceptibilities with respect to the
kinetic fragility index.

V. CONCLUSION

In this work the GMCT of the glass transition is extended to
the presence of an external pinning field that locally modulates
the microscopic density. By treating the resulting equations of
motion as a Landau theory and making use of the fact that
GMCT incorporates an arbitrary number of many-body dy-
namic structure factors, a set of self-consistent equations of
motion for previously unstudied nonlinear dynamical suscep-
tibilities 5,4 is found. The equations of motion for nonlinear
dynamical susceptibilities can be casted into an eigenvalue
problem and it is hypothesised that a true diverging suscepti-
bility, and hence a diverging dynamic lengthscale exists at the
(generalized) mode-coupling critical point. This hypothesis
is corroborated by earlier results on the fully microscopic
mode-coupling theory [45,46,78] and on analogous simpler
self-consistent relaxation models which are shown to capture
the phenomenology of the wave-vector-dependent MCT equa-
tions [1,3,58,81]. Near the simplest glass singularity predicted
by mode-coupling theories, diverging susceptibilities of any
order asymptotically close to the critical point are found. Akin
to [46,79], the dynamic lengthscales &5, of any order are found
to saturate at the «-relaxation time and are numerically found
to diverge as €~/ as the critical point is approached. The
value of this exponent is in line with microscopic calculations
of MCT [79] but does not coincide with results from molecu-
lar dynamics simulations [41,54], which find that the dynamic
lengthscale diverges as € ~'/? in both hard and soft sphere

systems. Recent results for fragile liquids, however, seem to
be in line with an MCT-like scenario, where a dynamical
lengthscale diverging as €~ was reported [89]. The scaling
behavior of the susceptibilities was studied in both space
and time and in various limits of the physical parameters for
the simplified self-consistent relaxation models. Nonetheless,
the analysis of the simplified self-consistent models further
strengthens the idea that the MCT scenario is an incredibly
robust one.

The nonlinear dynamical susceptibilities introduced in this
work provide us with new tools to make quantitative predic-
tions on this still poorly understood facet of glass physics.
We reserve a detailed analytic and numerical study of the
scaling laws near the set of higher-order glass singularities
predicted by the microscopic generalized mode-coupling the-
ory [90,91], extending on [85], for future work. Furthermore,
it would be interesting to measure these nonlinear suscep-
tibilities in molecular glass formers, inhomogeneous MD
simulations, or in simpler model glass forming systems such
as kinetically constrained models as was recently suggested in
[92].
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