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Conditioned diffusion processes with an absorbing boundary condition for finite or infinite horizon
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When the unconditioned process is a diffusion living on the half-line x ∈] − ∞, a[ in the presence of an
absorbing boundary condition at position x = a, we construct various conditioned processes corresponding
to finite or infinite horizon. When the time horizon is finite T < +∞, the conditioning consists in imposing
the probability distribution P∗(y, T ) to be surviving at time T at the position y ∈] − ∞, a[, as well as the
probability distribution γ ∗(Ta) of the absorption time Ta ∈ [0, T ]. When the time horizon is infinite T = +∞, the
conditioning consists in imposing the probability distribution γ ∗(Ta) of the absorption time Ta ∈ [0, +∞[, whose
normalization [1 − S∗(∞)] determines the conditioned probability S∗(∞) ∈ [0, 1] of forever-survival. This
case of infinite horizon T = +∞ can be thus reformulated as the conditioning of diffusion processes with
respect to their first-passage-time properties at position a. This general framework is applied to the explicit case
where the unconditioned process is the Brownian motion with uniform drift μ to generate stochastic trajectories
satisfying various types of conditioning constraints. Finally, we describe the links with the dynamical large
deviations at Level 2.5 and the stochastic control theory.
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I. INTRODUCTION

A. Conditioned diffusion processes

Diffusion processes describe the temporal evolution of a
very large number of natural and artificial phenomena and
have multiple applications in engineering, natural and so-
cial sciences, as well as finance. To analyze the conditioned
processes that emerge when one imposes some constraints
in the future, mathematicians have developed the so-called
h-transform [1,2], based on the pioneering work of Doob [3],
which takes into account the desired constraint in a rigorous
way. A gentle exposure of this method is given in Karlin and
Taylor’s book [4]. This technique is also exposed, from the
physicist point of view, in the recent articles [5,6]. The most
well-known example of conditioned process is the diffusion
bridge, where a one-dimensional diffusion process starting at
position x0 at the initial time t = 0 is conditioned to end in
configuration x f at the final time t = t f : for this bridge, the
conditional probability distribution B∗(x, t ) to be at position x
at some internal time t ∈]0, t f [ can be computed from the un-
conditioned propagator P(x2, t2|x1, t1) via the famous bridge
formula

B∗(x, t ) = P(x f , t f |x, t )P(x, t |x0, 0)

P(x f , t f |x0, 0)
, (1)

which is normalized over the position x as a consequence
of the Chapman-Kolmogorov property. The conditioned dy-
namics of this stochastic bridge can then be obtained
from the backward dynamics of the unconditioned propa-
gator P(x f , t f |x, t ) with respect to its initial variables (x, t )
and the forward dynamics of the unconditioned propagator

P(x, t |x0, 0) with respect to its final variables (x, t ). In ecol-
ogy, such bridges are standard processes for studying animal
behaviors [7], while in mathematical finance they are em-
ployed as credit-risk models [8].

More generally, depending on the physical applications,
other constraints can be relevant. For example, in nuclear
engineering, when the reactor is operating at the critical point,
one should have a constant neutron population and a neutron
flux as flat as possible (this critical regime is obtained thanks
to the control rods) [9,10]. Among the many processes condi-
tioned to satisfy certain constraints, let us quote the Brownian
excursion, i.e., a Brownian bridge conditioned to be posi-
tive [11,12], the Brownian meander, i.e., a Brownian motion
evolving under the condition that its minimum remains posi-
tive [13] and the taboo process, i.e., a Brownian motion con-
ditioned to stay in a prescribed (bounded) region [14,15]. For
applications of such processes, we refer to the recent review
[6]. As can be already seen on the bridge formula of Eq. (1),
the key ingredient of Doob’s method is the finite-time propa-
gator P(x2, t2|x1, t1) of the unconditioned process. Whenever
this finite-time propagator is known analytically, Doob’s tech-
nique can be applied to construct various kinds of conditioned
processes [4–6,16,17]. In particular, an important extension
of the bridge formula of Eq. (1) occurs when one imposes the
joint probability distribution E∗(x f , t f ) of the final position x f

and of the final time t f normalized over x f and over t f ,∫ +∞

−∞
dx f

∫ +∞

0
dt f E∗(x f , t f ) = 1, (2)

while the initial position x0 at the initial time t = 0 is still
fixed. The conditioned probability distribution P∗(x, t ) to be
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at position x at time t can then be reconstructed via an average
of the bridge formula of Eq. (1) over the final probability
distribution E∗(x f , t f ) that one imposes:

P∗(x, t ) =
∫ +∞

−∞
dx f

∫ +∞

t
dt f E∗(x f , t f )

× P(x f , t f |x, t )P(x, t |x0, 0)

P(x f , t f |x0, 0)
. (3)

For instance, this formula has been applied to impose an
arbitrary final distribution of the final position x f at some
fixed horizon t f = T [17,18] or to analyze the conditioning
with respect to the distribution of the first-passage-time t f

at the position x f = a [17,18]. Other recent applications
of Eq. (3) concern the conditioning of diffusion processes
with killing rates [19], and the conditioning of two diffusion
processes with respect to their first encounter properties
[20]. Among the many other directions to extend the range
of applicability of the Doob’s method, let us mention the
discrete-time constrained random walks and Lévy flights
[21,22], run-and-tumble trajectories [23], processes with
resetting [24], or nonintersecting Brownian bridges [25].

Another recent generalization concerns the conditioning
with respect to global dynamical constraints, i.e., time-
additive observables of the stochastic trajectories. In par-
ticular, the conditioning on the area has been studied via
various methods for Brownian processes or bridges [26] and
for Ornstein-Uhlenbeck bridges [27]. The conditioning on the
area and on other time-additive observables has been then
analyzed both for the Brownian motion and for discrete-time
random walks [28], while the conditioning with respect to one
local time and two local times are studied in Refs. [29,30].
This approach has been generalized recently [31] to various
types of discrete-time or continuous-time Markov processes,
while the time-additive observable can involve both the time
spent in each configuration and the increments of the Markov
process. This general reformulation of the “microcanonical
conditioning,” where the time-additive observable is con-
strained to reach a given value after the finite time window
T , allows one to make the link [31] with the “canonical condi-
tioning” based on generating functions of additive observables
that has been much studied recently in the field of dynamical
large deviations of Markov processes for T → +∞ [32–76].
In these studies, as explained in detail in the two comple-
mentary papers [55,56] and in the habilitation thesis [57], the
Doob conditioned processes correspond to the processes that
optimize the dynamical large deviations in the presence of
the imposed constraints, showing the link with the field of
stochastic control. It should be stressed that the correspond-
ing rate functions at Level 2.5 are explicit for many Markov
processes, including discrete-time Markov chains [77–81],
continuous-time Markov jump processes [57,77,80–100], and
Diffusion processes [57,70,80,81,85,86,98,101,102].

As incredible as it may seem, the very deep connections
between the field of Doob conditioning of large deviations
and the field of stochastic control are actually already present
in the famous paper written in 1931 by Schrödinger [103],
as discussed in detail in the recent detailed commentary
[104] accompanying its english translation, as well as in
the two reviews [105,106] written from the viewpoint of

stochastic control and optimal transport. The Schrödinger per-
spective that was introduced for the specific problem of the
“Schrödinger bridge” between an arbitrary initial condition
at time t = 0 and an arbitrary final condition at time t = T
[103] can be adapted to the present case of Eq. (3) as follows.
The normalized distribution E∗(x f , t f ) of Eq. (2) is considered
as the atypical empirical result measured in an experiment
concerning a large number N of unconditioned processes
starting all at x0 at time t = 0. The goal is then to reconstruct
a posteriori what is the most likely dynamics that has been
able to produce this atypical result, via the optimization of
the appropriate dynamical relative entropy. So, this alternative
Schrödinger construction of the conditioned process based on
the notion of relative entropy contains interesting new infor-
mation with respect to the Doob construction, in particular the
following two points that will be useful in the present work:

(i) The relative entropy cost of the conditioning con-
straint E∗(x f , t f ) with respect to the corresponding typical
result allows one to measure how rare the conditioning event
E∗(x f , t f ) is for the initial dynamics.

(ii) It becomes possible to construct the appropriate con-
ditioned processes when the conditioning constraints are
less detailed than the whole normalized joint distribution
E∗(x f , t f ) of Eq. (2): one just needs to optimize the relative
entropy in the presence of the remaining constraints that one
imposes.

B. Goals of the present work

The conditioning of stochastic processes with respect to
a random time is also an important issue, especially for first
passage times [107–110]. Indeed, it is natural to try to modify
a process so that it reaches a target faster, or at a given
fixed time, or avoids it for a certain amount of time or even
forever. However, despite the considerable amount of work
mentioned before, very little is known for Brownian motion
conditioned on the first passage time to level a, except for the
pioneering work of Baudoin [17] on the side of mathematics
and the more recent work [18] on the side of physics. The
goal of the present paper is to revisit this conditioning with
respect to first passage time properties and to analyze the
wealth of possibilities offered by Eq. (3) for the conditioning
of diffusion processes living on the half-line x ∈] − ∞, a[ in
the presence of an absorbing boundary at position x = a, for
a finite or infinite horizon.

More precisely, we will consider that the unconditioned
process X (t ) satisfies the Ito stochastic differential equa-
tion involving the drift μ(x), the diffusion coefficient D(x),
and the Wiener process W (t ),

dX (t ) = μ[X (t )]dt +
√

2D[X (t )]dW (t ), (4)

in the region X ∈] − ∞, a[, while x = a is an absorbing
boundary. As explained above on the examples of Eqs. (1)
and (3), when one imposes some conditioning constraints, one
should first write the corresponding conditioned probability
distribution in the product form

P∗(x, t ) = Q(x, t )P(x, t |x0, 0), (5)

where P(x, t |x0, 0) represents the unconditioned propagator,
while the remaining function Q(x, t ) has to be computed
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TABLE I. Examples of conditioned drifts μ∗(x, t ) for the Brownian motion of drift μ with an absorbing boundary condition at position
a: the first line contains the general formula for the finite time horizon T , where the conditioned drift μ∗(x, t ) is computed in terms of the
absorbing distribution γ ∗(Ta) for Ta ∈ [0, T ] and in terms the survival distribution P∗(y, T ) for y ∈] − ∞, a[. The other lines display the
applications to the simplest examples, either for finite horizon T or for the limit of the infinite horizon T = +∞. More details and other
examples can be found in Secs. III and IV.

Conditioning the Brownian motion of drift μ toward the
distributions γ ∗(Ta) and P∗(y, T ) with the survival probability
S∗(T ) at the time horizon T :

S∗(T ) = ∫a
−∞ dyP∗(y, T ) = 1 − ∫T

0 dTaγ
∗(Ta)

Conditioned drift

μ∗(x, t ) = ∂x ln
{(

a−x
a

) ∫T
t dTaγ

∗(Ta)
(

Ta
Ta−t

) 3
2 e

a2
2Ta

− (a−x)2
2(Ta−t )

+e
a2
2T − (a−x)2

2(T −t )

√
T

T −t ∫a
−∞ dyP∗(y, T )e

(a−y)2

2T − (a−y)2

2(T −t )
sinh[ (a−x)(a−y)

T −t ]

sinh[
a(a−y)

T ]

}

Conditioning toward absorption at T ∗ at a :γ ∗(Ta) = δ(Ta − T ∗) μ∗(x, t ) = − 1
a−x + a−x

T ∗−t

Conditioning toward survival at T at y∗ : P∗(y, T ) = δ(y − y∗) μ∗
T (x, t ) = a−x

T −t + ( y∗−a
T −t ) coth[ (a−x)(a−y∗ )

T −t ]
Conditioning toward the normalized distribution γ ∗(Ta ) for the
time horizon T = ∞:

∫+∞
0 dTaγ

∗(Ta ) = 1 μ∗
∞(x, t ) =

∫ +∞
t dTaγ

∗(Ta)( Ta
Ta−t )

3
2 e

a2
2Ta

− (a−x)2
2(Ta−t ) [ 1

x−a + a−x
Ta−t ]∫ +∞

t dTaγ ∗(Ta)( Ta
Ta−t )

3
2 e

a2
2Ta

− (a−x)2
2(Ta−t )

Conditioning toward full survival S∗(∞) = 1 at the infinite
horizon T = +∞ when the unconditioned drift is positive μ � 0

μ∗
∞(x, t ) = − 1

a−x

Conditioning toward full survival S∗(∞) = 1 at the infinite
horizon T = +∞ when the unconditioned drift is negative μ < 0

μ∗
∞(x, t ) = −μ coth[μ(a − x)]

in terms of the precise conditioning constraints via Eq. (3).
One should then analyze the dynamics of P∗(x, t ) of Eq. (5),
based on the forward Fokker-Planck dynamics satisfied by the
unconditioned propagator P(x, t |x0, 0) and on the backward
Fokker-Planck dynamics satisfied the function Q(x, t ). In the
present setting, the conclusion of this dynamical analysis will
be that the function Q(x, t ) allows one to compute the condi-
tioned drift,

μ∗(x, t ) = μ(x) + 2D(x)∂x ln Q(x, t ), (6)

which can be plugged into the Ito analog to Eq. (4),

dX ∗(t ) = μ∗[X ∗(t ), t]dt +
√

2D[X ∗(t )]dW (t ), (7)

to generate stochastic trajectories of the conditioned process
X ∗(t ) with an absorbing boundary at a.

In summary, for each type of conditioning constraints
that we will consider, we will write the appropriate function
Q(x, t ) of Eq. (5) to compute the corresponding conditioned
drift μ∗(x, t ) via Eq. (6). For the Brownian motion of drift μ,
some examples of the conditioned drifts μ∗(x, t ) that will be
discussed are given in Table I.

C. Organization of the paper

The paper is organized as follows. Section II explains the
construction of the conditioned diffusion processes for the
different types of conditioning constraints that one wishes
to consider. This general framework is then applied to the
explicit case where the unconditioned process is the Brownian
motion with uniform drift μ starting at x = 0 with absorbing
condition at position a > 0, both for finite horizon T < +∞
in Sec. III and for infinite horizon T = +∞ in Sec. IV,
with many illustrative examples where stochastic trajectories

satisfying various types of conditioning constraints are gen-
erated. Our conclusions are summarized in Sec. V. Finally,
the Appendices describe the links with the Schrödinger per-
spective that involve the dynamical large deviations of the
unconditioned process and the stochastic control theory.

II. CONDITIONED DIFFUSION PROCESSES
WITH ABSORPTION AT POSITION x = a

In this section, we describe the general construction of
the conditioned diffusion process X ∗(t ) in the presence of an
absorbing boundary at position x = a.

A. Unconditioned process: Diffusion X (t ) on ] − ∞, a[
with absorbing condition at position a

As explained in the Introduction and as can be seen on
Eqs. (1) and (3), the essential building block of Doob’s
method is the finite-time propagator P(x2, t2|x1, t1) of the
unconditioned process with its dynamics with respect to the
final variables (x2, t2) and with respect to the initial variables
(x1, t1). In this subsection, we thus describe all the properties
of the unconditioned process that will be needed later to con-
struct conditioned processes.

1. Forward and backward Fokker-Planck dynamics
for the propagator P(x2, t2|x1, t1)

The Fokker-Planck generator associated to the Ito stochas-
tic differential equation of Eq. (4),

Fx = μ(x)∂x + D(x)∂2
x , (8)
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governs the backward dynamics of the propagator P(x2, t2|x1, t1) with respect to its initial variables (x1, t1),

−∂t1 P(x2, t2|x1, t1) = Fx1 P(x2, t2|x1, t1) = μ(x1)∂x1 P(x2, t2|x1, t1) + D(x1)∂2
x1

P(x2, t2|x1, t1), (9)

while the adjoint operator of the generator of Eq. (8),

F†
x = −∂xμ(x) + ∂2

x D(x), (10)

governs the forward dynamics of the propagator P(x2, t2|x1, t1) with respect to the its final variables (x2, t2),

∂t2 P(x2, t2|x1, t1) = F†
x2

P(x2, t2|x1, t1) = −∂x2 [μ(x2)P(x2, t2|x1, t1)] + ∂2
x2

[D(x2)P(x2, t2|x1, t1)]. (11)

The absorbing boundary condition at position a corresponds to the vanishing of the propagator P(x2, t2|x1, t1) at positions x2 = a
and x1 = a at any time t ,

P(x2 = a, t2|x1, t1) = 0, P(x2, t2|x1 = a, t1) = 0, (12)

while the initial condition at coinciding times t2 = t1 reads

P(x2, t2 = t1|x1, t1) = δ(x2 − x1). (13)

2. Survival probability S(t2|x1, t1) and probability distribution γ (t2|x1, t1) of the absorption-time t2 at position a

The total survival probability S(t2|x1, t1) at time t2 when starting at the position x1 at time t1 can be computed via the
integration of the propagator P(x2, t2|x1, t1) over all the possible positions x2 ∈] − ∞, a[,

S(t2|x1, t1) =
∫ a

−∞
dx2P(x2, t2|x1, t1), (14)

with the initial condition at coinciding times t2 = t1 inherited from Eq. (13),

S(t2 = t1|x1, t1) =
∫ a

−∞
dx2δ(x2 − x1) = 1 for x1 < a. (15)

The probability distribution γ (t2|x1, t1) of the absorption-time t2 can be obtained from the derivative of the survival probability
of Eq. (14) with respect to t2,

γ (t2|x1, t1) = −∂t2 S(t2|x1, t1) = −
∫ a

−∞
dx2∂t2 P(x2, t2|x1, t1). (16)

Using the forward Fokker-Planck Eq. (11) and the absorbing boundary condition of Eq. (12), Eq. (16) can be rewritten using
integration by parts as

γ (t2|x1, t1) = −
∫ a

−∞
dx2

{−∂x2 [μ(x2)P(x2, t2|x1, t1)] + ∂2
x2

[D(x2)P(x2, t2|x1, t1)]
}

= {μ(x2)P(x2, t2|x1, t1) − ∂x2 [D(x2)P(x2, t2|x1, t1)]}x2=a
x2=−∞ = −D(a)[∂x2 P(x2, t2|x1, t1)]|x2=a, (17)

where one recognizes the Fick diffusion current entering the absorbing boundary x = a. The initial condition at t2 = t1 reads
using Eq. (13) for any x1 < a

γ (t2 = t1|x1, t1) = −D(a)[δ′(x2 − x1)]|x2=a = 0. (18)

Using Eq. (15), the normalization over the possible finite times t2 ∈ [t1,+∞[,∫ +∞

t1

dt2γ (t2|x1, t1) = −
∫ +∞

t1

dt2∂t2 S(t2|x1, t1) = −[S(t2|x1, t1)]t2=+∞
t2=t1 = 1 − S(∞|x1, t1) = 1 − S(∞|x1), (19)

involves the probability S(∞|x1) ∈ [0, 1] to survive forever, i.e., to never touch the boundary x = a when starting at position x1.
Both the survival probability S(t2|x1, t1) and the probability distribution γ (t2|x1, t1) inherit from the propagator P(x2, t2|x1, t1)

the backward dynamics of Eq. (9) with respect to the initial variables (x1, t1):

−∂t1 S(t2|x1, t1) = Fx1 S(t2|x1, t1) = μ(x1)∂x1 S(t2|x1, t1) + D(x1)∂2
x1

S(t2|x1, t1),

−∂t1γ (t2|x1, t1) = Fx1γ (t2|x1, t1) = μ(x1)∂x1γ (t2|x1, t1) + D(x1)∂2
x1
γ (t2|x1, t1). (20)

In particular, the forever-survival S(∞|x1) satisfies

0 = Fx1 S(∞|x1) = [μ(x1) + D(x1)∂x1 ]∂x1 S(∞|x1). (21)
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3. Probability P(a − ε, t2|x1, t1) to be near the absorbing boundary
at x2 = a − ε in terms of the absorption-time distribution

For later purposes, it is also useful to evaluate the probabil-
ity to be near the absorbing boundary at position x2 = a − ε

via the Taylor expansion at first order in ε around P(x2 =
a, t2|x1, t1) = 0 of Eq. (12),

P(a − ε, t2|x1, t1) = P(a, t2|x1, t1) − ε[∂x2 P(x2, t2|x1, t1)]|x2=a

+ O(ε2)

= ε
1

D(a)
γ (t2|x1, t1) + O(ε2), (22)

where Eq. (17) was used to rewrite the leading contribution
at first order in ε in terms of the absorption-time distribution
γ (t2|x1, t1) of Eq. (17).

B. Conditioned process X∗(t ) with respect to some finite
horizon T < +∞

1. Conditioning toward the distributions P∗(y, T )
for y ∈] − ∞, a[ and γ∗(Ta) for Ta ∈ [0, T ]

For the unconditioned diffusion process X (t ) starting at
position X (0) = x0 at time t = 0:

(i) the probability distribution P(y, T |x0, 0) to be surviv-
ing at the position y is normalized over y ∈] − ∞, a[ to the
survival probability at time T ,

S(T |x0, 0) =
∫ a

−∞
dyP(y, T |x0, 0); (23)

(ii) the probability distribution γ (Ta|x0, 0) of the absorp-
tion time Ta is normalized over Ta ∈ [0, T ], to the probability
to be already dead at time T ,∫ T

0
dTaγ (Ta|x0, 0) = 1 − S(T |x0, 0), (24)

and is thus complementary to the survival probability of
Eq. (23).

Now we construct the conditioned diffusion process X ∗(t )
by imposing instead the following other properties:

(i) another probability distribution P∗(y, T ) to be surviv-
ing at position y at time T , whose normalization over y ∈
] − ∞, a[ will be the conditioned survival probability S∗(T )
at time T , ∫ a

−∞
dyP∗(y, T ) = S∗(T ); (25)

(ii) another probability distribution γ ∗(Ta) of the absorp-
tion time Ta, whose normalization over Ta ∈ [0, T ] is the
conditioned probability to be already dead at time T , and is
thus complementary to Eq. (25),∫ T

0
dTaγ

∗(Ta) = 1 − S∗(T ). (26)

The conditioned survival probability S∗(t ) at any intermediate
time t ∈]0, T [ can be computed via

S∗(t ) = 1 −
∫ t

0
dTaγ

∗(Ta). (27)

In summary, for the time horizon T , we impose the follow-
ing joint distribution E∗(x f , t f ) for the final end-point (x f , t f )

for the stochastic trajectories:

E∗(x f , t f ) = γ ∗(t f )θ (0 � t f � T )δ(x f − a)

+ P∗(x f , T )θ (−∞ � x f � a)δ(t f − T ), (28)

where the first contribution corresponds to the trajectories
ending at the absorbing boundary x f = a at times t f ∈ [0, T ],
while the second contribution corresponds to the trajectories
ending at time t f = T at the positions x f ∈] − ∞, a[. The
normalization of Eq. (2) can be checked using Eqs. (25) and
(26), ∫ +∞

−∞
dx f

∫ +∞

0
dt f E∗(x f , t f )

=
∫ T

0
dt f γ

∗(t f ) +
∫ a

−∞
dx f P∗(x f , T )

= [1 − S∗(T )] + S∗(T ) = 1. (29)

2. Conditioned probability distribution P∗(x, t )
at any intermediate time t ∈ [0, T ]

At any intermediate time t ∈ [0, T ], the conditioned prob-
ability distribution P∗(x, t ) to be surviving at position x can
be obtained via Eq. (3) using the joint distribution E∗(x f , t f )
of Eq. (28) to obtain

P∗(x, t )

=
∫ T

t
dTaγ

∗(Ta)

[
lim
ε→0

P(a − ε, Ta|x, t )P(x, t |x0, 0)

P(a − ε, Ta|x0, 0)

]

+
∫ a

−∞
dyP∗(y, T )

P(y, T |x, t )P(x, t |x0, 0)

P(y, T |x0, 0)
. (30)

The first contribution involving the conditioned absorbing-
time distribution γ ∗(Ta) contains the bridge formula of Eq. (1)
ending at position (a − ε) → a at time Ta ∈ [t, T ], while the
second contribution involving the conditioned survival proba-
bility P∗(y, T ) contains the bridge formula of Eq. (1) ending
at position y at time T .

The normalization of Eq. (30) over the possible posi-
tions x ∈] − ∞, a[ at time t can be computed using the
Chapman-Kolmogorov property of the unconditioned process
and Eq. (27),∫ a

−∞
dxP∗(x, t )

=
∫ T

t
dTaγ

∗(Ta)

[
lim
ε→0

∫ a
−∞ dxP(a − ε, Ta|x, t )P(x, t |x0, 0)

P(a − ε, Ta|x0, 0)

]

+
∫ a

−∞
dyP∗(y, T )

∫ a
−∞ dxP(y, T |x, t )P(x, t |x0, 0)

P(y, T |x0, 0)

=
∫ T

t
dTaγ

∗(Ta) +
∫ a

−∞
dyP∗(y, T )

= [S∗(t ) − S∗(T )] + S∗(T ) = S∗(t ), (31)

i.e., one obtains, as it should, the conditioned survival proba-
bility S∗(t ) that one imposes.

The initial condition at t = 0 is the same as for the ini-
tial process P(x, t = 0|x0, 0) = δ(x − x0) of Eq. (13) as a
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consequence of Eqs. (25) and (26),

P∗(x, t = 0)

=
∫ T

0
dTaγ

∗(Ta)

[
lim
ε→0

P(a − ε, Ta|x, 0)P(x, 0|x0, 0)

P(a − ε, Ta|x0, 0)

]

+
∫ a

−∞
dyP∗(y, T )

P(y, T |x, 0)P(x, t |x0, 0)

P(y, T |x0, 0)

= δ(x − x0). (32)

In the first contribution of Eq. (30), the property of Eq. (22)
allows one to rewrite the limit involving ε → 0 in terms of the
first-passage distributions γ (Ta|x, t ) and γ (Ta|x0, 0),

lim
ε→0

P(a − ε, Ta|x, t )

P(a − ε, Ta|x0, 0)
= γ (Ta|x, t )

γ (Ta|x0, 0)
. (33)

In summary, the conditioned probability distribution of
Eq. (30) can be rewritten in the product form of Eq. (5), where
the function

QT (x, t ) ≡
∫ T

t
dTa

γ ∗(Ta)

γ (Ta|x0, 0)
γ (Ta|x, t )

+
∫ a

−∞
dy

P∗(y, T )

P(y, T |x0, 0)
P(y, T |x, t ) (34)

inherits the backward Fokker-Planck dynamics of Eq. (20)
concerning γ (Ta|x, t ) and of Eq. (9) concerning P(y, T |x, t )
with respect to their initial variables (x, t ),

−∂t QT (x, t ) = FxQT (x, t )

= μ(x)∂xQT (x, t ) + D(x)∂2
x QT (x, t ), (35)

since the derivative with respect to the time t appearing as
the lower boundary of the integral of the first contribution of
Eq. (34) gives zero as a consequence of Eq. (18),

− γ ∗(t )

γ (t |x0, 0)
γ (t |x, t ) = 0. (36)

3. Dynamics of the conditioned process X ∗(t )

As explained in the Introduction, once the conditioned
probability distribution P∗(x, t ) has been written in terms of
the conditioned constraints, the next goal is to analyze the cor-
responding dynamics. Using the forward dynamics of Eq. (11)
satisfied by the unconditioned propagator P(x, t |x0, 0),

∂t P(x, t |x0, 0) = −∂x[μ(x)P(x, t |x0, 0)]

+ ∂2
x [D(x)P(x, t |x0, 0)], (37)

and the backward dynamics of Eq. (35) satisfied by QT (x, t ),
one obtains that the time derivative of the conditioned proba-
bility distribution of Eq. (5) reads

∂t P
∗(x, t )

= P(x, t |x0, 0)[∂t QT (x, t )] + QT (x, t )[∂t P(x, t |x0, 0)]

= P(x, t |x0, 0)
[−μ(x)∂xQT (x, t ) − D(x)∂2

x QT (x, t )
]

+ QT (x, t )
{ − ∂x[μ(x)P(x, t |x0, 0)]

+ ∂2
x [D(x)P(x, t |x0, 0)]

}
. (38)

Using Eq. (5) to replace the unconditioned propagator

P(x, t |x0, 0) = P∗(x, t )

QT (x, t )
(39)

into Eq. (38), one obtains that the conditioned probability
distribution P∗(x, t ) satisfies the following forward Fokker-
Planck dynamics with respect to (x, t ),

∂t P
∗(x, t ) = − P∗(x, t )

QT (x, t )
μ(x)∂xQT (x, t )

− P∗(x, t )

QT (x, t )
D(x)∂2

x QT (x, t )

− QT (x, t )∂x

[
μ(x)

P∗(x, t )

QT (x, t )

]

+ QT (x, t )∂2
x

[
D(x)

P∗(x, t )

QT (x, t )

]

= −∂x[μ∗
T (x, t )P∗(x, t )] + ∂2

x [D(x)P∗(x, t )],

(40)

where the diffusion coefficient D(x) is the same as in the
unconditional dynamics of Eq. (11), while the conditioned
drift μ∗

T (x, t ) differs from the initial drift μ(x) and involves
the function QT (x, t ) of Eq. (34),

μ∗
T (x, t ) = μ(x) + 2D(x)∂x ln QT (x, t )

= μ(x) + 2D(x)∂x ln

[∫ T

t
dTa

γ ∗(Ta)

γ (Ta|x0, 0)
γ (Ta|x, t )

+
∫ a

−∞
dy

P∗(y, T )

P(y, T |x0, 0)
P(y, T |x, t )

]
. (41)

The corresponding Ito stochastic differential equation for the
conditioned process X ∗(t ) of Eq. (7) can be then used to gen-
erate stochastic trajectories of the conditioned process X ∗(t )
with absorption at x = a.

4. Supplementary information that can be obtained
from the Schrödinger perspective

A natural question is how different is the conditioned pro-
cess X ∗(t ) with respect to the initial unconditioned process
X (t ). However, this question is usually not addressed within
the Doob perspective that we have applied in the present
main text, while it plays a major role within the Schrödinger
perspective that we describe in the two Appendices, in rela-
tion of the large deviation properties of a large number N of
unconditioned processes:

(i) In Appendix A, the relative entropy cost of the condi-
tioning constraints [P∗(., T ); γ ∗(.)] is written in Eq. (A16)
and is used to give some precise meaning to conditioning
constraints that are less detailed than the whole distributions
[P∗(., T ); γ ∗(.)] at the time horizon T , with various illustra-
tive examples.

(ii) In Appendix B, we explain how the Schrödinger
perspective provides an alternative construction of the con-
ditioned process via the optimization of its dynamical relative
entropy in the presence of the conditioning constraints, which
allows one to make the link with the stochastic control theory.
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C. Cases S∗(T ) = 0 where the conditioning is toward full
absorption before the horizon time T

When the conditioning corresponds to full absorption be-
fore the horizon time T in Eqs. (25) and (26),

P∗(y, T ) = 0 for y ∈] − ∞, a[,
(42)∫ T

0
dTaγ

∗(Ta) = 1,

then the function QT (x, t ) contains only the first contribution
of Eq. (34) involving an integral over the time Ta ∈]t, T [,

Q[time]
T (x, t ) =

∫ T

t
dTaγ

∗(Ta)
γ (Ta|x, t )

γ (Ta|x0, 0)
. (43)

D. Cases S∗(∞) = 0 where the conditioning is toward full
absorption before the infinite horizon T = +∞

The limit of the infinite horizon T → +∞ can be directly
taken on Eqs. (42) and (43) to obtain the following conclusion:
When the conditioning is toward some first-passage-time dis-
tribution γ ∗(Ta) normalized over Ta ∈]0,+∞[,∫ +∞

0
dTaγ

∗(Ta) = 1, (44)

the function Q[time]
∞ (x, t ) reads

Q[time]
∞ (x, t ) =

∫ +∞

t
dTaγ

∗(Ta)
γ (Ta|x, t )

γ (Ta|x0, 0)
. (45)

E. Cases S∗(T ) = 1 where the conditioning is toward full
survival at the horizon time T

When the conditioning corresponds to full survival at the
horizon time T in Eqs. (25) and (26),∫ a

−∞
dyP∗(y, T ) = 1,

γ ∗(Ta) = 0 for Ta ∈]0, T ], (46)

then the function QT (x, t ) contains only the second contribu-
tion of Eq. (34) involving an integral over the spatial position
y ∈] − ∞, a[,

Q[space]
T (x, t ) ≡

∫ a

−∞
dyP∗(y, T )

P(y, T |x, t )

P(y, T |x0, 0)
. (47)

Let us now consider the important specific choice where
the conditioned probability distribution P∗[surviving](y, T ) is
simply given by the unconditioned probability distribution
P(y, T |x0, 0) normalized by the corresponding survival prob-
ability S(T |x0, 0) of the unconditioned process,

P∗[surviving](y, T ) = P(y, T |x0, 0)∫ a
−∞ dy′P(y′, T |x0, 0)

= P(y, T |x0, 0)

S(T |x0, 0)
.

(48)

This choice can be justified via the optimization of the ap-
propriate relative entropy, as explained around Eq. (A29) of

Appendix A. Then the function of Eq. (47),

Q[surviving]
T (x, t ) =

∫ a

−∞
dyP∗[surviving](y, T )

P(y, T |x, t )

P(y, T |x0, 0)

=
∫ a
−∞ dyP(y, T |x, t )

S(T |x0, 0)
= S(T |x, t )

S(T |x0, 0)
, (49)

reduces to the ratio of the two survival probabilities S(T |x, t )
and S(T |x0, 0) of the unconditioned process.

F. Cases S∗(∞) = 1 where the conditioning is toward full
survival at the infinite horizon T = +∞

When one considers the limit of the infinite horizon T →
+∞ of Eqs. (46) and (47), one first needs to choose what
spatial conditioning P∗(y, T ) one should consider during the
limit procedure T → +∞.

To be concrete, we will now focus only the specific choice
of Eq. (48), where the limit of the infinite horizon T → +∞
can be taken in Eq. (49) to obtain

Q[surviving]
∞ (x, t ) = lim

T →+∞
S(T |x, t )

S(T |x0, 0)
. (50)

The rewriting in terms of the forever-survival probabilities
S(∞|.) and in terms of the first-passage-time distributions
γ (t2|., .) as

Q[surviving]
∞ (x, t ) = lim

T →+∞
S(T |x, t )

S(T |x0, 0)

= lim
T →+∞

S(∞|x) + ∫ +∞
T dt2γ (t2|x, t )

S(∞|x0) + ∫ +∞
T dt2γ (t2|x0, 0)

(51)

shows that the evaluation of this limit will depend on whether
the forever-survival probability S(∞|.) of the unconditioned
process vanishes or not:

(a) If the forever-survival probability S(∞|.) of the un-
conditioned process is finite, then the limit of Eq. (51) will
only involve the ratio of the two forever-survival probabilities
S(∞|x) and S(∞|x0),

Q[surviving]
∞ (x, t ) = lim

T →+∞
S(∞|x) + ∫ +∞

T dt2γ (t2|x, t )

S(∞|x0) + ∫ +∞
T dt2γ (t2|x0, 0)

= S(∞|x)

S(∞|x0)
. (52)

(b) If the forever-survival probability of the unconditioned
process vanishes S(∞|.) = 0, then the limit of Eq. (51)
will involve the asymptotic behavior of the first-passage-time
distributions γ (t2|x, t ) and γ (t2|x0, 0) of the unconditioned
process

Q[surviving]
∞ (x, t ) = lim

T →+∞
S(∞|x) + ∫ +∞

T dt2γ (t2|x, t )

S(∞|x0) + ∫ +∞
T dt2γ (t2|x0, 0)

= lim
T →+∞

∫ +∞
T dt2γ (t2|x, t )∫ +∞

T dt2γ (t2|x0, 0)
. (53)
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G. Cases S∗(∞) ∈]0, 1[ where the conditioning is toward partial survival at the infinite horizon T = +∞
Let us now consider the limit of the infinite horizon T → +∞ for the cases with partial forever-survival S∗(∞) ∈]0, 1[. The

normalization over Ta ∈ [0,+∞[ of the conditioned distribution γ ∗(Ta) is given by Eq. (25) for T → +∞,∫ ∞

0
dTaγ

∗(Ta) = 1 − S∗(∞). (54)

For the spatial component, let us consider the choice analogous to Eq. (48) with the additional normalization S∗(∞) as prefactor
to respect the normalization of Eq. (25):

P∗[partial](y, T ) = S∗(∞)P∗[surviving](y, T ) = S∗(∞)
P(y, T |x0, 0)

S(T |x0, 0)
. (55)

Using Eqs. (49) and (51), the function QT →+∞(x, t ) of Eq. (34) becomes

Q∗[partial]
∞ (x, t ) =

∫ ∞

t
dTaγ

∗(Ta)
γ (Ta|x, t )

γ (Ta|x0, 0)
+ S∗(∞)

[
lim

T →+∞
S(T |x, t )

S(T |x0, 0)

]

=
∫ ∞

t
dTaγ

∗(Ta)
γ (Ta|x, t )

γ (Ta|x0, 0)
+ S∗(∞)

[
lim

T →+∞
S(∞|x) + ∫ +∞

T dt2γ (t2|x, t )

S(∞|x0) + ∫ +∞
T dt2γ (t2|x0, 0)

]
, (56)

where the evaluation of the last limit will depend on whether the forever-survival probability S(∞|.) of the unconditioned process
vanishes or not, as already discussed in Eqs. (52) and (53).

As a final remark, let us stress again that the final result of Eq. (56) for Q∗[partial]
∞ (x, t ) is based on the specific choice of Eq. (55),

which can be justified via the optimization of the appropriate relative entropy, as explained around Eq. (A29) of Appendix A.
However, if one considers another choice for P∗(y, T ), then one can return to the general expression of Eq. (34) and analyze its
asymptotic behavior for T → +∞.

III. APPLICATION TO THE BROWNIAN MOTION WITH DRIFT μ FOR FINITE HORIZON T

In this section, the conditioning for finite horizon T described in Sec. II is applied to the simplest case where the unconditioned
process is the Brownian motion with uniform drift μ starting at x = 0 with absorbing condition at position a > 0.

A. Unconditioned process X (t ): Brownian motion with drift μ and absorbing condition at position a > 0

The unconditioned process X (t ) satisfies the stochastic differential equation, Eq. (4), with μ(x) = μ and D(x) = 1/2,

dX (t ) = μdt + dB(t ), (57)

with the initial condition X (t = 0) = 0 and the absorbing condition at position a. The corresponding propagator P[μ](x2, t2|x1, t1)
obtained via the method of images,

P[μ](x2, t2|x1, t1) = 1√
2π (t2 − t1)

{
e− [x2−x1−μ(t2−t1 )]2

2(t2−t1 ) − e2μ(a−x1 )e− [x2+x1−2a−μ(t2−t1 )]2

2(t2−t1 )
}
, (58)

allows one to compute the distribution γ [μ](t2|x1, t1) of the absorption-time t2 of Eq. (17),

γ [μ](t2|x1, t1) = −1

2

[
∂x2 P[μ](x2, t2|x1, t1)

]∣∣
x2=a

= (a − x1)√
2π (t2 − t1)

3
2

e− [a−x1−μ(t2−t1 )]2

2(t2−t1 ) = (a − x1)eμ(a−x1 )

√
2π (t2 − t1)

3
2

e− (a−x1 )2

2(t2−t1 ) − μ2

2 (t2−t1 )
. (59)

The integral ∫ +∞

0

dτ

τ
3
2

e− (a−x1 )2

2τ
− μ2

2 τ =
√

2π

(a − x1)
e−|μ|(a−x1 ) (60)

yields the normalization of γ [μ](t2|x1, t1) over the possible finite times t2 ∈ [t1,+∞[,∫ +∞

t1

dt2γ
[μ](t2|x1, t1) = (a − x1)eμ(a−x1 )

√
2π

∫ +∞

0

dτ

τ
3
2

e− (a−x1 )2

2τ
− λ2

2 τ = e(μ−|μ|)(a−x1 ) =
{

1 if μ � 0,

e2μ(a−x1 ) if μ < 0.
(61)

So one recovers the well-known property that the forever-survival probability S[μ](∞|x1) of Eq. (19) vanishes only for positive
drift μ � 0,

S[μ](∞|x1) = 1 −
∫ +∞

t1

dt2γ
[μ](t2|x1, t1) =

{
0 if μ � 0,

1 − e2μ(a−x1 ) = 1 − e−2|μ|(a−x1 ) if μ < 0,
(62)
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while for negative drift μ < 0, the particle starting at x1 can escape toward (−∞) without touching the position a with the finite
probability S[μ](∞|x1) = 1 − e2μ(a−x1 ) satisfying Eq. (21).

B. Conditioned process X∗(t ) with respect to the finite horizon T

For the Brownian motion with drift μ starting at position 0 at time t = 0:
(i) the probability distribution to be surviving at position y ∈] − ∞, a[ at time T is given by Eq. (58),

P[μ](y, T |0, 0) = 1√
2πT

[
e− (y−μT )2

2T − e2μae− (y−2a−μT )2

2T
] = 1√

2πT
eμy− (y−a)2

2T − a2

2T − μ2

2 T
[
e

a(a−y)
T − e− a(a−y)

T
]
; (63)

(ii) the probability distribution of the absorption time Ta is given by Eq. (59),

γ [μ](Ta|0, 0) = a
√

2πT
3
2

a

e− (a−μTa )2

2Ta = a
√

2πT
3
2

a

eμa− a2

2Ta
− μ2

2 Ta . (64)

As explained around Eqs. (25) and (26), we now impose to the conditioned process the following properties instead:
(i) another probability distribution P∗(y, T ) to be surviving at position y at time T ;
(ii) another probability distribution γ ∗(Ta) of the absorption time Ta for Ta ∈ [0, T ].
The normalization of Eqs. (25) and (26) involves the conditioned survival probability S∗(T ) at the time T,

S∗(T ) =
∫ a

−∞
dyP∗(y, T ) = 1 −

∫ T

0
dTaγ

∗(Ta). (65)

The ratio of the first-passage time distributions computed using Eq. (59),

γ [μ](Ta|x, t )

γ [μ](Ta|0, 0)
=

(
Ta

Ta − t

) 3
2
(

a − x

a

)
e

(a−μTa )2

2Ta
− [a−x−μ(Ta−t )]2

2(Ta−t ) =
(

Ta

Ta − t

) 3
2
(

a − x

a

)
e

μ2

2 t−μx+ a2

2Ta
− (a−x)2

2(Ta−t ) , (66)

and the ratio of the propagators computed using Eq. (58),

P[μ](y, T |x, t )

P[μ](y, T |0, 0)
=

1√
2π (T −t )

eμ(y−x)− (y−a)2

2(T −t ) − (x−a)2

2(T −t ) − μ2

2 (T −t )[e (a−y)(a−x)
(T −t ) − e− (a−y)(a−x)

(T −t )
]

1√
2πT

eμy− (y−a)2

2T − a2
2T − μ2

2 T [e
(a−y)a

T − e− (a−y)a
T ]

=
√

T

T − t
e

μ2

2 t−μx+ (a−y)2

2T − (a−y)2

2(T −t ) + a2

2T − (a−x)2

2(T −t )
sinh[ (a−x)(a−y)

T −t ]

sinh[ a(a−y)
T ]

, (67)

can be plugged into Eq. (34) to obtain that the dependence with respect to the initial drift μ can be factorized,

Q[μ]
T (x, t ) =

∫ T

t
dTaγ

∗(Ta)
γ [μ](Ta|x, t )

γ [μ](Ta|0, 0)
+

∫ a

−∞
dyP∗(y, T )

P[μ](y, T |x, t )

P[μ](y, T |0, 0)
= e

μ2

2 t−μxQ[0]
T (x, t ), (68)

while the remaining function Q[0]
T (x, t ) corresponding to vanishing initial drift μ = 0 reads

Q[0]
T (x, t ) =

(
a − x

a

) ∫ T

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2

e
a2

2Ta
− (a−x)2

2(Ta−t ) + e
a2

2T − (a−x)2

2(T −t )

√
T

T − t

∫ a

−∞
dyP∗(y, T )e

(a−y)2

2T − (a−y)2

2(T −t )
sinh

[ (a−x)(a−y)
T −t

]
sinh

[ a(a−y)
T

] .

(69)

As a consequence, the conditioned drift of Eq. (41),

μ∗
T (x, t ) = μ + ∂x ln Q[μ]

T (x, t ) = μ + ∂x ln
[
e

μ2

2 t−μxQ[0]
T (x, t )

] = ∂x ln Q[0]
T (x, t ), (70)

is independent of the initial drift μ. The fact that conditioned processes can be independent of the unconditioned drift has stressed
a lot of interest recently [18,111] and we refer to these two references for detailed discussions.

C. Cases S∗(T ) = 0 where the conditioning is toward full absorption before the horizon T

When the conditioning corresponds to full absorption before the horizon T in Eq. (65),∫ T

0
dTaγ

∗(Ta) = 1 − S∗(T ) = 1, (71)
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the function Q[0]
T (x, t ) contains only the first contribution of Eq. (69),

Q[0]
T (x, t ) =

(
a − x

a

) ∫ T

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2

e
a2

2Ta
− (a−x)2

2(Ta−t ) , (72)

and the conditioned drift of Eq. (70) reads

μ∗
T (x, t ) = ∂x ln Q[0]

T (x, t ) = ∂x

{
ln

(
a − x

a

)
+ ln

[∫ T

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2

e
a2

2Ta
− (a−x)2

2(Ta−t )

]}

= 1

x − a
+ (a − x)

∫ T
t dTaγ

∗(Ta)
( Ta

Ta−t

) 3
2 e

a2

2Ta
− (a−x)2

2(Ta−t )
[

1
Ta−t

]
∫ T

t dTaγ ∗(Ta)
( Ta

Ta−t

) 3
2 e

a2
2Ta

− (a−x)2

2(Ta−t )

. (73)

1. Case where the absorption-time Ta takes the single value
T ∗ ∈]0, T [ : γ∗(Ta) = δ(Ta − T ∗)

For the special case where the absorption-time Ta takes the
single value T ∗ ∈]0, T [,

γ ∗(Ta) = δ(Ta − T ∗), (74)

the function Q[0]
T (x, t ) of Eq. (72) reads using the Heaviside

function θ (.)

Q[0]
T (x, t ) = θ (T ∗ − t )

(
a − x

a

)(
T ∗

T ∗ − t

) 3
2

e
a2

2T ∗ − (a−x)2

2(T ∗−t ) ,

(75)

and the corresponding conditioned drift of Eq. (73) reduces
for t ∈ [0, T ∗[ to

μ∗(x, t ) = ∂x ln Q[0]
T (x, t ) = − 1

a − x
+ a − x

T ∗ − t
. (76)

Equation (76) can be found in Ref. [18]. This equation is
also found in the mathematical literature (with the usual
convention T ∗ = 1) where it is obtained using enlargements
of filtration techniques [17,112]. Observe that when the fi-
nal time T ∗ becomes arbitrarily large (T ∗ → ∞), the drift
Eq. (76) reduces to that of the taboo process (with taboo
state a),

μ[taboo](x) = − 1

a − x
, (77)

which is the unique diffusion on ] − ∞, a[ with a generator of
the form [15]

1

2

d2

dx2
− 1

a − x

d

dx
. (78)

Loosely speaking, one can see the taboo process as a Bessel
process [113] but for the present geometry ] − ∞, a[. With
such a drift, the boundary now corresponds to an entrance
boundary [4], which means that the boundary cannot be
reached from the interior of the state space (here the interval

] − ∞, a[). Originally introduced in the mathematical litera-
ture, and since then widely studied in this field [15,114,115]
for both semi-infinite and finite domains, the taboo process
and its later generalizations have recently found applications
in physics [116] where they are relevant for studying confined
polymers [117]. For a physicist-oriented survey, we refer to
the recent article in Ref. [14].

Also observe that as the level a becomes large (a → ∞),
the first term in the right-hand side of Eq. (76) is small com-
pared to the second, except when x approaches a near the final
time T ∗. In this case, the drift Eq. (76) becomes

μ[BB](x) = a − x

T ∗ − t
, (79)

which is the drift of a Brownian bridge ending at a at the final
time T ∗ [4,6,26]. This can be understood intuitively since,
when a is large, the process spends most of the time far from
the boundary (recall that the process starts at x0 = 0 
 a) and
thus it does not feel the boundary, except at the final time T ∗
when the process is constrained to end at the level a. Apart
from near-final times, the process therefore has a very low
probability of reaching a.

Finally, also observe that when a = 0, then the drift
Eq. (76) becomes

μt (x) = 1

x
− x

T ∗ − t
, (80)

which is the drift of a three-dimensional Bessel bridge [118],
a process also known as Brownian excursion [6].

2. Case where the absorption-time Ta takes only two values
T ∗

− < T ∗
+ : γ∗(Ta) = pδ(Ta − T ∗

− ) + (1 − p)δ(Ta − T ∗
+ )

For the special case where the absorption-time Ta takes
only two values T ∗

− < T ∗
+ ,

γ ∗(Ta) = pδ(Ta − T ∗
− ) + (1 − p)δ(Ta − T ∗

+ ), (81)

the function Q[0]
T (x, t ) of Eq. (72) reads

Q[0]
T (x, t ) = pθ (T ∗

− − t )

(
a − x

a

)(
T ∗

−
T ∗− − t

) 3
2

e
a2

2T ∗−
− (a−x)2

2(T ∗−−t ) + (1 − p)θ (T ∗
+ − t )

(
a − x

a

)(
T ∗

+
T ∗+ − t

) 3
2

e
a2

2T ∗+
− (a−x)2

2(T ∗+−t ) . (82)

So here one needs to separate two regions for the conditioned drift of Eq. (73):
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(i) in the region I corresponding to 0 � t � T ∗
− , Eq. (73) yields

μ∗
I (x, t ) = 1

x − a
+ (a − x)

p
( T ∗

−
T ∗−−t

) 3
2 e

a2

2T ∗−
− (a−x)2

2(T ∗−−t )
[

1
T ∗−−t

] + (1 − p)
( T ∗

+
T ∗+−t

) 3
2 e

a2

2T ∗+
− (a−x)2

2(T ∗+−t )
[

1
T ∗+−t

]
p
( T ∗−

T ∗−−t

) 3
2 e

a2

2T ∗−
− (a−x)2

2(T ∗−−t ) + (1 − p)
( T ∗+

T ∗+−t

) 3
2 e

a2

2T ∗+
− (a−x)2

2(T ∗+−t )

; (83)

(ii) in the region II corresponding to T ∗
− � t � T ∗

+ , the absorption at T ∗
− has already taken place, so the conditioned drift is

similar to Eq. (76) with the replacement T ∗ → T ∗
+ ,

μ∗
II (x, t ) = 1

x − a
+ a − x

T ∗+ − t
. (84)

Observe that

μ∗
I (x, T ∗

− ) = lim
t→T ∗−

μI (x, t ) = 1

x − a
+ a − x

T ∗+ − T ∗−
= μ∗

II (x, T ∗
− ), (85)

so that the conditioned drift is continuous on the whole interval [0, T ∗
+ ]. Figure 1 shows some realizations of the stochastic

process.

D. Cases S∗(T ) = 1 where the conditioning is toward full survival at the horizon T

When the conditioning corresponds to full survival at the horizon T in Eq. (65),∫ a

−∞
dyP∗(y, T ) = S∗(T ) = 1, (86)

the function Q[0]
T (x, t ) contains only the second contribution of Eq. (69),

Q[0]
T (x, t ) = e

a2

2T − (a−x)2

2(T −t )

√
T

T − t

∫ a

−∞
dyP∗(y, T )e

(a−y)2

2T − (a−y)2

2(T −t )
sinh

[ (a−x)(a−y)
T −t

]
sinh

[ a(a−y)
T

] , (87)

and the conditioned drift of Eq. (70) reads

μ∗
T (x, t ) = ∂x ln Q[0]

T (x, t ) = ∂x

(
− (a − x)2

2(T − t )
+ ln

{∫ a

−∞
dyP∗(y, T )e

(a−y)2

2T − (a−y)2

2(T −t )
sinh

[ (a−x)(a−y)
T −t

]
sinh

[ a(a−y)
T

]
})

= a − x

T − t
+

∫ a
−∞ dyP∗(y, T )e

(a−y)2

2T − (a−y)2

2(T −t )
( y−a

T −t ) cosh [ (a−x)(a−y)
T −t ]

sinh [ a(a−y)
T ]∫ a

−∞ dyP∗(y, T )e
(a−y)2

2T − (a−y)2

2(T −t )
sinh [ (a−x)(a−y)

T −t ]
sinh [ a(a−y)

T ]

. (88)

1. Special case with a single position y∗ ∈] − ∞, a[ at time T : P∗(y, T ) = δ(y − y∗)

For the case with a single position y∗ ∈] − ∞, a[ at time T ,

P∗(y, T ) = δ(y − y∗), (89)

Eq. (87) reads

Q[0]
T (x, t ) = e

a2

2T − (a−x)2

2(T −t )

√
T

T − t
e

(a−y∗ )2

2T − (a−y∗ )2

2(T −t )
sinh

[ (a−x)(a−y∗ )
T −t

]
sinh

[ a(a−y∗ )
T

] , (90)

and the conditioned drift of Eq. (88) reduces to

μ∗
T (x, t ) = ∂x ln Q[0]

T (x, t ) = ∂x

(
− (a − x)2

2(T − t )
+ ln

{
sinh

[
(a − x)(a − y∗)

T − t

]})
= a − x

T − t
+

(
y∗ − a

T − t

)
coth

[
(a − x)(a − y∗)

T − t

]
.

(91)

The drift of Eq. (91) corresponds to a Brownian bridge ending at y∗ at time T , conditioned to stay below the positive level a.
Observe that when y∗ is close to a,

lim
y∗→a

μ∗
T (x, t ) = 1

a − x
+ a − x

T − t
, (92)

corresponding to the drift of Eq. (76) as expected. Similarly, when the frontier a becomes large, one gets that

lim
a→∞ μ∗

T (x, t ) = y∗ − x

T − t
, (93)
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which is the drift of an unconstrained Brownian bridge ending at y∗ at time T . Figure 2 shows some realizations of the stochastic
process.

2. Special case with two position (y∗
1, y∗

2 ) at time T: P∗(y, T ) = pδ(y − y∗
1 ) + (1 − p)δ(y − y∗

2 )

For the case with two positions (y∗
1, y∗

2 ) at time T,

P∗(y, T ) = pδ(y − y∗
1 ) + (1 − p)δ(y − y∗

2 ), (94)

and the conditioned drift of Eq. (88) reads

μ∗
T (x, t ) = a − x

T − t
+

pe
(a−y∗1 )2

2T − (a−y∗1 )2

2(T −t )
(

y∗1−a

T −t ) cosh[
(a−x)(a−y∗1 )

T −t ]

sinh[
a(a−y∗1 )

T ]
+ (1 − p)e

(a−y∗2 )2

2T − (a−y∗2 )2

2(T −t )
(

y∗2−a

T −t ) cosh[
(a−x)(a−y∗2 )

T −t ]

sinh[
a(a−y∗2 )

T ]

pe
(a−y∗1 )2

2T − (a−y∗1 )2

2(T −t )
sinh[

(a−x)(a−y∗1 )

T −t ]

sinh[
a(a−y∗1 )

T ]
+ (1 − p)e

(a−y∗2 )2

2T − (a−y∗2 )2

2(T −t )
sinh[

(a−x)(a−y∗2 )

T −t ]

sinh[
a(a−y∗2 )

T ]

. (95)

Figure 3 shows some realizations of the stochastic process.

E. Simplest example with partial survival probability S∗(T ) ∈]0, 1[ at time T

As simplest example with partial survival probability S∗(T ) = S∗ ∈]0, 1[ at time T in Eq. (65), let us consider the case with
a single time T ∗ ∈]0, T [ and a single position y∗ ∈] − ∞, a[,

γ ∗(Ta) = (1 − S∗)δ(Ta − T ∗), P∗(y, T ) = S∗δ(y − y∗). (96)

Then Eq. (69) yields the function Q[0]
T (x, t ),

Q[0]
T (x, t ) = (1 − S∗)θ (T ∗ − t )

(
a − x

a

)(
T ∗

T ∗ − t

) 3
2

e
a2

2T ∗ − (a−x)2

2(T ∗−t ) + S∗e
a2

2T − (a−x)2

2(T −t )

√
T

T − t
e

(a−y∗ )2

2T − (a−y∗ )2

2(T −t )
sinh

[ (a−x)(a−y∗ )
T −t

]
sinh

[ a(a−y∗ )
T

] , (97)

and its partial derivative with respect to x

∂xQ[0]
T (x, t ) = (1 − S∗)θ (T ∗ − t )

(a − x

a

)(
T ∗

T ∗ − t

) 3
2

e
a2

2T ∗ − (a−x)2

2(T ∗−t )

[
1

x − a
+ a − x

T ∗ − t

]

+ S∗e
a2

2T − (a−x)2

2(T −t )

√
T

T − t
e

(a−y∗ )2

2T − (a−y∗ )2

2(T −t )

{
a−x
T −t sinh

[ (a−x)(a−y∗ )
T −t

] + ( y∗−a
T −t

)
cosh

[ (a−x)(a−y∗ )
T −t

]}
sinh

[ a(a−y∗ )
T

] , (98)

which allows one to obtain the corresponding conditioned
drift of Eq. (41),

μ∗
T (x, t ) = ∂x ln Q[0]

T (x, t ) = ∂xQ[0]
T (x, t )

Q[0]
T (x, t )

. (99)

0 0.5 1 1.5

time

-2

-1

0

1

2

x

FIG. 1. A sample of 30 diffusions for the conditioned drift given
by Eqs. (83) and (84) with parameters a = 2, T ∗

− = 0.5, and T ∗
+ =

1.5. The time step used in the discretization is dt = 10−4. All
trajectories generated with different noise histories are statistically
independent.

Figure 4 shows some realizations of the stochastic process.

IV. APPLICATION TO THE BROWNIAN MOTION
WITH DRIFT μ FOR INFINITE HORIZON

In this section, the conditioning for infinite horizon T =
+∞ described in Sec. II is applied to the simplest case where
the unconditioned process is the Brownian motion with uni-
form drift μ starting at x = 0 with absorbing condition at
position a > 0, whose properties have been already described
in Sec. III A.

A. Cases S∗(∞) = 0 where the conditioning is toward full
absorption before the infinite horizon T = +∞

When the conditioning corresponds to full absorption be-
fore the infinite horizon T = +∞ in Eq. (71),∫ +∞

0
dTaγ

∗(Ta) = 1 − S∗(∞) = 1, (100)

the function Q[0]
∞ (x, t ) of Eq. (72) reads

Q[0]
∞ (x, t ) =

(
a − x

a

) ∫ +∞

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2

e
a2

2Ta
− (a−x)2

2(Ta−t ) ,

(101)
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FIG. 2. A sample of 30 diffusions for the conditioned drift given
by Eq. (91) with parameters a = 1, T = 1, and y∗ = 0.5. The time
step used in the discretization is dt = 10−4. All trajectories generated
with different noise histories are statistically independent.
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FIG. 3. A sample of 30 diffusions for the conditioned drift given
by Eq. (95) with parameters a = 1, T = 1, y∗

1 = 0.5, and y∗
2 = −0.5.

The time step used in the discretization is dt = 10−4. All trajectories
generated with different noise histories are statistically independent.

0 0.2 0.4 0.6 0.8 1

time

-1.5

-1

-0.5

0

0.5

1

x

FIG. 4. A sample of 30 diffusions for the conditioned drift given
by Eq. (99) with parameters a = 1, T ∗ = 0.4, T = 1, y∗ = 0.5, and
S∗ = 1/3. The time step used in the discretization is dt = 10−4. All
trajectories generated with different noise histories are statistically
independent.

and the conditioned drift of Eq. (73) can be rewritten as

μ∗
∞(x, t ) =

∫ +∞
t dTaγ

∗(Ta)
( Ta

Ta−t

) 3
2 e

a2

2Ta
− (a−x)2

2(Ta−t )
[

1
x−a + a−x

Ta−t

]
∫ +∞

t dTaγ ∗(Ta)
( Ta

Ta−t

) 3
2 e

a2
2Ta

− (a−x)2

2(Ta−t )

.

(102)

1. Bounds on the conditioned drift μ∗
∞(x, t ) for an arbitrary

normalized distribution γ∗(Ta)

To get some physical intuition about the possible values
of the conditioned drift μ∗

∞(x, t ) of Eq. (102) for an arbitrary
normalized distribution γ ∗(Ta), one can make the change of
variables from the first-passage time Ta ∈ [t,+∞[ toward the
corresponding drift λ(Ta) that appears when the value Ta is
alone [see Eq. (76)],

λ(Ta) = 1

x − a
+ a − x

Ta − t
. (103)

This change of variables is monotonic,

dλ(Ta)

dTa
= − a − x

(Ta − t )2
< 0. (104)

The drift λ(Ta) for Ta = t gives the maximal possible drift,

λmax = λ(Ta = t ) = +∞, (105)

while the drift λ(Ta) for Ta = +∞ gives the minimal possible
drift,

λmin = λ(Ta = +∞) = − 1

a − x
< 0, (106)

where one recognizes the Bessel drift that will be discussed
below in Eq. (118). As a consequence, the conditioned drift
μ∗

∞(x, t ) of Eq. (102) belongs to the half-line,

μ∗
∞(x, t ) � λmin = − 1

a − x
. (107)

One could plug the change of variables of Eq. (103),

Ta(λ) = t + (a − x)2

1 + (a − x)λ
, (108)

into Eq. (102), but the result will not be illuminating when the
normalized distribution γ ∗(Ta) is arbitrary, while there will
be simplifications when the normalized distribution γ ∗(Ta)
belongs to some special family, as described in the next sub-
section.

2. Special family γ∗(Ta) = ∫ +∞
0 dλm(λ) a

√
2πT

3
2

a

e− (a−λTa )2
2Ta

with some normalized measure
∫ +∞

0 dλm(λ) = 1

If one requires the conditioned first-passage-time dis-
tribution γ ∗(Ta) to be the normalized first-passage-time
distribution γ [λ](Ta|0, 0) of Eq. (64) that would have the
Brownian motion of uniform drift λ � 0,

γ ∗(Ta) = γ [λ](Ta|0, 0) ≡ a
√

2πT
3
2

a

e− (a−λTa )2

2Ta

= a
√

2πT
3
2

a

eλa− a2

2Ta
− λ2

2 Ta , (109)
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then the function of Eq. (101) can be evaluated using the
integral of Eq. (60) for λ � 0,

Q[0]
∞ (x, t ) =

(a − x

a

) ∫ +∞

t
dTa

a
√

2πT
3
2

a

eλa− a2

2Ta
− λ2

2 Ta

×
(

Ta

Ta − t

) 3
2

e
a2

2Ta
− (a−x)2

2(Ta−t )

=
(

a − x√
2π

)
eλa− λ2

2 t
∫ +∞

t
dTa

(
1

Ta − t

) 3
2

× e− λ2

2 (Ta−t )− (a−x)2

2(Ta−t )

=
(

a − x√
2π

)
eλa− λ2

2 t

√
2π

(a − x)
e−λ(a−x)

= eλx− λ2

2 t . (110)

The conditioned drift then reduces to λ,

μ∗
∞(x, t ) = ∂x ln Q[0]

∞ (x, t ) = λ, (111)

in agreement with the physical intuition that the condition-
ing toward the normalized first-passage time distribution of
Eq. (109) that would have the Brownian motion of uniform
drift λ should simply produce the conditioned drift λ indepen-
dently of the initial drift μ.

This simple result suggests considering the more general
case where the conditioned first-passage time distribution
γ ∗(Ta) can be decomposed as an integral over λ ∈ [0,+∞[
of the normalized distributions γ [λ](Ta|0, 0) of Eq. (109),

γ ∗(Ta) =
∫ +∞

0
dλm(λ)γ [λ](Ta|0, 0)

=
∫ +∞

0
dλm(λ)

a
√

2πT
3
2

a

e− (a−λTa )2

2Ta , (112)

with some measure m(λ) normalized over λ ∈ [0,+∞[,

1 =
∫ +∞

0
dTaγ

∗(Ta) =
∫ +∞

0
dλm(λ). (113)

Then the function of Eq. (101) reads using the previous com-
putation of Eq. (110)

Q[0]
∞ (x, t ) =

∫ +∞

0
dλm(λ)eλx− λ2

2 t , (114)

and the conditioned drift

μ∗
∞(x, t ) = ∂x ln Q[0]

∞ (x, t ) =
∫ +∞

0 dλm(λ)λeλx− λ2

2 t∫ +∞
0 dλm(λ)eλx− λ2

2 t
(115)

is in agreement with the formula (3.20) given in Ref. [17].

B. Cases S∗(∞) = 1 where the conditioning is toward full
survival at the infinite horizon T = +∞

Now we apply the formula of Eq. (51), which is based
on the specific choice of Eq. (48), where the conditioned
probability distribution P∗[surviving](y, T ) is simply given by

the unconditioned probability distribution P[μ](y, T |0, 0) nor-
malized by the corresponding survival probability S[μ](T |0, 0)
of the Brownian motion of drift μ,

P∗[surviving](y, T ) = P[μ](y, T |0, 0)∫ a
−∞ dy′P[μ](y′, T |0, 0)

= P[μ](y, T |0, 0)

S[μ](T |0, 0)
. (116)

As a consequence, the conditioned process will then a priori
depend on the initial drift μ.

1. When the initial drift is vanishing or positive μ � 0

When the initial drift is positive μ � 0, the forever-survival
probability of Eq. (62) vanishes S(∞|.) = 0, so the function
Q[surviving]

∞ (x, t ) of Eq. (53) can be computed from the first-
passage-time distribution γ [μ](t2|x, t ) of Eq. (59),

Q[surviving]
∞ (x, t ) = lim

T →+∞

∫ +∞
T dt2γ [μ](t2|x, t )∫ +∞
T dt2γ [μ](t2|0, 0)

= lim
T →+∞

∫ +∞
T dt2

(a−x)eμ(a−x)

√
2π (t2−t )

3
2

e− (a−x)2

2(t2−t ) − μ2

2 (t2−t )

∫ +∞
T dt2

aeμa

√
2πt

3
2

2

e− a2
2t2

− μ2

2 t2

= a − x

a
e−μx+ μ2

2 t

× lim
T →+∞

∫ +∞
0 dτ 1

(T −t+τ )
3
2

e− (a−x)2

2(T −t+τ ) − μ2

2 τ

∫ +∞
0 dτ 1

(T +τ )
3
2

e− a2
2(T +τ ) − μ2

2 τ

= a − x

a
e−μx+ μ2

2 t . (117)

The corresponding conditioned drift

μ∗
∞(x, t ) = μ + ∂x ln Q[surviving]

∞ (x, t )

= μ + ∂x[ln(a − x) − μx] = − 1

a − x
(118)

does not depend on the value of the initial drift μ within the
region μ � 0 that we consider in this subsection. The drift of
Eq. (118) corresponds to the taboo process (with taboo state
a) that we encountered in Sec. III C 1, namely, a Brownian
motion conditioned to remain forever below the level a [15].

2. When the initial drift is strictly negative μ < 0

When the initial drift is strictly negative μ < 0, the forever-
survival probability of Eq. (62) is finite S[μ](∞|x) > 0, so the
function Q[surviving]

∞ (x, t ) of Eq. (52) can be computed in terms
of the finite survival probability S[μ](∞|x) of Eq. (62),

Q[surviving]
∞ (x, t ) = S[μ](∞|x)

S[μ](∞|x0)
= 1 − e2μ(a−x)

1 − e2μa
. (119)
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The corresponding conditioned drift

μ∗
∞(x, t ) = μ + ∂x ln Q[surviving]

∞ (x, t )

= μ + ∂x ln[1 − e2μ(a−x)] = μ + 2μe2μ(a−x)

1 − e2μ(a−x)

= μ

[
1 + e2μ(a−x)

1 − e2μ(a−x)

]
= −μ coth[μ(a − x)] (120)

depends on the value of the initial drift μ within the region
μ < 0 that we consider in this subsection. In the limit of
vanishing drift μ → 0−, one recovers Eq. (118) at leading
order

μ∗
∞(x, t ) = − 1

a − x
+ O(μ), (121)

as expected. Also observe that as x approaches the boundary
a, the conditioned drift behaves as

μ∗
∞(x, t ) ∼

x→a−
− 1

a − x
, (122)

which is the taboo drift and, consequently, the conditioned
process can never cross the barrier a. Moreover, when x →
−∞ the conditioned drift behaves as

μ∗
∞(x, t ) ∼

x→−∞ μ, (123)

which means that the conditioned process “converges” to-
ward −∞ since μ is negative. To the best of our knowledge,
Eq. (120) (with μ = −1) first appears in Williams’ paper
[119].

For semi-infinite domains, the process conditioned to never
touch the barrier and thus to survive forever is different de-
pending on whether the drift of the original process is positive
or strictly negative. Of course, in both cases the barrier a
becomes an entrance boundary, but in the first case, the condi-
tioned process is a universal taboo process (in the sense that it
is independent of the original drift) while, in the second case,
the process strongly depends on the original drift. In the last
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FIG. 5. A sample of 30 diffusions for the conditioned drift given
by Eq. (128) with parameters a = 1, T ∗ = 2, and S∗ = 0.5. The
time step used in the discretization is dt = 10−4. All trajectories
generated with different noise histories are statistically independent.
The simulations of the surviving processes are stopped at time t = 4.

case, at large times and far from the boundary, the conditioned
process behaves like a free Brownian motion with negative
drift and therefore ends up going to −infinity.

C. Cases S∗(∞) ∈]0, 1[ where the conditioning is toward partial
survival at the infinite horizon T = +∞

Now we would like to apply the formula of Eq. (56), which
is based on the specific choice of Eq. (55), which is the analog
of Eq. (116) discussed above,

P∗[partial](y, T ) = S∗(∞)
P[μ](y, T |0, 0)

S[μ](T |0, 0)
, (124)

so that the conditioned process will then a priori depend on
the initial drift μ.

1. When the initial drift is vanishing or positive μ � 0

When the initial drift is vanishing or positive μ � 0, the function Q∗[partial]
∞ (x, t ) of Eq. (56) can be evaluated using the building

blocks of Eqs. (66) and (117),

Q∗[partial]
∞ (x, t ) =

∫ ∞

t
dTaγ

∗(Ta)
γ [μ](Ta|x, t )

γ [μ](Ta|0, 0)
+ S∗(∞)

[
lim

T →+∞
S[μ](T |x, t )

S[μ](T |0, 0)

]

=
∫ +∞

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2 (a − x

a

)
e−μx+ μ2

2 t+ a2

2Ta
− (a−x)2

2(Ta−t ) + S∗(∞)

[
a − x

a
e−μx+ μ2

2 t

]

=
(a − x

a

)
e−μx+ μ2

2 t

[∫ +∞

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2

e
a2

2Ta
− (a−x)2

2(Ta−t ) + S∗(∞)

]
. (125)

The corresponding conditioned drift

μ∗
∞(x, t ) = μ + ∂x ln Q∗[partial]

∞ (x, t )

= μ + ∂x ln

{(
a − x

a

)
e−μx+ μ2

2 t

[∫ +∞

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2

e
a2

2Ta
− (a−x)2

2(Ta−t ) + S∗(∞)

]}
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= 1

x − a
+ ∂x ln

[∫ +∞

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2

e
a2

2Ta
− (a−x)2

2(Ta−t ) + S∗(∞)

]

= 1

x − a
+ (a − x)

∫ +∞
t dTaγ

∗(Ta)
( Ta

Ta−t

) 3
2 e

a2

2Ta
− (a−x)2

2(Ta−t )
[

1
Ta−t

]
∫ +∞

t dTaγ ∗(Ta)
( Ta

Ta−t

) 3
2 e

a2
2Ta

− (a−x)2

2(Ta−t ) + S∗(∞)
(126)

does not depend on the value of the initial drift μ with the region μ � 0 that we consider in this subsection.
As a simple example, let us consider the case where γ ∗(Ta) is a δ function at the value T ∗ with the weight [1 − S∗]

complementary to the survival probability S∗(∞) = S∗,

γ ∗(Ta) = (1 − S∗)δ(Ta − T ∗). (127)

The conditioned drift of Eq. (126) then reads

μ∗
∞(x, t ) = 1

x − a
+ (a − x)

(1 − S∗)θ (T ∗ − t )
(

T ∗
T ∗−t

) 3
2 e

a2

2T ∗ − (a−x)2

2(T ∗−t )
[

1
T ∗−t

]
(1 − S∗)θ (T ∗ − t )

(
T ∗

T ∗−t

) 3
2 e

a2
2T ∗ − (a−x)2

2(T ∗−t ) + S∗
. (128)

Figure 5 shows some realizations of the stochastic process.

2. When the initial drift is strictly negative μ < 0

When the initial drift is strictly negative μ < 0, the function Q∗[partial]
∞ (x, t ) of Eq. (56) can be evaluated using the building

blocks of Eqs. (66) and (119),

Q∗[partial]
∞ (x, t ) =

∫ ∞

t
dTaγ

∗(Ta)
γ [μ](Ta|x, t )

γ [μ](Ta|0, 0)
+ S∗(∞)

[
lim

T →+∞
S[μ](T |x, t )

S[μ](T |0, 0)

]

=
∫ +∞

t
dTaγ

∗(Ta)

(
Ta

Ta − t

) 3
2 (a − x

a

)
e−μx+ μ2

2 t+ a2

2Ta
− (a−x)2

2(Ta−t ) + S∗(∞)

[
1 − e2μ(a−x)

1 − e2μa

]
. (129)

The corresponding conditioned drift

μ∗
∞(x, t ) = μ + ∂x ln Q∗[partial]

∞ (x, t )

= μ +
∫ +∞

t dTaγ
∗(Ta)

( Ta
Ta−t

) 3
2
(

a−x
a

)
e−μx+ μ2

2 t+ a2

2Ta
− (a−x)2

2(Ta−t )
[

1
x−a − μ + a−x

Ta−t

] + S∗(∞)
[ 2μe2μ(a−x)

1−e2μa

]
∫ +∞

t dTaγ ∗(Ta)
( Ta

Ta−t

) 3
2
(

a−x
a

)
e−μx+ μ2

2 t+ a2
2Ta

− (a−x)2

2(Ta−t ) + S∗(∞)
[

1−e2μ(a−x)

1−e2μa

]

=
∫ +∞

t dTaγ
∗(Ta)

( Ta
Ta−t

) 3
2
(

a−x
a

)
e−μx+ μ2

2 t+ a2

2Ta
− (a−x)2

2(Ta−t )
[

1
x−a + a−x

Ta−t

] + S∗(∞)μ
[

1+e2μ(a−x)

1−e2μa

]
∫ +∞

t dTaγ ∗(Ta)
( Ta

Ta−t

) 3
2
(

a−x
a

)
e−μx+ μ2

2 t+ a2
2Ta

− (a−x)2

2(Ta−t ) + S∗(∞)
[

1−e2μ(a−x)

1−e2μa

] (130)

depends on the value of the initial drift μ within the region μ < 0 that we consider in this subsection.
As a simple example, let us consider again the case of Eq. (127): the conditioned drift of Eq. (130) then reads

μ∗
∞(x, t ) = (1 − S∗)θ (T ∗ − t )

(
T ∗

T ∗−t

) 3
2
(

a−x
a

)
e−μx+ μ2

2 t+ a2

2T ∗ − (a−x)2

2(T ∗−t )
[

1
x−a + a−x

T ∗−t

] + S∗μ
[

1+e2μ(a−x)

1−e2μa

]
(1 − S∗)θ (T ∗ − t )

(
T ∗

T ∗−t

) 3
2
(

a−x
a

)
e−μx+ μ2

2 t+ a2
2T ∗ − (a−x)2

2(T ∗−t ) + S∗[ 1−e2μ(a−x)

1−e2μa

] . (131)

Figure 6 shows some realizations of the stochastic process.

V. CONCLUSIONS

In this paper, we have focused on the case where the
unconditioned process is a diffusion living on the half-line
x ∈] − ∞, a[ in the presence of an absorbing boundary con-
dition at position x = a, to construct various conditioned
processes corresponding to finite or infinite horizons. When
the time horizon is finite T < +∞, we have explained that the
conditioning consists in imposing the probability distribution
P∗(y, T ) to be surviving at time T and at the position y ∈
] − ∞, a[, as well as the probability distribution γ ∗(Ta) of the

absorption time Ta ∈ [0, T ]. When the time horizon is infinite
T = +∞, the conditioning consists in imposing the probabil-
ity distribution γ ∗(Ta) of the absorption time Ta ∈ [0,+∞[,
whose normalization [1 − S∗(∞)] determines the conditioned
probability S∗(∞) ∈ [0, 1] of forever-survival. This case of
infinite horizon T = +∞ can be thus reformulated as the
conditioning of diffusion processes with respect to their first-
passage-time properties at position a. We have applied this
general framework to the simplest case where the uncondi-
tioned process is the Brownian motion with uniform drift
μ to generate stochastic trajectories satisfying various types
of conditioning constraints. Finally, the Appendices describe
the links with the Schrödinger perspective that involve the
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FIG. 6. A sample of 30 diffusions for the conditioned drift given
by Eq. (131) with parameters a = 1, T ∗ = 2, μ = −2, and S∗ = 1/3.
The time step used in the discretization is dt = 10−4. All trajectories
generated with different noise histories are statistically independent.
The surviving processes asymptotically behave as Brownian motions
with negative drift μ. Simulations are stopped at time t = 4.

dynamical large deviations of a large number N of inde-
pendent unconditioned processes and the stochastic control
theory.

We thank an anonymous referee for suggesting the follow-
ing two directions to apply the present work in the future:

(i) in the field of population dynamical models subject to
extinction/survival constraints,

(ii) in the field of absorbing-state phase transitions.

APPENDIX A: CONDITIONING CONSTRAINTS
THAT ARE LESS DETAILED THAN THE

DISTRIBUTIONS [P∗(., T ); γ∗(.)] AT T

In Sec. II of main text, we have described the condition-
ing with respect to the distributions [P∗(., T ); γ ∗(.)] at time
T and some of its consequences. In the present Appendix,
we describe how to construct the appropriate conditioned
processes when the conditioning constraints are less detailed
than the distributions [P∗(., T ); γ ∗(.)] at T . In the present
Appendix and in the next Appendix, we adopt the Schrödinger
perspective mentioned in the Introduction, where one consid-
ers a large number N of independent realizations Xn(t ) of the
unconditioned process labeled by n = 1, 2, .., N starting all
at the same initial condition Xn(0) = x0, with the absorbing
condition at position x = a to analyze their large deviations
properties with respect to N .

1. Empirical ensemble-averaged observables for N
independent unconditioned processes Xn(t )

The basic empirical observable is the ensemble-averaged
density P̂(x, t ) at position x and at time t ,

P̂(x, t ) ≡ 1

N

N∑
n=1

δ[Xn(t ) − x]. (A1)

In the bulk x ∈] − ∞, a[ where probability is conserved, this
empirical density has to satisfy the continuity equation

∂t P̂(x, t ) = −∂xĴ (x, t ), (A2)

where the empirical current Ĵ (x, t ) can be parametrized in
terms of some empirical drift μ̂(x, t ), while the diffusion
coefficient D(x) is fixed,

Ĵ (x, t ) = μ̂(x, t )P̂(x, t ) − ∂x[D(x)P̂(x, t )]. (A3)

At the absorbing boundary condition x = a, the empirical
density P̂(x, t ) of Eq. (A1) vanishes at any time t ,

P̂(x = a, t ) = 0. (A4)

The normalization of the empirical density P̂(x, t ) over the
position x ∈] − ∞, a[ gives the empirical survival probability
Ŝ(t ) at time t ,

Ŝ(t ) ≡
∫ a

−∞
dxP̂(x, t ), (A5)

whose time-decay corresponds to the empirical distribution
γ̂ (t ) of the absorption-time t ,

γ̂ (t ) = −dŜ(t )

dt
= −

∫ a

−∞
dx∂t P̂(x, t ). (A6)

Using the continuity Eq. (A2), one obtains that γ̂ (t ) is directly
related to the empirical current Ĵ (a, t ) entering the boundary
a,

γ̂ (t ) =
∫ a

−∞
dx∂xĴ (x, t ) = [Ĵ (x, t )]x=a

x=−∞ = Ĵ (a, t ). (A7)

Using the parametrization of Eq. (A3) and the absorbing
boundary condition of Eq. (A4), Eq. (A7) can be also rewritten
in terms of the partial derivative of the density (∂xP̂(x, t ))|x=a

near the boundary as

γ̂ (t ) = Ĵ (a, t )

= {μ̂(x, t )P̂(x, t ) − ∂x[D(x)P̂(x, t )]}|x=a

= −D(a)[∂xP̂(x, t )]|x=a. (A8)

In the thermodynamic limit N → +∞, all these empirical
observables concentrate on their typical values given by the
corresponding observables without hats described in Sec. II A
of the main text. However, for large finite N , dynamical fluc-
tuations around these typical values are possible and can be
analyzed via the theory of large deviations.

2. Large deviations for the empirical observables
associated to the finite time horizon T

a. Application of the Sanov theorem for N independent
processes observed at the finite time horizon T

For each of the unconditioned process Xn(t ) starting at x0 at
time t = 0, its final state at the time horizon T is characterized
by:

(i) either its position Xn(T ) = yn ∈] − ∞, a[ if it is still
surviving at T ;

(ii) or its absorption time T abs
n ∈]0, T [ if it did not survive

up to time T .
The global normalization for the probabilities of these

events read

1 =
∫ a

−∞
dynP(yn, T |x0, 0) +

∫ T

0
dT abs

n γ
(
T abs

n

∣∣x0, 0
)
. (A9)
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When one considers the N independent processes Xn(t )
with n = 1, .., N at the finite time horizon T , the empirical
histogram P̂(y, T ) at time T of the position y ∈] − ∞, a[,

P̂(y, T ) ≡ 1

N

N∑
n=1

δ[Xn(T ) − y] = 1

N

N∑
n=1

δ(yn − y),(A10)

and the empirical histogram γ̂ (Ta) of the absorption-time Ta ∈
]0, T [,

γ̂ (Ta) ≡ 1

N

N∑
n=1

δ(T abs
n − Ta), (A11)

satisfy the global normalization analog to Eq. (A9),

1 =
∫ a

−∞
dyP̂(y, T ) +

∫ T

0
dTaγ̂ (Ta). (A12)

In the field of large deviations (see the reviews in
Refs. [120–122] and references therein), the Sanov theorem
concerning the empirical histogram of independent identically
distributed variables is one of the most important result. In our
present case, its application gives the following conclusion:
The joint probability distribution to observe the empirical den-
sity P̂(y, T ) for y ∈] − ∞, a[ and the empirical distribution
γ̂ (Ta) for Ta ∈]0, T [ satisfy the large deviation form for large
N ,

PSanov
T [P̂(., T ); γ̂ (.)]

�
N→+∞

δ

[∫ a

−∞
dyP̂(y, T ) +

∫ T

0
dTaγ̂ (Ta) − 1

]

× e−NISanov
T [P̂(.,T );γ̂ (.)], (A13)

where the δ function imposes the normalization constraint of
Eq. (A12), while the Sanov rate function

ISanov
T [P̂(., T ); γ̂ (.)]

=
∫ a

−∞
dyP̂(y, T ) ln

[
P̂(y, T )

P(y, T |x0, 0)

]

+
∫ T

0
dTaγ̂ (Ta) ln

[
γ̂ (Ta)

γ (Ta|x0, 0)

]
(A14)

corresponds to the relative entropy of the empirical dis-
tributions [P̂(., T ); γ̂ (.)] with respect to the true distri-
butions [P(., T |x0, 0); γ (.|x0, 0)]. The Sanov rate function
of Eq. (A14) vanishes only when the empirical dis-
tribution coincides the true distribution [P̂(., T ); γ̂ (.)] =
[P(., T |x0, 0); γ (.|x0, 0)], and is strictly positive otherwise,

ISanov
T [P̂(., T ); γ̂ (.)] > 0 for [P̂(., T ); γ̂ (.)]

= [P(., T |x0, 0); γ (.|x0, 0)]. (A15)

b. Relative entropy cost of the conditioning constraints
[P∗(., T ); γ∗(.)] imposed at the finite time horizon T

The above framework involving N independent un-
conditioned processes provide the interesting alternative
Schrödinger perspective on the conditioning constraints im-
posed at the finite horizon T < +∞ in the main text: One
can interpret the imposed distributions P∗(y, T ) for y ∈] −
∞, a[ and γ ∗(Ta) for Ta ∈ [0, T ] of Eqs. (25) and (26) as

the empirical results [P̂(., T ); γ̂ (.)] obtained in an experiment
concerning N independent unconditioned processes. As a con-
sequence, the Sanov rate function of Eq. (A14) evaluated for
the imposed conditions [P∗(., T ); γ ∗(.)] at the horizon T ,

ISanov
T [P∗(., T ); γ ∗(.)]

=
∫ a

−∞
dyP∗(y, T ) ln

[
P∗(y, T )

P(y, T |x0, 0)

]

+
∫ T

0
dTaγ

∗(Ta) ln

[
γ ∗(Ta)

γ (Ta|x0, 0)

]
, (A16)

allows one to measure the relative entropy cost of the condi-
tioning constraints [P∗(., T ); γ ∗(.)] with respect to the “true”
distributions [P(., T |x0, 0); γ (.|x0, 0)]. So this allows one to
characterize how rare are the conditioning events one is in-
terested in, and to compare the rarity of various conditioning
constraints.

This Sanov rate function ISanov
T [P∗(., T ); γ ∗(.)] is also

essential if one wishes to give some precise meaning to con-
ditioning constraints that are less detailed than the whole
distributions [P∗(., T ); γ ∗(.)] at the time horizon T . The idea
is that one needs to optimize the Sanov rate function in the
presence of the conditioning constraints that one imposes. Let
us describe some simple examples in the following subsec-
tions.

3. Conditioning toward the surviving probability
distribution P∗(y, T ) at time T alone

If one imposes only the probability distribution P∗(y, T ) at
time T , together with its corresponding survival probability

S∗(T ) ≡
∫ a

−∞
dyP∗(y, T ), (A17)

then one needs to optimize the Sanov rate function
ISanov

T [P∗(., T ); γ ∗(.)] of Eq. (A16) over the absorption-time
distribution γ ∗(.) normalized to [1 − S∗]. It is thus convenient
to introduce the following Lagrangian involving the Lagrange
multiplier α associated to the normalization constraint

Lspace
T [γ ∗(.)] = ISanov

T [P∗(., T ); γ ∗(.)]

+α

{∫ T

0
dTaγ

∗(Ta) − [1 − S∗(T )]

}

=
∫ a

−∞
dyP∗(y, T ) ln

[
P∗(y, T )

P(y, T |x0, 0)

]

+
∫ T

0
dTaγ

∗(Ta) ln

[
γ ∗(Ta)

γ (Ta|x0, 0)

]

+α

{∫ T

0
dTaγ

∗(Ta) − [1 − S∗(T )]

}
.

(A18)

The optimization of this Lagrangian over the distribution
γ ∗(Ta),

0 = ∂Lspace
T [γ ∗(.)]

∂γ ∗(Ta)
= ln

[
γ ∗(Ta)

γ (Ta|x0, 0)

]
+ 1 + α, (A19)
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leads to the optimal solution

γ ∗opt(Ta) = e−1−αγ (Ta|x0, 0), (A20)

which should satisfy the normalization constraint

1 − S∗(T ) =
∫ T

0
dTaγ

∗opt(Ta)

= e−1−α

∫ T

0
dTaγ (Ta|x0, 0)

= e−1−α[1 − S(T |x0, 0)]. (A21)

Plugging this value of the Lagrange multiplier α into
Eq. (A20) leads to the final optimal solution

γ ∗opt(Ta) =
[

1 − S∗(T )

1 − S(T |x0, 0)

]
γ (Ta|x0, 0). (A22)

The contribution to the Lagrangian of Eq. (A18) of this opti-
mal solution,∫ T

0
dTaγ

∗opt(Ta) ln

[
γ ∗opt(Ta)

γ (Ta|x0, 0)

]

=
∫ T

0
dTa

[
1 − S∗(T )

1 − S(T |x0, 0)

]
γ (Ta|x0, 0)

× ln

[
1 − S∗(T )

1 − S(T |x0, 0)

]

= [1 − S∗(T )] ln

[
1 − S∗(T )

1 − S(T |x0, 0)

]
, (A23)

leads to the relative entropy cost of the probability distribution
P∗(y, T ) at time T and of its corresponding survival probabil-
ity S∗(T ) of Eq. (A17),

Ispace
T [P∗(., T ); S∗(T )]

= ISanov
T [P∗(., T ); γ ∗opt(.)]

=
∫ a

−∞
dyP∗(y, T ) ln

[
P∗(y, T )

P(y, T |x0, 0)

]

+ [1 − S∗(T )] ln

[
1 − S∗(T )

1 − S(T |x0, 0)

]
. (A24)

In conclusion, if one imposes only the probability distri-
bution P∗(y, T ) at time T , then one should use the optimal
solution γ ∗opt(Ta) of Eq. (A22) in the formula given in the
main text: The function of Eq. (34) becomes

Qspace
T (x, t ) =

∫ T

t
dTa

γ ∗opt(Ta)

γ (Ta|x0, 0)
γ (Ta|x, t )

+
∫ a

−∞
dy

P∗(y, T )

P(y, T |x0, 0)
P(y, T |x, t )

= [1 − S∗(T )]

[
1 − S(T |x, t )

1 − S(T |x0, 0)

]

+
∫ a

−∞
dyP∗(y, T )

P(y, T |x, t )

P(y, T |x0, 0)
(A25)

and leads to the conditioned drift via Eq. (41),

μ
∗space
T (x, t ) = μ(x) + 2D(x)∂x ln Qspace

T (x, t )

= μ(x) + 2D(x)∂x

ln

{
[1 − S∗(T )]

[
1 − S(T |x, t )

1 − S(T |x0, 0)

]

+
∫ a

−∞
dyP∗(y, T )

P(y, T |x, t )

P(y, T |x0, 0)

}
. (A26)

4. Conditioning toward the absorption-time distribution
γ∗(Ta) for Ta ∈]0, T [ alone

If one imposes only the absorption-time distribution γ ∗(Ta)
for Ta ∈]0, T [ alone, together with its normalization∫ T

0
dTaγ

∗(Ta) = 1 − S∗(T ), (A27)

then one needs to optimize the Sanov rate function
ISanov

T [P∗(., T ); γ ∗(.)] over the possible spatial distributions
P∗(y, T ) normalized to S∗(T ). It is thus convenient to in-
troduce the following Lagrangian involving the Lagrange
multiplier β associated to the normalization constraint

Ltime
T [P∗(., T )] = ISanov

T [P∗(., T ); γ ∗(.)]

+β

[∫ a

−∞
dyP∗(y, T ) − S∗(T )

]

=
∫ a

−∞
dyP∗(y, T ) ln

[
P∗(y, T )

P(y, T |x0, 0)

]

+
∫ T

0
dTaγ

∗(Ta) ln

[
γ ∗(Ta)

γ (Ta|x0, 0)

]

+β

[∫ a

−∞
dyP∗(y, T ) − S∗(T )

]
. (A28)

The optimization is thus very similar to the previous subsec-
tion and leads to the optimal solution

P∗opt(y, T ) =
[

S∗(T )

S(T |x0, 0)

]
P(y, T |x0, 0), (A29)

with the corresponding contribution to the Lagrangian of
Eq. (A28),∫ a

−∞
dyP∗opt(y, T ) ln

[
P∗opt(y, T )

P(y, T |x0, 0)

]

=
∫ a

−∞
dy

[
S∗(T )

S(T |x0, 0)

]
P(y, T |x0, 0) ln

[
S∗(T )

S(T |x0, 0)

]

= S∗(T ) ln

[
S∗(T )

S(T |x0, 0)

]
. (A30)

So the relative entropy cost of the absorption-time distribu-
tion γ ∗(Ta) for Ta ∈]0, T [ and of the corresponding survival
probability S∗(T ) of Eq. (A27) is given by

I time
T [γ ∗(.); S∗(T )]

= ISanov
T [P∗opt(., T ); γ ∗(.)]

=
∫ T

0
dTaγ

∗(Ta) ln

[
γ ∗(Ta)

γ (Ta|x0, 0)

]

+ S∗(T ) ln

[
S∗(T )

S(T |x0, 0)

]
. (A31)

In conclusion, if one imposes only the absorption-time
distribution γ ∗(Ta) for Ta ∈]0, T [, then one should use the
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optimal solution P∗opt(y, T ) of Eq. (A29) as was done in
Eqs. (48) and (55) of the main text. The function of Eq. (34)
becomes

Qtime
T (x, t ) =

∫ T

t
dTa

γ ∗(Ta)

γ (Ta|x0, 0)
γ (Ta|x, t )

+
∫ a

−∞
dy

P∗opt(y, T )

P(y, T |x0, 0)
P(y, T |x, t )

=
∫ T

t
dTa

γ ∗(Ta)

γ (Ta|x0, 0)
γ (Ta|x, t )

+ S∗(T )

[
S(T |x, t )

S(T |x0, 0)

]
(A32)

and leads to the conditioned drift via Eq. (41),

μ∗time
T (x, t )

= μ(x) + 2D(x)∂x ln Qtime
T (x, t )

= μ(x) + 2D(x)∂x ln

{ ∫ T

t
dTa

γ ∗(Ta)

γ (Ta|x0, 0)
γ (Ta|x, t )

+ S∗(T )

[
S(T |x, t )

S(T |x0, 0)

]}
. (A33)

5. Conditioning toward zero survival S∗(∞) = 0 at T = +∞
and the averaged absorption-time T ∗

av

As a last example, let us consider the infinite horizon
T = +∞ when the conditioned forever-survival probability
vanishes S∗(∞) = 0, i.e., when the conditioned absorption-
time distribution γ ∗(Ta) is normalized over Ta ∈]0,+∞[,∫ +∞

0
dTaγ

∗(Ta) = 1 − S∗(∞) = 1. (A34)

The rate function of Eq. (A31) for the infinite horizon T →
+∞ then reduces to

I time
∞ [γ ∗(.); S∗(∞) = 0]

=
∫ +∞

0
dTaγ

∗(Ta) ln

[
γ ∗(Ta)

γ (Ta|x0, 0)

]
. (A35)

Let us assume that one imposes only the averaged
absorption-time

T ∗
av ≡

∫ +∞

0
dTaTaγ

∗(Ta). (A36)

Then one needs to optimize the rate function
I time

∞ [γ ∗(.); S∗(∞) = 0] of Eq. (A35) over the absorption-
time distribution γ ∗(.) satisfying the two constraints of
Eqs. (A34) and (A36). Let us introduce the following
Lagrangian involving the two Lagrange multipliers (α, ω) :

L∞[γ ∗(.)]

=
∫ +∞

0
dTaγ

∗(Ta) ln

[
γ ∗(Ta)

γ (Ta|x0, 0)

]

+α

[∫ +∞

0
dTaγ

∗(Ta) − 1

]

+ω

[∫ +∞

0
dTaTaγ

∗(Ta) − T ∗
av

]
. (A37)

The optimization of this Lagrangian over the distribution
γ ∗(Ta),

0 = ∂L∞[γ ∗(.)]

∂γ ∗(Ta)
= ln

(
γ ∗(Ta)

γ (Ta|x0, 0)

)
+ 1 + α + ωTa,

(A38)

leads to the optimal solution

γ ∗opt(Ta) = e−1−α−ωTaγ (Ta|x0, 0), (A39)

where the values of the two Lagrange multipliers (α,ω) are
determined by the two constraints

1 =
∫ +∞

0
dTaγ

∗opt(Ta)

= e−1−α

∫ +∞

0
dTae−ωTaγ (Ta|x0, 0),

T ∗
av =

∫ +∞

0
dTaTaγ

∗opt(Ta)

= e−1−α

∫ +∞

0
dTaTae−ωTaγ (Ta|x0, 0). (A40)

The first constraint allows one to eliminate α via

e1+α =
∫ +∞

0
dTae−ωTaγ (Ta|x0, 0), (A41)

while ω has to be computed as the solution of the equation

T ∗
av =

∫ +∞
0 dTaTae−ωTaγ (Ta|x0, 0)∫ +∞

0 dTae−ωTaγ (Ta|x0, 0)

= −∂ω ln

[∫ +∞

0
dTae−ωTaγ (Ta|x0, 0)

]
. (A42)

So both equations involve the Laplace transform
[
∫ +∞

0 dTae−ωTaγ (Ta|x0, 0)] of the distribution γ (Ta|x0, 0).
To be more concrete, let us now focus on the example

where the unconditioned process is the Brownian motion with
uniform drift μ starting at x0 = 0, with the absorption-time
distribution γ [μ](Ta|0, 0) of Eq. (64) corresponding to the
simple Laplace transform∫ +∞

0
dTae−ωTaγ [μ](Ta|0, 0)

= a√
2π

eμa
∫ +∞

0
dTaT

− 3
2

a e− a2

2Ta
− μ2+2ω

2 Ta

= ea(μ−
√

μ2+2ω). (A43)

One can plug this Laplace transform into Eq. (A21) to obtain
the Lagrange multiplier

ω = a2

2[T ∗
av]2

− μ2

2
, (A44)

and then into Eq. (A41) to obtain the Lagrange multiplier

1 + α = a(μ −
√

μ2 + 2ω) = a

(
μ − a

T ∗
av

)
. (A45)
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The corresponding optimal solution of Eq. (A39),

γ ∗opt(Ta) = e−1−α−ωTaγ [μ](Ta|x0, 0)

= e
−aμ+ a2

T ∗
av

− a2

2[T ∗
av]2

Ta+ μ2

2 Ta a√
2πT 3

a

eμae− a2

2Ta
− μ2

2 Ta

= a√
2πT 3

a

e
a2

T ∗
av

− a2

2[T ∗
av]2

Ta− a2

2Ta = γ [λ](Ta|0, 0), (A46)

is independent of the unconditioned drift μ and coincides with
the distribution γ [λ](Ta|0, 0) associated to the Brownian of
drift

λ ≡ a

T ∗
av

. (A47)

As a consequence, one recovers exactly the conditioning
problem of Eq. (109) discussed in the main text, where the
corresponding conditioned drift of Eq. (111) was simply λ.
As a consequence here, the conclusion is that the conditioning
based only on the averaged absorption-time T ∗

av of Eq. (A36)
produces the constant conditioned drift

μ∗
∞(x, t ) = λ = a

T ∗
av

. (A48)

APPENDIX B: LINKS WITH THE DYNAMICAL LARGE
DEVIATIONS AND THE STOCHASTIC

CONTROL THEORY

As already stressed in the Introduction, the idea to analyze
the dynamics of a large number of independent identical dif-
fusion processes ending in an atypical distribution, has been
introduced in 1931 by E. Schrödinger in his famous paper
[103], and is known nowadays as the “Schrödinger bridge”
problem when both the initial distribution and the final distri-
bution are given, while in the present paper we focus on the
much simpler case where the initial distribution is a δ function
at x0. As explained in detail in the recent commentary [104]
accompanying its English translation and in the two reviews
[105,106]), the analysis of this “Schrödinger bridge” problem

in terms of “large deviations,” of “Doob conditioning,” of
“stochastic control” and of “optimal transport” is actually
already present in the Schrödinger paper [103], even if this
modern terminology did of course not yet exist in 1931! In the
present Appendix, we describe how the conditioned processes
obtained via Doob’s method in the main text can be alterna-
tively constructed via the Schrödinger perspective. The idea is
that the conditioned process X ∗(t ) for the intermediate times
t ∈]0, T [ can be interpreted as the most probable empirical
dynamics that one can infer once the conditioning constraints
are given. This interpretation is based on the analysis of the
relative entropy cost of the empirical dynamics during the
whole time-window t ∈ [0, T ], as we now describe.

1. Large deviations at Level 2.5 for the empirical
dynamics during the time-window t ∈ [0, T ]

In the field of dynamical large deviations for Markov pro-
cesses (see the reviews in Refs. [120–122] and references
therein), the initial standard classification into Levels 1, 2,
and 3 has turned out to be inappropriate: Indeed, the Level
2 concerning the empirical density alone cannot be written
explicitly in most cases, while the Level 3 concerning the
whole empirical process is actually far too general for many
purposes. As a consequence, a new level has been introduced
between the Level 2 and the Level 3 and has been called
“Level 2.5,” even if it is actually much closer in spirit to the
Level 2, since the “Level 2.5” describes the large deviations
properties of the joint distribution of the empirical density
and of the empirical flows. In contrast to the Level 2, the
Level 2.5 can be written explicitly for general Markov pro-
cesses, including discrete-time Markov chains [77–81,122],
continuous-time Markov jump processes [57,77,80–100], and
Diffusion processes [57,70,80,81,85,86,98,101,102]. In sum-
mary, the Level 2.5 plays an essential role because it is the
smallest level that is explicit in full generality. Let us now
describe the particular application to our present setting.

a. Large deviations at Level 2.5 for the empirical density P̂(x, t ) and the empirical current Ĵ(x, t ) for t ∈ [0, T ]

In our present setting, the large deviations at Level 2.5 concerning the time-dependent empirical ensemble-averaged density
and current associated to the N independent unconditioned processes Xn(t ) yields the following conclusion: the joint probability
distribution P [2.5]

[0,T ][P̂(., .); Ĵ (., .)] to see the empirical density P̂(x, t ) and the empirical current Ĵ (x, t ) on the half-line x ∈] −
∞, a[ during the time window 0 � t � T follows the large deviation form for large N ,

P [2.5]
[0,T ][P̂(., .); Ĵ (., .)] �

N→+∞
C[2.5]

[0,T ][P̂(., .); Ĵ (., .)]e−NI[2.5]
[0,T ][P̂(.,.);Ĵ (.,.)], (B1)

with the following notations:
(i) the rate function I [2.5]

[0,T ][P̂(., .); Ĵ (., .)] at Level 2.5 is given by the usual explicit form for diffusion processes in terms of the
diffusion coefficient D(x) and the unconditioned Ito drift μ(x),

I [2.5]
[0,T ][P̂(., .); Ĵ (., .)] =

∫ T

0
dt

∫ a

−∞

dx

4D(x)P̂(x, t )
{Ĵ (x, t ) − μ(x)P̂(x, t ) + ∂x[D(x)P̂(x, t )]}2

. (B2)

This rate function is obviously positive and vanishes only when the empirical density and current [P̂(., .); Ĵ (., .)] coincide with
their typical values [P(., .); J (., .)] described in Sec. II A.

(ii) the constitutive constraints C[2.5]
[0,T ][P̂(., .); Ĵ (., .)] at Level 2.5 can be decomposed,

C[2.5]
[0,T ][P̂(., .); Ĵ (., .)] = δ[P̂(x, 0) − δ(x − x0)] CBulk

[0,T ][P̂(., .); Ĵ (., .)]CBoundary
[0,T ] [P̂(., .); Ĵ (, .)], (B3)
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into the initial condition P̂(x, t = 0) = δ(x − x0), the empirical dynamics of Eq. (A2) in the bulk x ∈] − ∞, a[ during the time-
window t ∈ [0, T ],

CBulk
[0,T ][P̂(., .); Ĵ (., .)] =

∏
t∈[0,T ]

∏
x∈]−∞,a[

[∂t P̂(x, t ) = −∂xĴ (x, t )], (B4)

and the boundary conditions of Eqs. (A4) and (A8) at the position x = a during the time-window t ∈ [0, T ],

CBoundary
[0,T ] [P̂(., .); Ĵ (., .)] =

∏
t∈[0,T ]

δ[P̂(a, t )]δ{Ĵ (a, t ) + D(a)[∂xP̂(x, t )]|x=a}. (B5)

b. Large deviations for the empirical density P̂(x, t ), the empirical drift μ̂(x, t ), and the empirical distribution γ̂ (t )

The parametrization of Eq. (A3) allows one to replace the empirical current Ĵ (x, t ) in the bulk x ∈] − ∞, a[ by the empirical
drift,

μ̂(x, t ) = Ĵ (x, t ) + ∂x[D(x)P̂(x, t )]

P̂(x, t )
, (B6)

while the empirical current Ĵ (a, t ) at the boundary x = a corresponds to the empirical absorption-time distribution γ̂ (t ) = Ĵ (a, t )
as discussed in Eq. (A7).

As a consequence, the large deviations at Level 2.5 of Eq. (B1) can be directly translated into the joint probability distribution
P [2.5]

[0,T ][P̂(., .); μ̂(., .); γ̂ (.)] to see the empirical density P̂(x, t ), the empirical drift μ̂(x, t ), and the empirical absorption-time
distribution γ̂ (t ),

P [2.5]
[0,T ][P̂(., .); μ̂(., .); γ̂ (.)] �

N→+∞
C[2.5]

[0,T ][P̂(., .); μ̂(., .); γ̂ (.)]e−NI[2.5]
[0,T ][P̂(.,.);μ̂(.,.)]. (B7)

The rate function translated from Eq. (B2) reduces to the simpler Gaussian form for the empirical drift μ̂(x, t ),

I [2.5]
[0,T ][P̂(., .); μ̂(., .)] =

∫ T

0
dt

∫ a

−∞
dxP̂(x, t )

[μ̂(x, t ) − μ(x)]2

4D(x)
. (B8)

The constitutive constraints translated from Eq. (B3),

C[2.5]
[0,T ][P̂(., .); μ̂(., .); γ̂ (.)] = δ[P̂(x, 0) − δ(x − x0)] CBulk

[0,T ][P̂(., .); μ̂(., .)]CBoundary
[0,T ] [P̂(., .); γ̂ (.)], (B9)

involve the contribution of the bulk x ∈] − ∞, a[ during the time-window t ∈ [0, T ] translated from Eq. (B4),

CBulk
[0,T ][P̂(., .); μ̂(., .)] =

∏
t∈[0,T ]

∏
x∈]−∞,a[

{
∂t P̂(x, t ) + ∂x[μ̂(x, t )P̂(x, t )] − ∂2

x [D(x)P̂(x, t )]
}
, (B10)

and the contribution of the boundary x = a during the time-window t ∈ [0, T ] translated from Eq. (B5),

CBoundary
[0,T ] [P̂(., .); γ̂ (., .)] =

∏
t∈[0,T ]

δ[P̂(a, t )]δ{γ̂ (t ) + D(a)[∂xP̂(x, t )]|x=a}. (B11)

2. Link with the stochastic control theory

Let us now describe the link with the stochastic control
theory (see the two reviews in Refs. [105,106] and references
therein). In this subsection, one assumes that the empirical
density P̂(x, T ) at time T is given for x ∈] − ∞, a[ and where
the empirical distribution γ̂ (t ) is given for 0 � t � T ,

P̂(x, T ) = P∗(x, T ), for x ∈] − ∞, a[,

γ̂ (t ) = γ ∗(t ), for t ∈ [0, T ]. (B12)

The goal is then to optimize the rate function
I [2.5]

[0,T ][P̂(., .); μ̂(., .)] at Level 2.5 of Eq. (B8) over the
empirical density P̂(x, t ) and over the empirical drift μ̂(x, t )
at all the intermediate times t ∈]0, T [, in the presence of the
constitutive constraints of Eq. (B9) and the supplementary
constraints of Eq. (B12).

a. Optimization for a given density P̂(x, T ) = P∗(x, T ) at time T
and a given distribution γ̂ (t ) = γ∗(t ) for 0 � t � T

It is convenient to separate the constraints of Eqs. (B9) and
(B12) into:

(i) the time-boundary-conditions for the empirical density
P̂(., .) at the initial time t = 0 and at the final time t = T for
x ∈] − ∞, a[,

P̂(x, t = 0) = δ(x − x0),

P̂(x, t = T ) = P∗(x, T ); (B13)

(ii) the space-boundary-conditions for the empirical den-
sity P̂(., .) and its spatial derivative at position x = a for
t ∈]0, T [,

P̂(x = a, t ) = 0,

D(a)
(
∂xP̂(x, t )

)|x=a = −γ̂ ∗(t ); (B14)
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(iii) the bulk constraint CBulk
[0,T ][P̂(., .); μ̂(., .)] of Eq. (B10)

concerning the empirical dynamics for x ∈] − ∞, a[ and t ∈
]0, T [,

∂t P̂(x, t ) = −∂x[μ̂(x, t )P̂(x, t )] + ∂2
x [D(x)P̂(x, t )]. (B15)

As a consequence, in the space-time-bulk region (x ∈] −
∞, a[; t ∈]0, T [), one only needs to optimize the rate function
I [2.5]

[0,T ][P̂(., .); μ̂(., .)] at Level 2.5 of Eq. (B8) in the presence
of the bulk constraint (iii). This optimization can be done via
the introduction of the Lagrangian

LBulk[P̂(., .); μ̂(., .)]

= I [2.5]
[0,T ][P̂(., .); μ̂(., .)] + LEmpi[P̂(., .); μ̂(., .)], (B16)

where the contribution

LEmpi[P̂(., .); μ̂(., .)]

≡
∫ T

0
dt

∫ a

−∞
dx ψ (x, t ){∂t P̂(x, t )

+ ∂x[μ̂(x, t )P̂(x, t )] − ∂2
x [D(x)P̂(x, t )]} (B17)

involves the Lagrange multiplier ψ (x, t ) introduced to impose
the constraint of Eq. (B15) concerning the empirical dynam-
ics.

b. The adjoint-equation method to analyze
the optimization problem

As usual in stochastic control theory (see the reviews in
Refs. [105,106]), it is useful to make some transformation
of the Lagrangian of Eq. (B16) before its optimization. In
our present case, this amounts to rewrite the three terms of
Eq. (B17) via integrations by parts, either over time t ∈]0, T [
using the time-boundary-conditions of Eq. (B13),∫ T

0
dt ψ (x, t )∂t P̂(x, t )

= [ψ (x, t )P̂(x, t )]t=T
t=0

−
∫ T

0
dtP̂(x, t )∂tψ (x, t )

= ψ (x, T )P∗(x, T ) − ψ (x, 0)δ(x − x0)

−,

∫ T

0
dtP̂(x, t )∂tψ (x, t ), (B18)

or over space x ∈] − ∞, a[ using the space-boundary-
conditions of Eq. (B14), both for the contribution involving
the empirical drift μ̂(x, t ),∫ a

−∞
dx ψ (x, t )∂x

(
μ̂(x, t )P̂(x, t )

)
= [ψ (x, t )μ̂(x, t )P̂(x, t )]x=a

x=−∞

−
∫ a

−∞
dxμ̂(x, t )P̂(x, t )∂xψ (x, t )

= −
∫ a

−∞
dxμ̂(x, t )P̂(x, t )∂xψ (x, t ), (B19)

and for the contribution involving the diffusion coefficient D(x),

−
∫ a

−∞
dx ψ (x, t )∂2

x [D(x)P̂(x, t )]

= −{ψ (x, t )∂x[D(x)P̂(x, t )]}x=a
x=−∞ +

∫ a

−∞
dx{∂x

[
D(x)P̂(x, t )

]}∂xψ (x, t )

= ψ (a, t )γ̂ ∗(t ) + [D(x)P̂(x, t )∂xψ (x, t )]x=a
x=−∞ −

∫ a

−∞
dxD(x)P̂(x, t )∂2

x ψ (x, t )

= ψ (a, t )γ̂ ∗(t ) −
∫ a

−∞
dxD(x)P̂(x, t )∂2

x ψ (x, t ). (B20)

Putting everything together, the contribution of Eq. (B17) reads

LEmpi[P̂(., .); μ̂(., .)]

=
∫ a

−∞
dx

[
ψ (x, T )P∗(x, T ) − ψ (x, 0)δ(x − x0) −

∫ T

0
dtP̂(x, t )∂tψ (x, t )

]

+
∫ T

0
dt

[
−

∫ a

−∞
dxμ̂(x, t )P̂(x, t )∂xψ (x, t )

]

+
∫ T

0
dt

[
ψ (a, t )γ̂ ∗(t ) −

∫ a

−∞
dxD(x)P̂(x, t )∂2

x ψ (x, t )

]
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= −
∫ T

0
dt

∫ a

−∞
dxP̂(x, t )[∂tψ (x, t ) + μ̂(x, t )∂xψ (x, t ) + D(x)∂2

x ψ (x, t )]

+
∫ a

−∞
dxψ (x, T )P∗(x, T ) − ψ (x0, 0) +

∫ T

0
dtψ (a, t )γ̂ ∗(t ), (B21)

so that the bulk lagrangian of Eq. (B16) becomes using the explicit rate function at Level 2.5 of Eq. (B8),

LBulk[P̂(., .); μ̂(., .)] =
∫ a

−∞
dxψ (x, T )P∗(x, T ) − ψ (x0, 0) +

∫ T

0
dtψ (a, t )γ̂ ∗(t ) +

∫ T

0
dt

∫ a

−∞
dxP̂(x, t )

×
{

[μ̂(x, t ) − μ(x)]2

4D(x)
− [∂tψ (x, t ) + μ̂(x, t )∂xψ (x, t ) + D(x)∂2

x ψ (x, t )]

}
. (B22)

The optimization of Eq. (B22) over the empirical drift μ̂(x, t ),

0 = LBulk[P̂(., .); μ̂(., .)]

∂μ̂(x, t )
= P̂(x, t )

[
μ̂(x, t ) − μ(x)

2D(x)
− ∂xψ (x, t )

]
, (B23)

allows one to evaluate the optimal empirical drift μ̂opt (x, t ) in terms of the Lagrange multiplier ψ (x, t ),

μ̂opt(x, t ) = μ(x) + 2D(x)∂xψ (x, t ). (B24)

The further optimization of Eq. (B22) over the empirical density P̂(x, t ) reads using the optimal drift of Eq. (B24)

0 = −LBulk[P̂(., .); μ̂(., .)]

∂P̂(x, t )
= − [μ̂opt(x, t ) − μ(x)]2

4D(x)
+ ∂tψ (x, t ) + μ̂opt(x, t )∂xψ (x, t ) + D(x)∂2

x ψ (x, t )

= −D(x)[∂xψ (x, t )]2 + ∂tψ (x, t ) + [μ(x) + 2D(x)∂xψ (x, t )]∂xψ (x, t ) + D(x)∂2
x ψ (x, t )

= ∂tψ (x, t ) + μ(x)∂xψ (x, t ) + D(x)∂2
x ψ (x, t ) + D(x)[∂xψ (x, t )]2. (B25)

This Hamilton-Jacobi-Bellman equation for ψ (x, t ) can be transformed via the change of variables

ψ (x, t ) = ln q(x, t ) (B26)

into the linear backward Fokker-Planck equation involving the unconditioned generator Fx of Eq. (8),

−∂t q(x, t ) = μ(x)∂xq(x, t ) + D(x)∂2
x q(x, t ) = Fxq(x, t ), (B27)

for the function q(x, t ). Using Eq. (B26), the optimal empirical drift μ̂opt(x, t ) of Eq. (B24) becomes

μ̂opt(x, t ) = μ(x) + 2D(x)∂x ln q(x, t ), (B28)

while the optimal empirical density P̂opt(x, t ) should be the solution of the corresponding empirical forward dynamics of
Eq. (B15),

∂t P̂
opt(x, t ) = −∂x[μ̂opt(x, t )P̂opt(x, t )] + ∂2

x [D(x)P̂opt(x, t )]

= −∂x{[μ(x) + 2D(x)∂x ln q(x, t )]P̂opt(x, t )} + ∂2
x [D(x)P̂opt(x, t )]. (B29)

Using the backward unconditioned dynamics of Eq. (B27) for the function q(x, t ) and the forward optimal dynamics of
Eq. (B29) for P̂opt(x, t ), one obtains that the ratio

p(x, t ) ≡ P̂opt(x, t )

q(x, t )
(B30)

satisfies the forward unconditioned dynamics involving the adjoint operator F†
x of Eq. (10),

∂t p(x, t ) = 1

q(x, t )
∂t P̂

opt(x, t ) − P̂opt(x, t )

q2(x, t )
∂t q(x, t )

= 1

q(x, t )
(−∂x{[μ(x) + 2D(x)∂x ln q(x, t )]P̂opt(x, t )} + ∂2

x [D(x)P̂opt(x, t )])

+ P̂opt(x, t )

q2(x, t )

[
μ(x)∂xq(x, t ) + D(x)∂2

x q(x, t )
]

= −∂x[μ(x)p(x, t )] + ∂2
x [D(x)p(x, t )] = F†

x p(x, t ). (B31)
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c. Taking into account the space-time boundary conditions
to obtain the final optimal solution

In summary, the optimal solution P̂opt(x, t ) is given the
product of Eq. (B30),

P̂opt(x, t ) = q(x, t )p(x, t ), (B32)

where q(x, t ) satisfies the backward unconditioned dynamics
of Eq. (B27), while p(x, t ) satisfies the forward unconditioned
dynamics of Eq. (B31). In addition, we have to take into
account the time-boundary-conditions of Eq. (B13) for x ∈
] − ∞, a[ at the initial time t = 0 and at the final time t = T,

δ(x − x0) = P̂opt(x, t = 0) = q(x, 0)p(x, 0),

P∗(x, T ) = P̂opt(x, t = T ) = q(x, T )p(x, T ), (B33)

as well as the space-boundary-conditions of Eq. (B14) for t ∈
]0, T [ at the position x = a,

0 = P̂(x = a, t ) = q(a, t )p(a, t ),

−γ̂ ∗(t ) = D(a)[∂xP̂opt(x, t )]|x=a

= D(a)q(a, t )[∂x p(x, t )]|x=a

+ D(a)p(a, t )[∂xq(x, t )]|x=a.

(B34)

For the function p(x, t ), it is natural to choose the uncon-
ditioned propagator P(x, t |x0, 0) that would be the solution if
one were not imposing atypical constraints

p(x, t ) = P(x, t |x0, 0). (B35)

Plugging this choice into Eq. (B33), one obtains that the
function q(x, t ) should satisfy time-boundary-conditions of
Eq. (B33) for x ∈] − ∞, a[ at the initial time t = 0 and at the
final time t = T,

q(x, t = 0) = 1,

q(x, t = T ) = P∗(x, T )

P(x, T |x0, 0)
, (B36)

as well as the space-boundary-condition of Eq. (B14) for t ∈
]0, T [ at the position x = a, using Eq. (17),

q(a, t ) = γ̂ ∗(t )

{−D(a)[∂xP(x, t |x0, 0)]|x=a}

= γ̂ ∗(t )

γ (t |x0, 0)
. (B37)

The solution q(x, t ) of the backward unconditioned dynam-
ics of Eq. (B27) that satisfies the boundary conditions of
Eqs. (B36) and (B37) reads

q(x, t ) =
∫ T

t
dTaq(a, Ta)γ (Ta|x, t )

+
∫ a

−∞
dyq(y, T )P(y, T |x, t )

=
∫ T

t
dTa

γ̂ ∗(Ta)

γ (Ta|x0, 0)
γ (Ta|x, t )

+
∫ a

−∞
dy

P∗(y, T )

P(y, T |x0, 0)
P(y, T |x, t )

= QT (x, t ) (B38)

and thus coincides with the function QT (x, t ) introduced in
Eq. (34) of the main text.

d. Corresponding optimal value of the Lagrangian

The corresponding optimal value of the Lagrangian of
Eq. (B22) reduces to the boundary terms, since the bulk
contribution vanishes as a consequence of the optimization
Eq. (B25),

LBulk[P̂opt(., .); μ̂opt(., .)]

=
∫ a

−∞
dxψ (x, T )P∗(x, T ) − ψ (x0, 0)

+
∫ T

0
dtψ (a, t )γ̂ ∗(t ). (B39)

Using Eq. (B26) and the solution of Eq. (B38), the Lagrange
multiplier ψ (x, t ),

ψ (x, t ) = ln q(x, t ) = ln QT (x, t ) = ln

[
P∗(x, t )

P(x, t |x0, 0)

]
,

(B40)

and its particular values

ψ (x0, 0) = ln q(x0, 0) = ln

[
P∗(x0, 0)

P(x0, 0|x0, 0)

]
= ln(1) = 0,

ψ (a, t ) = ln q(a, t ) = ln

[
γ ∗(t )

γ (t |x0, 0)

]
, (B41)

can be plugged into Eq. (B39) to obtain that the optimal value
of the Lagrangian

LBulk[P∗(., .); μ∗(., .)]

=
∫ a

−∞
dxP∗(x, T ) ln

[
P∗(x, T )

P(x, T |x0, 0)

]

+
∫ T

0
dt γ̂ ∗(t ) ln

[
γ ∗(t )

γ (t |x0, 0)

]
(B42)

coincides with the Sanov rate function ISanov
T [P∗(., T ); γ ∗(.)]

of Eq. (A16) as it should for consistency. The physical inter-
pretation is thus that the conditioned dynamics described in
the main text is the optimal dynamics satisfying the imposed
constraints from the point of view of the dynamical relative
entropy cost as measured by the rate function at Level 2.5.
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