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For renewal-reward processes with a power-law decaying waiting time distribution, anomalously large
probabilities are assigned to atypical values of the asymptotic processes. Previous works have revealed that
this anomalous scaling causes a singularity in the corresponding large deviation function. In order to further
understand this problem, we study in this article the scaling of variance in several renewal-reward processes:
counting processes with two different power-law decaying waiting time distributions and a Knudsen gas (a heat
conduction model). Through analytical and numerical analyses of these models, we find that the variances show
an anomalous scaling when the exponent of the power law is −3. For a counting process with the power-law
exponent smaller than −3, this anomalous scaling does not take place: this indicates that if we only consider the
standard deviation from the expectation, any anomalous behavior will not be detected. In this case, we argue that
anomalous scaling appears in higher order cumulants. Finally, many-body particles interacting through soft-core
interactions with the boundary conditions employed in the Knudsen gas are studied using numerical simulations.
We observe that the variance scaling becomes normal even though the power-law exponent in the boundary
conditions is −3.
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I. INTRODUCTION

A renewal-reward process, a generalization of continuous-
time Markov processes, is one of the simplest stochastic
processes that can describe random sequences with mem-
ory effects [1–3]. In contrast to its Markov counterpart, in
renewal-reward processes, the waiting time to move from one
state to the next one can be distributed by a nonexponential
function. The process is related to fractional Fokker-Planck
dynamics when the Mittag-Leffler waiting time distribution is
employed [4]. The process can thus describe a broad spectrum
of phenomena in physics [5–13] and other fields, including fi-
nance [14–16] (such as a melt-up of the stock market [17,18]),
a superspreader in epidemics [19,20], and human travel [21],
where memory effects are known to be important.

When the waiting time distribution has a power law, the
dynamics show a slow convergence to its stationary states
due to its heavy tail. For example, the probability that the
state of the system always stays in the initial state during the
dynamics remains non-negligible in the large time limit [22].
This anomalous behavior can be characterised using a large
deviation principle (LDP) [23,24]. LDP states that the loga-
rithmic probability of a time-averaged quantity is proportional
to the averaging time (with a negative proportional constant),
except for the trivial probability where the time-averaged
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quantity takes its expectation. In renewal reward processes
with power-law waiting time distributions, this proportional
constant, known as a rate function or large deviation function
(LDF), can take the value 0 not only for the expectation
but also for a certain range of the values [22,25–30]. This
indicates that these events are more likely to occur than in
standard systems. We call this range of LDF taking the value
0 the affine part.

The affine part tells us that these rare events occur more
likely than usual, but does not tell us how likely they do.
To solve this problem, finite-time analyses of the LDP are
necessary. One such attempt could be a so-called strong LDP,
where the next order corrections of the logarithmic probability
from the LDP are computed [31]. However, at present, it is
not clear how this general theory can be extended to the case
with the affine part. Tsirelson [32] studied a renewal-reward
process with general waiting time distributions and derived
the next order correction to the LDP. But he used a condition
in which an affine part cannot be present. In Ref. [33], the
authors studied finite-time corrections of the moment gener-
ating function under the condition that the affine part appears
(Theorem 2.1). Yet they did not succeed in translating it to the
correction term of the LDP.

In this article, instead of focusing on the probability of
rare events, we focus on the variance of the time-averaged
quantities. The variance can tell us directly how much the
averaged quantities fluctuate. If one considers an exponential
function for the waiting time distribution, the variance of the
time-averaged quantity decreases proportionally to the inverse
of the averaging time. This indicates that the averaged value
mostly falls in the range around the expectation with an error
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that is proportional to the inverse square root of the averaging
time. In the presence of the affine part when heavy-tailed
distributions are used for the waiting times, we identify, in this
article, a condition under which this scaling of the variance
changes. Interestingly, not every power-law decaying distribu-
tion will result in this scaling modification of the variance: We
show that for distributions whose density decays faster than
1/t3, the variance keeps its normal scaling. In that case, we
expect that the scaling of higher order cumulants is affected,
as discussed at the end of this article.

This article is organized as follows. Two models defined
using renewal-reward processes are considered in this article:
a counting process and a single particle model of heat conduc-
tion. These models are studied in Sec. II (counting process)
and in Sec. III (heat conduction). Each section is organized
with (i) a model introduction, (ii) an introduction of renewal
equations (a key tool to study the asymptotics of moments),
(iii) analyses of the first moment, (iv) analyses of the second
moment and variance, and (v) numerical studies. In Sec. IV,
we discuss the scaling in higher order cumulants and how
the scaling will change in more general heat-conduction sys-
tems. In particular, we observe that when several particles are
present and interact through soft-core interactions, the time
average of physical quantities recovers a “normal” behavior.

II. COUNTING PROCESS

A. Model

A renewal-reward process is a model to describe events that
occur sequentially. For a given event, the next event occurs
after a random waiting time (also called a renewal time or
arrival time). The waiting times are independent and iden-
tically distributed random positive variables (τk )k∈N with a
probability density p. For this density, we consider the inverse
Rayleigh distribution

pβ (τ ) = β

τ 3
exp

(
− β

2τ 2

)
1l(τ > 0) (1)

and the Pareto distribution

pα (τ ) = α − 1

(1 + τ )α
1l(τ > 0) (2)

with α = 3, both of which do not have a finite second mo-
ment, i.e., E[τ 2] = ∞. The main quantity of interest in this
section is the number of events that have occurred up to time
t > 0. This is the counting process Nt ,

Nt = sup{k : Sk � t}, (3)

where Sk = τ1 + · · · + τk . We denote its qth order moment by
mq(t ):

mq(t ) := E
[
Nq

t

]
. (4)

Note that with respect to Ref. [34], we consider the case
where the expectation of the waiting time is finite and the
renewal theorem [1] implies that the counting process Nt

behaves as Nt ∼ t/E[τ ] for t → ∞. We study the fluctuations
around that behavior.

B. Renewal equations

To analyze the asymptotics of mq(t ), we rely on renewal
equations: a powerful tool to analyze renewal-reward pro-
cesses. From a straightforward computation, one can establish
the following renewal equation for m1(t ) [2]:

m1(t ) = F (t ) +
∫ t

0
ds m1(t − s)p(s), (5)

where F is the cumulative waiting time distribution function.
From this equation, a simple expression for the Laplace trans-
form of m1(t ) is derived. Defining the Laplace transform of a
function f by

f̃ (s) :=
∫ ∞

0
e−st f (t )dt, (6)

we then derive, from Eq. (5),

m̃1(s) = F̃ (s)

1 − sF̃ (s)
, (7)

where we have used p̃(s) = sF̃ (s).
Similarly, one can also derive a renewal equation for m2(t ),

m2(t ) =
∫ t

0
E

[
N2

t−s

]
p(s)ds

+ 2
∫ t

0
m1(t − s)p(s) ds + F (t ), (8)

from which the Laplace transform of m2(t ) is obtained as

m̃2(s) = m̃1(s)[1 + 2sm̃1(s)]. (9)

Moreover, a renewal equation for the moment-generating
function can be derived (see Appendix A). From the equation,
we derive the Laplace transform of mq(t ) as

m̃q(s) =
q∑

k=1

[
k∑

i=1

(
k
i

)
iq(−1)k−i

]
sk−1[m̃1(s)]k. (10)

C. Convergence of the first moment

When a waiting time density p has a finite mean E[τ ] = μ

and a finite variance σ 2, Feller has proven (Chap. 11, Sec. 3,
Theorem 1) [3] that

m1(t )

t
− 1

μ
∼ σ 2 − μ2

2μ2t
. (11)

This result can be easily derived by using the following ex-
pansion:

sF̃ (s) = 1 − μs + (σ 2 + μ2)
s2

2
+ o(s2). (12)

Indeed, by inserting it into Eq. (7), we get

m̃1(s) = 1

μs2
+ σ 2 − μ2

2μ2s
+ o

(
1

s

)
, (13)

which leads to

m1(t ) = 1

μ
t + σ 2 − μ2

2μ2
+ o(1). (14)

A rigorous justification to derive Eq. (14) from Eq. (13) is
based on the Tauberian theorem [3]. See Appendix B for more
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details. From this argument, we can see that the condition
E[τ 2] = ∞ is necessary for m1(t ) to have an anomalous scal-
ing. For this reason, we study in this section the two waiting
time distributions behaving at infinity like 1/t3.

Let us first consider the case of the inverse Rayleigh distri-
bution. Let

φ(s) =
∫ ∞

0
e−st e− 1

2t2 dt . (15)

We then have for its cumulative distribution function

F̃β (s) = β
1
2 φ

(
β

1
2 s

)
(16)

and

m̃1(s) = β
1
2 φ

(
β

1
2 s

)
1 − sβ

1
2 φ

(
β

1
2 s

) (17)

from Eq. (7). We then expand φ(s) in s:

φ(s) = 1

s
−

√
π

2
− 1

2
s ln s + O(s), (18)

leading to

m̃1(s) =
√

2

βπ

1

s2
− 1

πs
ln s + o

(
ln s

s

)
. (19)

By using the Tauberian theorem (Appendix B), we obtain

m1(t )

t
−

√
2

βπ
= ln t

tπ
+ o

(
ln t

t

)
, (20)

for large t . This is to be compared to Eq. (11): we see that the
convergence is slower in our case.

We can repeat the same analysis in the case of the Pareto
distribution. The cumulative distribution is derived as

F3(t ) := P [τ � t] =
{

0, t � 0,

1 − 1
(1+t )2 , t > 0,

(21)

when m = 3. We insert the Laplace transform of F3 in Eq. (7)
and again look at the expansion around s of m̃ and get

m̃1(s) = 1

s2
− ln s

s
+ o

(
ln s

s

)
. (22)

We thus obtain the following behavior for m(t ) for large t :

m1(t )

t
− 1 = ln t

t
+ o

(
ln t

t

)
. (23)

D. Convergence of the variance

We then study the large time behavior of the variance

c2(t ) = m2(t ) − m1(t )2

t2
. (24)

In the case in which a waiting time density p has a finite mean
E[τ ] = μ and a finite variance σ 2, we obtain from Eq. (9) and
Eq. (13)

m̃2(s) = 2

μ2s3
+ 1

s2

1

μ

(
2σ 2 − μ2

μ2

)
+ o

(
1

s2

)
, (25)

which yields

m2(t ) = 1

μ2
t2 + 1

μ

(
2σ 2 − μ2

μ2

)
t + o(t ) (26)

with the aid of the Tauberian theorem Eq. (B1). c2(t ) is finally
obtained as

c2(t ) = σ 2

μ3t
+ o

(
1

t

)
. (27)

Let us now consider the case of the inverse Rayleigh distri-
bution. Inserting the expression Eq. (19) for m̃1(s) into Eq. (9),
we obtain

m̃2(s) = 4

βπ

1

s3
− 4

√
2√

βπ3/2

ln s

s2
+ o

(
ln s

s2

)
, (28)

and then

m2(t ) = 2

βπ
t2 + 4

√
2√

βπ3/2
t ln t + o(t ln t ). (29)

Therefore

c2(t ) = 2
√

2√
βπ3/2

ln t

t
+ o

(
ln t

t

)
. (30)

Proceeding in the same way for the Pareto distribution, we
obtain in that case

c2(t ) = 2
ln t

t
+ o

(
ln t

t

)
. (31)

E. Numerical study

We perform numerical simulations of the counting process
Nt to illustrate the accuracy of Eqs. (20), (23), (30), and (31).
First, m1(t ) − t

√
2/(βπ ) [resp. m1(t ) − t] computed from the

numerical simulations is plotted as an orange line in Fig. 1(a)
[resp. Fig. 1(b)] for the inverse Rayleigh (resp. Pareto) waiting
time distribution. According to Eq. (20) and Eq. (23), these
lines are equivalent to ln t/π + o(ln t ) and ln t + o(ln t ). As-
suming that these o(ln t ) terms are constant over time when
t is large, we next plot ln t/π + constant [Fig. 1(a)] and
ln t + constant [Fig. 1(b)] in the same panels.

We then plot [m2(t ) − m1(t )2]/t computed from the
same numerical simulations in Figs. 1(c) and 1(d) for the
inverse Rayleigh [Fig. 1(c)] and the Pareto [Fig. 1(d)] wait-
ing time distributions. Reference lines 2

√
2√

βπ3/2 ln t + constant
[Fig. 1(c)] and 2 ln t + constant [Fig. 1(d)] are also plotted in
the same panels. In these four panels, we observe good agree-
ments between the slopes of the reference lines and the results
of numerical simulations in semilog scale. This demonstrates
the validity of Eqs. (20), (23), (30), and (31).

III. A PARTICLE CONFINED BETWEEN TWO
HOT WALLS

Our aim in this section is to show that the slow convergence
of the renewal function of processes having density ∼1/t3 as
t → ∞ also holds for physical observables in a Knudsen gas
[35]. For this, let us consider the model of a single particle
bouncing back between two thermal walls.
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(a) (c)

(b) (d)

FIG. 1. (a) and (b): m1(t ) − t/μ obtained from numerical simulations of the counting process Nt (with 108 samples) are plotted as a function
of time in log scale as orange lines. For the inverse Rayleigh waiting time distribution (a), β = 1 and μ = 1/

√
2/(βπ ), while for the Pareto

waiting time distribution (b), m = 3 and μ = 1. ln t/π + constant and ln t + constant are also plotted as blue dashed lines for (a) and (b).
(c) and (d): [m2(t ) − m1(t )2]/t obtained from the same numerical simulations are plotted as a function of time as orange lines for the inverse
Rayleigh waiting time distribution (c) and for the Pareto waiting time distribution (d). 2

√
2√

βπ3/2 ln t + constant for (c) and 2 ln t + constant for
(d) are also plotted as blue dashed lines in the same panels. The agreements between the slopes of orange lines and those of blue lines in these
semilog graphs demonstrate the validity of Eqs. (20), (23), (30), and (31), as detailed in the main text.

A. Model

We consider a particle in a one-dimensional box that has
two different temperatures at both ends (see Fig. 2). The con-
fined tracer moves freely in the box of size 1 and is reflected at
the end of the box with a random speed v distributed according
to the following Rayleigh distribution:

qβ± (v) = β±ve−β± v2

2 1l(v > 0), (32)

where β+ = 1/T+ (resp. β− = 1/T−) is the inverse tempera-
ture of the right (resp. left) wall.

Let x0 ∈ [0, 1], v0 the initial position and velocity of the
particle, and σ0 = v0/|v0|. We denote the initial condition by
θ , i.e., θ = (x0, v0). The first time that the particle hits a wall

FIG. 2. Schematic figure to explain the setup of the one-particle
model. When the particle moves to the right (resp. left) wall, σk = 1
(resp. −1).

is given by Sθ,0 = [ 1
2 (σ0 + 1) − x0]/v0, and the subsequent

hitting times are given by

Sθ,k = Sθ,0 + 1/v1 + · · · + 1/vk, k � 1, (33)

where vk is a random variable distributed according to a law
qβσk

and σk = (−1)kσ0. This may be rewritten as

Sθ,k = Sθ,0 + τ1 + · · · + τk, k � 1, (34)

with the sequence of independent waiting times (τk )k∈N dis-
tributed with the inverse Rayleigh distribution pβk (τ ) defined
as Eq. (1). The energy exchanged between the two walls
during a time interval [0, t] is defined as

Jθ (t ) := 1

2

Nt∑
k=1

v2
k σk, (35)

if t � Sθ
0 and Jθ (t ) = 0 otherwise, where Nt is the counting

process Eq. (3). We denote by mθ,q(t ) the qth moment of Jθ (t ):

mθ,q(t ) = E
[
Jq
θ (t )

]
. (36)

A generalization to the system with an arbitrary box size
L is straightforward. Indeed, denoting by SL

θ,k the correspond-
ing hitting times with the boundaries, it is easy to see that
SL

θ,k = LS1
θ,k . This indicates that NL

t = N1
t/L where NL

t denotes
the counting process corresponding to the hitting times SL

θ,k .
For the energy current in a box of size L, we also have that

JL
θ (t ) = J1

θ

( t

L

)
. (37)
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In the following we perform all computations with the case
L = 1 and then obtain the result for an arbitrary L > 0 by
using this scaling relation.

B. Convergence of the current: First moment

For simplicity, we consider only the following two types of
initial conditions:

θ+ = (0, v0) (38)

with v0 < 0 and

θ− = (1, v0) (39)

with v0 > 0, i.e., the cases of a particle just before hitting
the left wall (temperature β+) and of a particle just before
hitting the right wall (inverse temperature β−). As the particle
immediately hits each wall when the process starts, the value
of the initial velocity v0 is unimportant. We thus denote by +
the initial condition θ+ and by − the initial condition θ−.

Dynamics with these two initial conditions are related via
the renewal property:

E[J±(t ) | τ1 = u] = ±1

2u2
+ E[J∓(t − u)], (40)

if 0 � u � t and E[J±(t ) | τ1 = u] = 0 if u > t . This means
that the process conditioned by the first-waiting time (the
left-hand side) is equal to the other process with some in-
crements (the right-hand side). By integrating Eq. (40) with
respect to the inverse Rayleigh waiting time density Eq. (1),
we obtain the following coupled renewal-reward equations for
the currents:

m−,1(t ) = −
(

1

2t2
+ 1

β−

)
e− β−

2t2

+
∫ t

0
du m+,1(t − u)pβ− (u), (41)

m+,1(t ) = +
(

1

2t2
+ 1

β+

)
e− β+

2t2

+
∫ t

0
du m−,1(t − u)pβ+ (u). (42)

In order to derive the speed of convergence of the current, we
perform a Laplace transform of Eq. (41) and Eq. (42):

m̃−,1(s) = −H̃−(s) − 1

β−
F̃β− (s) + s m̃+,1(s)F̃β− (s), (43)

m̃+,1(s) = H̃+(s) + 1

β+
F̃β+ (s) + s m̃−,1(s)F̃β+ (s), (44)

where H̃±(s) is the Laplace transform of H±(t ) = 1
2t2 e− β±

2t2

and F̃β± (s) is the Laplace transform of the cumulative inverse
Rayleigh distribution. By substituting Eq. (43) into Eq. (44),
we then obtain an equation for m̃+,1(s) as

m̃+,1(s) =
H̃+(s) + 1

β+
F̃β+ (s)

1 − s2F̃β+ (s)F̃β− (s)

− sF̃β+ (s)
H̃−(s) + 1

β−
F̃β− (s)

1 − s2F̃β+ (s)F̃β− (s)
, (45)

which leads to

m̃±,1(s) = κ

(
1

β+
− 1

β−

)
1

s2

− κ2 (β+ + β−)

2

(
1

β+
− 1

β−

)
ln(s)

s
+ o

(
ln s

s

)
,

(46)

where κ is the conductivity given by

κ−1 =
(

πβ−
2

) 1
2

+
(

πβ+
2

) 1
2

. (47)

Using again the Tauberian theorem for Laplace transform
(Appendix B), we finally get

m±,1(t )

t
= κ

(
1

β+
− 1

β−

)
+ κ2 (β+ + β−)

2

(
1

β+
− 1

β−

)
ln t

t

+ o

(
ln t

t

)
. (48)

Note that the asymptotic forms of the average current m+,1(t )
and m−,1(t ) have opposite signs, but this is because the def-
inition of the current includes the (−1)±1 term: these two
expressions are physically equivalent. For the average current
in a box of size L, we get

mL
±,1(t )

t
= 1

L

m1
±,1

(
t
L

)
t
L

= κ

L

(
1

β+
− 1

β−

)

+ κ2 (β+ + β−)

2

(
1

β+
− 1

β−

)
ln t

t
+ o

(
ln t

t

)
.

(49)

C. Variance of the current of energy between heat baths

We next discuss the large time asymptotics of the variance
of the current. The renewal property for the second moment
of the current is expressed by

E[J2
±(t ) | τ1 = u] =

[
1

2u2

]2

+ σ

u2
E[J∓(t − u)]

+ E[J2
∓(t − u)] (50)

if 0 � u � t and E[J±(t ) | τ1 = u] = 0 if u > t . Let us intro-
duce, for t > 0,

L±(t ) =
(

1

4t4
+ 1

β±t2
+ 2

β2±

)
e− β±

2t2 ,

g±(t ) = β±
t5

e− β±
2t2 .

Then, integrating Eq. (50) with respect to the inverse Rayleigh
waiting time density Eq. (1) and using the relation

∫ t

0
du

1

4u4
pβ± (u) =

(
1

4t4
+ 1

β±t2
+ 2

β2±

)
e− β±

2t2 (51)
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for t > 0, the renewal equations for the second moment of the
current are derived as

m+,2(t ) = L+(t ) +
∫ t

0
du m−,1(t − u)g+(u)

+
∫ t

0
du m−,2(t − u)pβ+ (u), (52)

m−,2(t ) = L−(t ) −
∫ t

0
du m+,1(t − u)g−(u)

+
∫ t

0
du m+,2(t − u)pβ− (u). (53)

In order to derive the large time asymptotic of the second
moment of the current, we perform a Laplace transform of
Eq. (52) and Eq. (53),

m̃+,2(s) = L̃+(s) + m̃−,1(s)g̃+(s) + s m̃−,2(s)F̃β+ (s), (54)

m̃−,2(s) = L̃−(s) − m̃+,1(s)g̃−(s) + s m̃+,2(s)F̃β− (s). (55)

We solve these linear equations for m̃−,2(s) and m̃+,2(s) by
using m̃±,1(s) obtained in Sec. III B and the following expan-
sions of L̃±(s) and g̃±(s):

L̃±(s) = 2

β2±s
− 3

4β
3/2
±

√
π

2
+ s

4β±
+ O(s2), (56)

g̃±(s) = 2

β±
− 1√

β±

√
π

2
s + O(s2). (57)

Recalling F̃β± (s) = β
1
2±φ(β

1
2±s) with

φ(s) = 1

s
−

√
π

2
− 1

2
s ln s + O(s), (58)

the Laplace transform of the second moment of the current is
derived as

m̃±,2(s) = 2κ2

(
1

β+
− 1

β−

)2 1

s3

− 2κ3 ln s

s2
(β+ + β−)

(
1

β+
− 1

β−

)2

+ o

(
ln s

s2

)
.

(59)

From the Tauberian theorem (Appendix B), we finally arrive
at the asymptotic form of the variance

Var

(
J±(t )

t

)
= m±,2(t )

t2
− [m±,1(t )]2

t2

= κ3(β+ + β−)

(
1

β+
− 1

β−

)2 ln t

t
+ o

(
ln t

t

)
.

(60)

This result agrees with our previous work [25]. As for the
variance of the current in a box of size L, we get

Var

(
JL
±(t )

t

)
= 1

L2
Var

(
J1
±
(

t
L

)
t/L

)

= 1

L
κ3(β+ + β−)

(
1

β+
− 1

β−

)2 ln t

t

+ o

(
ln t

t

)
. (61)

D. Convergence of the thermal energy

A similar formulation can be applied to study the conver-
gence of the time-averaged kinetic energy defined as

E±(t ) = 1

2

Nt∑
k=1

1

τk
. (62)

The expected values of the energy are denoted by

m±
E (t ) = E[E±(t )]. (63)

As in Sec. III B, we construct two equations in Laplace space,

m̃+
E (s) = h̃+(s) + g̃+(s) + sm̃−

E (s)F̃β+ (s), (64)

m̃−
E (s) = h̃−(s) + g̃−(s) + sm̃+

E (s)F̃β− (s). (65)

Here, h(t ) and g(t ) are given by

h±(t ) = e− β±
2t2

2t
, (66)

g±(t ) = 1

2

√
π

2β±
Erfc

[√
β±
2

1

t

]
. (67)

Thus, m̃+
E (s) is calculated as

m̃+
E (s) = h̃+(s) + g̃+(s)

1 − s2F̃β+ (s)F̃β− (s)

+ sF̃β+ (s)
h̃−(s) + g̃−(s)

1 − s2F̃β+ (s)F̃β− (s)
. (68)

Proceeding in the same way as for the current, we can expand
the functions involved for small s and obtain

m̃+
E (s) =

√
π

8
κ

(√
1

β+
+

√
1

β−

)
1

s2

− 1

4

√
π

2
κ2(β+ + β−)

(√
1

β+
+

√
1

β−

)
ln s

s

+ o

(
ln s

s

)
. (69)

034130-6



ANOMALOUS FLUCTUATIONS OF RENEWAL-REWARD … PHYSICAL REVIEW E 106, 034130 (2022)

(a)

(b)

FIG. 3. m+,1(t ) − κ (1/β+ − 1/β−) (a) and m±,2(t )/t2 −
[m±,1(t )]2/t2 (b) obtained from numerical simulations (with
108 samples) are plotted as orange lines. β+ = 1, β− = 2. Blue
dashed lines are (κ2/2)(β+ + β−)(1/β+ − 1/β−)(ln t )/t + constant
and κ3(β+ + β−)(1/β+ − 1/β−)2 + constant. The slopes of the
numerical-simulation results in semilog scale converge to those of
the dashed reference lines, showing the validity of Eqs. (48) and
(60).

As with the derivation of Eq. (48), the large time asymptotics
of m±

E (t ) are derived as

mE (t ) =
√

π

8
κ

(√
1

β+
+

√
1

β−

)
t

+ 1

4

√
π

2
κ2(β++ β−)

(√
1

β+
+

√
1

β−

)
ln t + o(ln t ).

(70)

E. Numerical simulations

We numerically simulate the one-particle model to
check the validity of Eqs. (48) and (60). We esti-
mate m+,1(t ) and m+,2(t ) from the numerical simula-
tions, and plot m+,1(t ) − κ (1/β+ − 1/β−) and m±,2(t )/t2 −
[m±,1(t )]2/t2 in Figs. 3(a) and 3(b). In the same figures, we
also plot (κ2/2)(β+ + β−)(1/β+ − 1/β−)(ln t )/t + constant
and κ3(β+ + β−)(1/β+ − 1/β−)2 + constant as blue dashed
lines. We observe that the slopes of the orange lines in semilog
scale asymptotically converge to those of blue dashed lines.
This demonstrates Eqs. (48) and (60).

IV. DISCUSSION

A. A counting process with general power-law exponents

1. Higher order cumulants

In the first part of this article, we studied a counting process
Nt with two heavy-tail waiting time distributions: the Pareto
distribution with α = 3 and the inverse Rayleigh distribution.
These two waiting time distributions have an asymptotic form
1/τ 3 when the waiting time τ is large, implying that the
variance of the waiting time E[τ 2] diverges. Because of this
divergence, we discussed that the scaled variance c2(t )t of
the counting process Nt also diverges in the large t limit. We
indeed derived that it is asymptotically proportional with ln t ,
diverging as t → ∞.

A natural question would be, can we get a similar result
with a waiting time distribution that has an asymptotic form
1/τα with α > 3? As demonstrated in Appendix A, one can
formulate a general framework, for the Pareto distribution,
to derive analytical expressions of the Laplace transform
of E[Nk

t ] (k = 1, 2, 3, . . .) for any α. As an example, we
computed the first, second, and third moments for α = 4,
from which we show that the third cumulant of Nt/t has an
asymptotic form ln t/t2 when t is large. This indicates that
the third-order cumulant multiplied by t2 is asymptotically
proportional with ln t , which is also diverging in the large t
limit.

For the counting process with a general fat tail wait-
ing time distribution (that has a power-law decay as t →
∞), an existence of the affine part in the scaled cumulant
generating function (sCGF) G(s) = limt→∞(1/t ) lnE[esNt ]
has been proven [33]. When the sCGF is analytic, it can
be expanded using scaled cumulants c̄i (i = 1, 2, . . .) as
G(s) = ∑∞

i=1(c̄i/i!)si by definition, where c̄i is defined as
limt→∞ cit i−1 with the ith order cumulant ci of Nt/t . In the
presence of the affine part, sCGF is not analytic, implying
that some scaled cumulants limt→∞ cit i−1 diverge. Based on
the observation above, we conjecture that the kth order scaled
cumulant converges when k < α − 2. When k = α − 2, the
kth order cumulant ci increases proportionally with ln t/t i−1,
resulting in ln t divergence of limt→∞ cit i−1. It is an interest-
ing future work to study this conjecture.

2. Variance scaling for α < 3

When α < 3, the variance of the waiting time E[τ 2] di-
verges, implying that the scaled variance c̄2 can also diverge
according to our argument. Indeed, as shown in Appendix A 1,
we derive, for the counting process Nt , c̄2 ∼ t3−α with 2 <

α < 3 and c̄2 ∼ t2α−3 with 1 < α < 2. There are three in-
teresting observations: First, as c̄2 = O(1) for α > 3 and
c̄2 ∼ ln t for α = 3, α = 3 studied in this article plays a role
of critical point between a standard and an anomalous vari-
ance scaling. Second, when α = 1.5, c̄2 is O(1), recovering
a standard scaling. Surprisingly, c̄2 converges to 0 as t in-
creases when 1 < α < 1.5, implying the dynamics becomes
more deterministic than usual in this range. Finally, for a
continuous-time random walk with heavy-tailed waiting time
distributions, similar results were obtained in Ref. [34], but
one of the obtained scalings was different from ours: For 2 <

α < 3, the scaled variance c̄2 has the same scaling t3−α but for
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1 < α < 2, it scales as t2. Understanding physical properties
of these points would be an interesting future perspective.

3. Memory effects and anomalous fluctuations

We have focused on the variance of the time-averaged
quantities. The variance can tell us directly how much the
averaged quantities fluctuate. When the exponential distribu-
tion is chosen for the waiting times, Nt is a Poisson process.
As it is well known, the Poisson process has stationary and
independent increments. From this observation, it is easy to
conclude that the variance of Nt/t behaves like 1/t for large
t . When a heavy-tailed distribution is used, this property of
the increments is lost and correlation effects come into play. It
is therefore not surprising to see the behavior of the variance
modified. Interestingly, not every power-law decaying distri-
bution will result in this scaling modification of the variance.
Indeed we show that for distributions whose density decays
faster than 1/t3, the variance keeps its normal scaling. In that
case, we expect that the scaling of higher order cumulants
is affected (i.e., the appearance of time correlations in the
process is revealed by higher-order cumulants), as discussed
in Sec. IV A 1.

B. Many particles confined in the two hot walls

In the second part of this article, we studied a particle con-
fined in the two walls at different temperatures and observed
that the scaled variance diverges proportionally with ln t . Here
we discuss whether we can observe the same divergence in
many-body particles confined in the walls.

One-dimensional hard-core interacting particles exchange
their velocities when they collide. The dynamics of these
particles can thus be exactly mapped to the dynamics
of noninteracting many-body particles. Let JN ,L,D

∞ (t ) and
JN ,L,D

0 (t ) be the energy currents of N hard-core inter-
acting and noninteracting particles of diameter D confined
in a one-dimensional box of size L, respectively. Then,
we get

E

[
JN ,L+N D,D
∞ (t )

t

]
= E

[
JN ,L+D,D

0 (t )

t

]
(71)

= N
mL

±,1(t )

t
, (72)

Var

(
JN ,L+N D,D
∞ (t )

t

)
= Var

(
JN ,L+D,D

0 (t )

t

)
(73)

= N Var

(
JL
±(t )

t

)
, (74)

where mL
±,1(t ) and Var[JL

±(t )/t] are given in Eq. (49) and
Eq. (61), respectively. This implies that the logarithmic
divergence of the scaled variance should be observed in hard-
core interacting systems. In soft-core interacting systems, on
the other hand, the same mapping cannot be used. This is
because of the collisions involving more than two particles,
where the exchange rule of velocities no longer holds. To
demonstrate this insight, we have performed simulations of

hard-core and soft-core interacting particles. The details of the
simulations are explained in Appendix C, and the results are
shown in Fig. 4, where JMD(t ) is the total energy transferred
to the colder wall from time 0 to t , and k is a parameter
corresponding to the softness of particles. Note that k = ∞
corresponds to the case of the hard-core interacting system.
We observed that the ln t divergence disappears as soon as par-
ticles start to interact via soft-core interactions. It is an inter-
esting future problem to develop a framework to quantitatively
understand the disappearance of the divergence in soft-core
particles.

C. Related studies

Finally, we list related studies. Studying a variance in a
process that is defined with power-law decaying distribution is
not something new. In Ref. [34], several anomalous diffusion
models were studied using continuous-time random walk,
and revealed anomalous scaling in their diffusion coefficients.
These anomalous scalings were argued to be universally ob-
served in transports in random media [12]. One of the authors
also studied a single big jump principle, which states that
the sum of random variables can be approximated by their
maximum when the probability distribution of the variables
has a power law [36].

Singularities of large deviation functions of time-
cumulative quantities are also known as dynamical phase tran-
sitions, and have been studied in many physical models, such
as glass formers [37–43], lattice gas models [44–50], diffu-
sive hydrodynamic equations [51–53], and high-dimensional
chaotic dynamics [54–56] and active matters [57–60]. Finite-
size scalings of the large deviation functions have been
performed in several works (see an interesting recent work
[61] for example), but variance scalings have not been inten-
sively studied in this field yet.

In a simple Ornstein-Uhlenback process, the large devia-
tions of the time-integrated moments were recently studied
and shown to be anomalous [62,63]; i.e., the probability
density does not satisfy a standard large deviation scaling.
It would be an interesting future perspective to study time-
integrated moments in our renewal-reward processes and
study how the scaling will change in our case.
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APPENDIX A: kth MOMENT OF A COUNTING PROCESS
WITH HEAVY-TAILED DISTRIBUTIONS

Here, we derive the kth moment of a counting process Nt

(with a waiting time density p) by using a renewal equation.
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FIG. 4. Statistical properties of JMD(t ) over time for different particle softnesses averaged over 106 samples when N = 3, D = 1, L = 5,
β+ = 1/3, and β− = 1. (a) E[JMD(t )]/t versus t for k = 0, 0.001, 0.01, and 0.1. The dashed line is E[JMD(t )]/t = N κ (β−1

+ − β−1
− )/(L − D).

(b) Var[JMD(t )]/t versus t for k = 0, 0.001, 0.01, and 0.1. The dashed line is Var[JMD(t )]/t = N κ3(β+ + β−)(β−1
+ − β−1

− )2 ln t/(L −
D) + constant. (c) E[JMD(t )]/t versus t for k = 1, 10, 100, 1000, and ∞. The dashed line is E[JMD(t )]/t = N κ (β−1

+ − β−1
− )/(L − N D).

(d) Var[JMD(t )]/t versus t for k = 1, 10, 100, 1000, and ∞. The dashed line is Var[JMD(t )]/t = N κ3(β+ + β−)(β−1
+ − β−1

− )2 ln t/(L −
N D) + constant.

The moment-generating function Mh(t ) is defined by

Mh(t ) ≡ E[ehNt ]. (A1)

Using

E[ehNt ] =
∫ ∞

0
duE[ehNt |τ1 = u]p(u)

=
∫ t

0
duE

[
eh(Nt−u+1)]p(u) +

∫ ∞

t
du p(u), (A2)

we obtain the following renewal equation:

Mh(t ) = eh
∫ t

0
du Mh(t − u)p(u) +

∫ ∞

t
du p(u). (A3)

The Laplace transform of this equation gives

M̃h(s) = ehM̃h(s) p̃(s) + 1 − p̃(s)

s
, (A4)
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which leads to

M̃h(s) = 1

s

1 − p̃(s)

1 − p̃(s)eh
. (A5)

Using

m̃1(s) = p̃(s)

s[1 − p̃(s)]
, (A6)

we can rewrite Eq. (A5) as

M̃h(s) = 1

s

1

1 − sm̃1(s)(eh − 1)

=
∞∑

q=0

(eh − 1)qsq−1[m̃1(s)]q. (A7)

Because

lim
h→0

dk

dhk
(eh − 1)q =

q∑
i=0

(
q
i

)
ik (−1)q−i, (A8)

lim
h→0

dk

dhk
(eh − 1)q = 0, for k < q, (A9)

and

lim
h→0

dk

dhk
M̃h(s) = m̃k (s), (A10)

we have

m̃k (s) =
k∑

q=1

[
q∑

i=1

(
q
i

)
ik (−1)q−i

]
sq−1[m̃1(s)]q. (A11)

Let us now consider the Pareto distribution Eq. (2) with
α = 4 as the waiting time density. In this case, we have

m̃1(s) = 2

s2
+ 1

s
+ o

(
1

s

)
, (A12)

m̃2(s) = 8

s3
+ 10

s2
+ 16 ln s

s
+ o

(
ln s

s

)
, (A13)

m̃3(s) = m̃1(s) + 6sm̃2
1(s) + 6s2m̃3

1(s)

= 48

s4
+ 96

s3
+ 144 ln s

s2
+ o

(
ln s

s2

)
, (A14)

from Eq. (A11) for small s. Using the following inverse
Laplace transform,∫ ∞

0
e−st ln tdt =

(
− ln s + γ

s

)
, (A15)

we calculate the inverse Laplace transform of m̃k (s) as

m1(t ) ∼ 2t + 1, (A16)

m2(t ) ∼ 4t2 + 10t − 16 ln t, (A17)

m3(t ) ∼ 8t3 + 48t2 + 206t − 144t ln t, (A18)

as t → ∞. The second cumulants c2 defined as Eq. (24) and
the third cumulant c3 (defined as the third cumulant of Nt/t)
are then given by

c2(t ) = 6

t
+ o

(
1

t

)
, (A19)

c3(t ) = m3(t ) − 3m1(t )m2(t ) + 2m3
1(t )

t3

= −48 ln t

t2
+ o

(
ln t

t2

)
. (A20)

1. Variance scaling when α < 3

For the Pareto distribution Eq. (2) with 1 < α < 2 or 2 <

α < 3, we get

p̃α (s) = 1 − s

α − 2
+ (α − 1)�(1 − α)sα−1

+ O(s2) + O(sα ). (A21)

When 2 < α < 3, we obtain

m̃1(s) = α − 2

s2
+ (α − 1)(α − 2)2�(1 − α)

s4−α
+ o

(
1

s4−α

)
,

(A22)

m̃2(s) = 2(α − 2)2

s3
+ 4(α − 1)(α − 2)3�(1 − α)

s5−α

+ o

(
1

s5−α

)
. (A23)

These equations give

m1(t ) = (α − 2)t + α − 2

3 − α
t3−α + o(t3−α ), (A24)

m2(t ) = (α − 2)2t2 + 4(α − 2)2

(4 − α)(3 − α)
t4−α + o(t4−α ).

(A25)

Thus, the second cumulant Eq. (24) is obtained as

c2(t ) = 2(α − 2)3

(4 − α)(3 − α)
t2−α + o(t2−α ). (A26)

When 1 < α < 2, we also have

m̃1(s) = − 1

(α − 1)�(1 − α)sα
+ o

(
1

sα

)
, (A27)

m̃2(s) = 2

[(α − 1)�(1 − α)]2s2α−1
+ o

(
1

s2α−1

)
, (A28)

which lead to

m1(t ) = − sin(πα)

π (α − 1)
tα−1 + o(tα−1), (A29)

m2(t ) = 2[�(α)]2

�(2α − 1)

(
sin(πα)

π (α − 1)

)2

t2α−2 + o(t2α−2), (A30)

where we have used �(1 − α)�(α) = π/ sin(πα). Thus, the
second cumulant is given by

c2(t ) =
(

2[�(α)]2

�(2α − 1)
− 1

)(
sin(πα)

π (α − 1)

)2

t2α−4 + o(t2α−4).

(A31)

APPENDIX B: TAUBERIAN THEOREM

The Tauberian theorem is stated in Ref. [3], Chap. XIII.5,
Theorem 4. In our context it can be stated as follows. If the
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Laplace transform m̃ of the renewal function m satisfies

m̃(s) ∼ 1

sρ
L

(
1

s

)
, s → 0,

for some ρ > 0 and some slowly varying (i.e., a function L is
slowly varying if for any x > 0, limt→∞ L(xt )

L(t ) = 1) function L,
then

m(t ) ∼ 1

�(ρ)
tρ−1L(t ). (B1)

APPENDIX C: SIMULATION DETAIL

N particles of mass m and diameter D are lined up on a
line [0, L]. Let (ri, pi ) be the position and momentum of the
ith particle. The total energy transferred to the right wall from
time 0 to t is defined by

JMD(t ) =
∑

i

∑
ki

{∣∣pi
(
tki − 0

)∣∣2

2m
−

∣∣pi
(
tki + 0

)∣∣2

2m

}
(C1)

with 0 � tki � t , where tki ± 0 is the time just before/after the
ith particle collides with the right wall for the kith time.

For the case of the soft-core interacting system, a short-
range interaction potential 
 between two particles is given
by


(|ri − r j |) = k

2
(D − |ri − r j |)2�(D − |ri − r j |), (C2)

where � is the Heaviside step function, and k is a parame-
ter corresponding to the softness of particles. The boundary
condition is the same as explained in Sec. III A. Using the
second-order symplectic integrator, we numerically solved
the equations of motion for the particles, and calculated
E[JMD(t )] and Var[JMD(t )] for various values of k. In the
simulation, we set the parameter values as N = 3, L = 5,
m = D = 1, β+ = 1/3, and β− = 1. The time-discretization
step size was set to 0.01.

For the case of the hard-core interacting system (denoted
by k = ∞), we performed event-driven simulations in which
two particles instantaneously exchange velocities when they
come into contact. The boundary condition and the parameter
values were the same as for the soft-core particle system.
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