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In classical statistics, the bias-variance trade-off describes how varying a model’s complexity (e.g., number of
fit parameters) affects its ability to make accurate predictions. According to this trade-off, optimal performance
is achieved when a model is expressive enough to capture trends in the data, yet not so complex that it overfits
idiosyncratic features of the training data. Recently, it has become clear that this classic understanding of the bias
variance must be fundamentally revisited in light of the incredible predictive performance of overparameterized
models—models that avoid overfitting even when the number of fit parameters is large enough to perfectly fit
the training data. Here, we present results for one of the simplest examples of an overparameterized model:
regression with random linear features (i.e., a two-layer neural network with a linear activation function). Using
the zero-temperature cavity method, we derive analytic expressions for the training error, test error, bias, and
variance. We show that the linear random features model exhibits three phase transitions: two different transitions
to an interpolation regime where the training error is zero, along with an additional transition between regimes
with large bias and minimal bias. Using random matrix theory, we show how each transition arises due to small
nonzero eigenvalues in the Hessian matrix. Finally, we compare and contrast the phase diagram of the random
linear features model to the random nonlinear features model and ordinary regression, highlighting the additional

phase transitions that result from the use of linear basis functions.
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I. INTRODUCTION

One of the core concepts in modern statistics and super-
vised learning is the bias-variance decomposition. It states
that the test error, the predictive performance of the model on
new data, can be decomposed into three parts: bias, variance,
and noise [1-3]. The bias captures errors due to underfitting,
resulting from the inability of a statistical model to sufficiently
express statistical relationships present in the data distribution.
The variance, on the other hand, characterizes errors that
result from overfitting unrepresentative aspects of the training
data set that do not generalize (e.g., label noise). Finally, the
noise describes irreducible errors in a test data set due to
randomness in the data-generating process.

In classical statistics, the bias-variance trade-off suggests
that optimal predictive performance is achieved by utilizing
statistical models with intermediate model complexities, bal-
ancing errors due to bias and variance. While increasing a
model’s complexity (e.g., increasing the number of fit pa-
rameters) reduces bias, it comes at the price of increasing
variance. One of the most interesting and surprising empirical
results to emerge from deep learning over the last five years
is the realization that this basic intuition is fundamentally
incomplete; it does not apply to overparameterized models
where the number of fit parameters is large enough to perfectly
fit the training data (i.e., achieve zero error on the training data
set) [4].

While the classic bias-variance trade-off still holds in the
underparameterized regime (i.e., for models that have too few
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fit parameters to achieve zero training error), once a model’s
complexity is increased past the interpolation threshold—
the point at which the training error goes to zero—the test
error once again decreases. The resulting combination of a
U-shaped test error in the underparameterized regime and the
subsequent decrease in test errors in the overparameterized
regime is now commonly referred to as a double-descent curve
[5,6]. This double-descent behavior seems to be a generic
property of all overparameterized supervised learning models
and, for this reason, has become a major area of research.

An important open question in the field is to understand
the double-descent phenomena in terms of classical ideas of
bias and variance. One fruitful approach has been to analyze
analytically tractable models that exhibit the double-descent
phenomena [7-35]. Among the most popular of these models
are linear regression (ridge regression without basis functions)
and the random nonlinear features model (a two-layer neural
network with an arbitrary nonlinear activation function where
the top layer is trained and parameters for the intermediate
layer are chosen to be random but fixed) [35]. Here, we build
upon this previous work by examining a random features
model for the special case of a linear activation function
(i.e., the random linear features model). Using the zero-
temperature cavity method, we derive analytic expressions for
the bias-variance decomposition and relate these results to the
eigenvalue spectrum of the Hessian matrix.

The training and test errors of the random linear features
have been computed analytically [8,9,15,28,34], with a sub-
set of these studies attempting to carry out bias-variance
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decompositions [9,28,34]. However, these studies use non-
standard definitions of bias and variance that deviate from the
traditional textbook definitions [1,2]. This choice of definition
can lead to qualitatively different and difficult to reconcile
results. For example, the authors of Ref. [9] found that the
bias diverges at the interpolation threshold, while the authors
of Ref. [28] find no such divergence (see Ref. [35] for an in-
depth discussion). For this reason, here we utilize the standard
definitions and carry out the bias-variance decomposition in a
manner consistent with traditional definitions of these quanti-
ties in the underparameterized regime, allowing us to identify
which properties stem from the model architecture versus
random sampling of the data. In addition, we use the zero-
temperature cavity method to provide an alternative derivation
of the spectrum of the Hessian matrix of the random linear
features model (i.e., the spectrum of a Wishart product matrix
calculated previously in Ref. [36]), allowing us to directly
relate the eigenvalues of the Hessian to the double-descent
phenomenon.

A. Summary of major results

We briefly summarize our major results:

(1) We derive analytic expressions for the test (generaliza-
tion) error, training error, bias, and variance for the random
linear features model with a nonlinear data distribution using
the zero-temperature cavity method.

(2) We find that the behavior of this model is characterized
by three distinct regimes: (i) an underparameterized regime
with finite training error and large bias, (ii) a second underpa-
rameterized regime with minimal, constant bias, and (iii) an
overparameterized, or interpolation, regime with zero training
error.

(3) We find that the three regimes are separated by three
phase transitions with two transitions to the interpolation
regime, each characterized by a divergence in the test error,
and one transition between the large bias and minimal bias
underparameterized regimes. Importantly, we find that the
variance, but not the bias, diverges at the phase transition to
the interpolation regime.

(4) We explain how each phase transition arises as a re-
sult of small nonzero eigenvalues in the Hessian matrix and
demonstrate how this phenomenon is captured by susceptibil-
ities.

(5) We explain how the presence of linear features leads
to an additional interpolation phase transition not present in
an analogous model with nonlinear activation functions. We
use random matrix theory to argue that the underlying reason
for this difference is that nonlinear basis functions implicitly
regularize small eigenvalues in the design matrix.

II. THEORETICAL SETUP

In this paper, we focus on the supervised learning task of
using relationships learned from a training data set, consisting
of labels and associated input features, to accurately predict
the labels of new data points from their input features. Here,
we closely follow the theoretical formalism previously de-
scribed in Ref. [35].

A. Data distribution (teacher model)

We consider data points (y, X), each consisting of a contin-
uous label y paired with a set of Ny continuous input features
X. We assume that the relationship between the input features
and labels (the data distribution or teacher model) can be
expressed as

yX) =y (% B) + ¢, (1

where ¢ is the label noise. The unknown function y*(X; B)
represents the true labels and depends on a set of Ny ground
truth parameters Zi, characterizing the correlations between
the features and labels. Here, we restrict ourselves to a teacher
model of the form

%o D 00X X B
b)) = ) 2
y(X; B) ) f(@a;;) 2

where the function f is an arbitrary nonlinear function and

(fy = \/%7 ffooo dhe‘%f/(h) is a normalization constant cho-
sen for convenience with prime notation used to indicate a
derivative. Note that Eq. (2) reduces to a linear teacher model
y*(X) = % - B when f(h) = h.

We draw the input features for each data point indepen-
dently and identically from a normal distribution with zero
mean and variance o)% /Ny. We consider ground-truth param-
eters B and label noise ¢ that are drawn independently from
normal distributions with zero mean and variances o and o2,
respectively. Furthermore, we assume the labels are centered
so f has zero mean with respect to its argument.

B. Module architecture (student model)

We consider a student model of the form
yX) =Z4(X) - W, 3)

where W is a vector of N, fit parameters. For the random linear
features model, the vector of hidden features Z(X) takes the
form

ix) =Wy, 4)

where W is a random transformation matrix of size Ny x N,,
whose elements are drawn independently from a normal dis-
tribution with zero mean and variance Uv%/ /Np.

C. Fitting procedure

We train each model on a training data set consisting of M
data points, D = {(y,, ia)}g’le. For convenience, we organize
the vectors of input features in the training set into an observa-
tion matrix X of size M x Ny and define the length-M vectors
of training labels ¥, training label noise &, and label predic-
tions for the training set §. We also organize the vectors of
hidden features evaluated on the input features of the training
set, {2(§u)}2”= |» into the rows of a hidden feature matrix Z of
size M x N,

Given a set of training data D, we solve for the optimal
values of the fit parameters W by minimizing the standard
ridge regression loss function composed of the mean-squared
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label error with L, regularization,

A
~[ w2, (5)

L(W;D) = 5

: AT +
) y
where the notation || - || indicates an L, norm, Ay =y — § is
the vector of residual label errors for the training set, and A
is the regularization parameter. The exact solution for the fit
parameters resulting from this loss function are

W=y, +2"217'Z7y. (6)

We will often work in the ridgeless limit, where we take the
limit A — 0. In this limit, we refer to the matrix Z7Z in the
above expression as the Hessian matrix.

D. Model evaluation

To evaluate a model’s prediction accuracy, we measure the
training and test (generalization) errors. We define the training
error as the mean squared residual label error of the training
data:

| S

5lrain = M“AYH . (7)
We define the interpolation threshold as the model complexity
(number of fit parameters N,) at which the training error
becomes exactly zero (in the ridgeless limit). Analogously, we
define the test error as the mean- squared error evaluated on
a test data set, D' = {(y,, X, )}*_,, composed of M’ new data
points drawn independently from the same data distribution as
the training set,

Erest = IIA 117, ®)
where Ay =§ — §' is a length-M’ vector of residual label
errors between the vector of test labels ¥ and their predicted
values §’. Furthermore, we define the ensemble-averaged
training and test errors, (Eyain) and (&), respectively, by
taking averages of the above definitions with respect to all
sources of randomness (e.g., X, &, B, etc.).

E. Bias-variance decomposition

The bias-variance decomposition separates test errors into
components stemming from three distinct sources: bias, vari-

J

ance, and noise. Here, we utilize the standard definitions of
bias and variance [1,2],

Bias[§(X)] = Ep[J(X)] — y*(X), (©))

Var[$(%)] = Ep[§*(®)] — Ep[f®)I, (10)

where X is an arbitrary test data point and subscript D denotes
the sampling average with respect to the training set (i.e., with
respect to the input features X and label noise &, but not the
ground-truth parameters B.

To incorporate other sources of randomness (e.g., B and
W), we define the more general ensemble-averaged squared
bias and variance, respectively, as

(Bias’[9]) = Ej , ;[Bias[H(®)I’], (11)

(Var[5]) = Bz, ([VarHE)]]. (12)

Using these definitions, we define the ensemble-averaged
bias-variance decomposition of the test error,

(Eest) = (Bias’[§]) + (Var[§]) + o2,

which we utilize throughout this paper.

(13)

F. Derivation of closed-form solutions

Following the derivations in Ref. [35], we utilize the
zero-temperature cavity method to derive closed-form expres-
sions for the training error, test error, bias, and variance. In
this derivation, we work in the thermodynamic limit, where
Ny, M, N, — oo, but their ratios &y = Ny/M and o), = N,/M
remain finite. Our results are exact in this limit. Furthermore,
we utilize the procedure described in Ref. [37] to reproduce
the closed-form solution for the eigenvalues spectrum of the
Hessian matrix for this model. We refer the reader to the
Appendix for further details on these calculations.

III. ANALYTIC EXPRESSIONS

We find that the closed-form solutions for the random lin-
ear features model are characterized by three distinct regimes,
each defined by which of the following three quantities is the
smallest: the number of input features Ny, the number of fit
parameters (hidden features) N, or the size of the training set
M. In terms of oy = Ny/M and «,, = N,/M, the expressions
for the ensemble-averaged training error, test error, bias, and
variance are

(072 + 05 ) (1 —ay) if Ny <N, M
(Erin) = | ofof ) 4 (02 +07.)(1 — ) it N, <Np,M (14)
0 if M <N, N,
(o? +052y*)(1—1 ) if Ny <N, M
( ) 1 .
() =1 050% o tiay + (07 + 05 ) ey if N,<N;,M (15)
1 p—1 :
oﬁza)% zjizi—l; + (as + o‘ay*) (ayop—1) if M < Ng, N,

(op—1)(erp—1)
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FIG. 1. Random linear features model (two-layer linear neural network). Analytic solutions plotted as a function of o, = N,/M with fixed

ay = Ny /M for (a) less input features than training data points (ay = 1/2) and (b) more input features than training data points (o; = 4).
Shown are the ensemble-averaged training error (blue squares), test error (black circles), squared bias (green triangles), and variance (red
diamonds). Analytic solutions are indicated as dashed lines with numerical results shown as points. In (a), a black dashed vertical line marks
the boundary between the large bias and minimal bias underparameterized regimes at «, = &y, while in (b), a similar line marks the boundary
between the under- and overparameterized regimes at , = 1. Analytic solutions as a function of «,, and o are also shown for the the ensemble-
averaged (c) training error, (d) test error, (e) squared bias, and (f) variance. Results are shown for a linear teacher model y(X) = X - 73 +e,a
signal-to-noise ratio of Uécff /a2 = 10, and have been scaled by the variance of the training set labels cry2 = 050)? + £2. In each panel, black
dashed lines indicate boundaries between different regimes of the solutions depending on which is the smallest of the quantities M, Ny, or N,,.

See Appendix for additional numerical details.

(Bias’[§]) =

(Var[y]) =

where we have taken the limit A — 0 (with leading order
terms of order A? reported in the Appendix for quantities
reported here as zero). The quantity (752},* is the statistical
variance of the nonlinear components of the true labels, mea-
sured via their deviation from a linear teacher model, aazv* =

Ex[(*(X) — X - B)Z]. In the thermodynamic limit, we find that

this quantity evaluates to

2 2

o =oﬂa§Af, Af =

2 .
GSy* if Nf < NP,M
(ay—ap) .
ooy + oy if N, <N, M (16)
2 2 aplap—1) 2 i
gﬂo‘xm-}—o‘ay* if M<Nf,Np,
2 2 ay .
(07 + 95 ) 1=apy it Ny <N, M
2 _2aplar—ap) 2 2 o .
O—ﬁo'xﬁ‘F(Us +05),*)rizw if N, <Ny, M (17
2 _2apap—1)(ar—1+4a,—1) 2 2\ (ap—l+a,—1) :
I89x pOff(Otrl)(afarpl) + (o, +U§y*)(af71)(aif1) if M <Ny, Ny,
[
(13)

1 o0 12
= — dhe™ 2" £'(h).
) m/_w ()

In Figs. 1(a) and 1(b), we plot the training error, test error,
bias, and variance as a function of o, = N,/M for fixed oy =
Ny /M for the two cases oy < 1 and ay > 1, respectively. To
gain a better grasp of the full set of solutions, we also plot all

quantities in Egs. (14)-(17) as a function of both ¢, and o

(f2 — ()
(r?

in Figs. 1(c)-1(f). All solutions are shown for a linear teacher

, model y*(%) = X - B (o2, = 0).
The three regimes we observe in the closed-form solutions
are separated by three distinct phase transitions. Examining

the training error in Fig. 1(c), we find that it goes to zero at
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two of the transitions, o, = 1 with oy > 1 and oy = 1 with
a, > 1, giving rise to an interpolation boundary. On one side
of this boundary, where ¢, < 1 or oy < 1 (there are less data
points M than fit parameters N, or input features Ny), the
model is underparameterized, while beyond this boundary the
model is overparameterized and in the interpolation regime.
We note that the interpolation transition for this model is
markedly different from that of the random nonlinear features
model (nonlinear activation function) where the interpolation
threshold occurs at «, = 1 independently of oy (see Sec. V
and Ref. [35]).

We find that the test error and variance diverge along the
entire interpolation boundary, while the bias remains finite.
This is in contrast with previous studies which employed
nonstandard definitions of bias and variance and found that
both variance and bias diverge at the interpolation threshold
[9]. Examining Figs. 1(a) and 1(b), we find that the test error
(and similarly, the variance) exhibits very different behavior as
a function of «,, depending on whether oy < 1 (less input fea-
tures than training data points Ny < M) or ay > 1 (more input
features than training data points Ny > M). When ay > 1,
the test error diverges at o, = 1 and decreases monotonically
in the overparameterized regime. In contrast, when oy < 1,
the test error monotonically decreases to a small, constant
value at ), > ay. Although this model does not display the
full canonical double-descent behavior in either case, the test
error in the overparameterized regime is always at least as
small as—if not smaller than—that of the underparameterized
regime for fixed as.

Examining the bias in Fig. 1(c) reveals that there is an
additional phase transition in the underparameterized regime
located at the boundary oy = o, fora, < 1and oy < 1 (ie,,
when the number of input features Ny equals the number of
hidden features N,, with both N and N,, less than the number
of data points M). This transition divides the noninterpolation
solutions into two pieces. When o, < oy (less fit parame-
ters than input features N, < Ny), the model exhibits a large
bias because there are not enough fit parameters (or hidden
features) to fully express the input features in the data [see
Eq. (16)]. In contrast, when o, > oy (more fit parameters than
input features N, > Ny), the only contribution to the bias is a
small constant agy* stemming from the nonlinear components
of the labels. For the special case of a linear teacher model
shown in the figures, the bias is identically zero in this regime.

Interestingly, we also observe that oszv* appears as an ad-

ditive component to the label noise o2 in the training error,
test error, and variance, indicating that the model interprets
the nonlinear components of the labels as effective noise [35].

IV. PHASE TRANSITIONS, SUSCEPTIBLITIES,
AND EIGENVALUE SPECTRA

In the previous section, we found that the analytic solu-
tions for the random linear features model are characterized
by three distinct regimes separated by three different phase
transitions. As a natural byproduct of our cavity derivations,
we find that each of these phase transitions is marked by a di-
verging susceptibility. In particular, setting the gradient of the
loss function in Eq. (5) equal to a small nonzero field 7, such
that dL/0w = 7, we define the susceptibility matrix 9w /d3.

This quantity measures the sensitivity of the fit parameters
to small perturbation in the gradient and can be shown to be
equivalent to the inverse Hessian of the loss function. Taking
the trace of this matrix, we define the scalar susceptibility

! T ow ! Tr(rly 4+ 2727 (19)
v=—Tr— = —Tr[Aly, .
Ny =0 N !
In the small A limit, we make the approximation
v A~ A" 'v_; + 1. In exact matrix form, we find that the

two coefficients are

1 1
vy =1——rank(Z7Z), vo= —Tr[Z"Z]*, (20)
N, N,

where * denotes a Moore-Penrose pseudoinverse.

In Figs. 2(a) and 2(b), we plot the analytic closed-form ex-
pressions for these two quantities in the thermodynamic limit
as a function of oy and «, (see Appendix for expressions).
We find that the first coefficient v_; counts the fraction of
fit parameters that go beyond the minimum needed to attain
minimal training error. In contrast, the second coefficient vy
diverges along each phase boundary. Based on the exact ma-
trix form of vy in Egs. (20), we infer that these divergences
can be attributed to small eigenvalues in the Hessian matrix
AVA

To illustrate this connection between the eigenvalues of
the Hessian and the susceptibility v, we note that for this
problem, the inverse Hessian is equivalent to the Green’s
function and can be used to extract the eigenvalue spectrum
[37] (see Appendix for derivation). In Fig. 2(c), we show the
analytic solution for the minimum nonzero eigenvalue o2, of
Z"7Z. Consistent with vy, we find that 62, goes to zero along
each phase transition. In Figs. 2(i)-2(ix), we also plot the
eigenvalue distributions for the points indicated in Fig. 2(c).
While vy captures the distribution of nonzero eigenvalues,
v_; captures the weight of the delta function at zero in the
overparameterized and minimal bias regimes. In each regime
and along each phase boundary, these distributions are qual-
itatively similar to the Marchenko-Pastur distribution [38].
Along each phase transition, the gap in the distribution goes
to zero, while the gap is finite away from each boundary. The
presence of this eigenvalue gap was previously shown to be
the root cause of the decrease in variance in the overparame-
terized regime [35].

To understand the source of these small eigenvalue gaps,
we note that the types of random matrices we consider in this
paper typically exhibit infinitesimally small eigenvalues in the
thermodynamic limit if they contain an equal number of rows
and columns. This fact allows us to identify which matrix is
the root cause of each transition. Since Z is a product of X and
W, this phenomenon arises in two forms. First, Z can exhibit a
small eigenvalue if either X or W is square and the expression
of its input feature space is not limited by its product with
the other matrix (e.g., if X is square and N, > Ny =M or
W is square and M > Ny = N,). This behavior explains the
interpolation transition at ey = 1 which arises due to small
eigenvalues in X, but does not extend below «, = 1 when the
rank of W becomes too low to preserve every direction in the
space of input features encoded in X. Similarly, the minimal
bias transition at oy = o, occurs due to small eigenvalues in
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FIG. 2. Susceptibilities and eigenvalue spectra. (a), (b) Analytic solutions for the susceptibility v which measures the sensitivity of the fit
parameters to small perturbations in the gradient. In the small A limit, v & A~'w_ + vg. (a) The coefficient v_, counts the fraction of unutilized
fit parameters, or the fraction of parameters beyond that needed to attain minimal training error. (b) The coefficient vy diverges at each phase

transition when Z7 Z has a small eigenvalue. (c) Analytic solution for the minimum nonzero eigenvalue o2

o2, of the Hessian matrix Z” Z. (i)—(ix)

Examples of the full eigenvalue spectrum are shown for each of the corresponding points in (c). See Appendix for additional simulation details.

W, disappearing above oy = 1 when the rank of X is too low
to fully express the input feature space of W. Second, Z can
exhibit a small eigenvalue if it is square and full rank, giving
rise to the transition at o, = 1, but only when oy > 1.

Interestingly, we observe that the test error only diverges at
the two phase transitions to the interpolation regime, but not
at the minimal bias transition, despite o2, going to zero in all
three cases. This lack of divergence is explained by the fact
that the minimal bias transition arises due to small eigenvalues
in W, which is used to transform both the training data and the
test data. Since both data sets are transformed in the same way,
predictions by the model for the test set based on the training
set will not be limited by small eigenvalues in W, and the test
error will not diverge when W is square (Ny = N,).

Finally, we wish to emphasize that the two coefficients of v
each capture a different aspect of learning. The first coefficient
V_] captures overparameterization, counting the fraction of fit
parameters in excess of that needed to achieve zero training

error. Meanwhile, vy characterizes phase transitions, diverging
at the interpolation threshold in concert with the variance and
at the minimal bias transition. We refer the reader to Ref.
[35] for a thorough discussion of the physical interpretations
of these susceptibilities for a general nonlinear model, along
with the other susceptibilities of note that appear in our deriva-
tions.

V. COMPARISON TO LINEAR REGRESSION AND THE
RANDOM NONLINEAR FEATURES MODEL

One of the more surprising results of our analysis is that the
phase diagram for the random linear features model is qual-
itatively different from the random nonlinear features model.
On other hand, we find that the random linear feature model
is qualitatively similar to ordinary ridgeless regression when
the number of hidden features matches the input features. To
better understand the similarities and differences, we have
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FIG. 3. Comparison of the random linear features model to linear regression (no basis functions) and the random nonlinear features model.
(a) The training error, test error, bias, and variance as a function of «,, (or equivalently, o) for linear regression (no basis functions) and (b) the
same quantities for the random linear features model for the special case oy = «,. The training error, test error, bias, and variance as a function
of a, and o for (c)—(f) the random nonlinear features model with ReL.U activation, ¢ (/) = max(0, &), and (g)—(j) the random linear features
model. In all panels, black dashed lines indicate phase transitions. Results for linear regression and the random nonlinear features model are

reproduced from Ref. [35].

reproduced the phase diagrams for all three models in Fig. 3
(see Ref. [35] for a detailed analysis of ridge regression and
the random nonlinear features model).

First, we compare the random linear features model to lin-
ear regression in which the number of hidden features matches
the input features:

iX) =X. (21)
Figure 3(a) shows the training error, test error, bias, and vari-
ance for linear regression. Since linear regression lacks basis
functions, in Fig. 3(b), we plot the same quantities for the
random linear features model for the special case where the
number of input features equals the number of hidden features
(af = ap).

We observe that along this cut of the phase diagram, the
random linear features model behaves qualitatively similar
to linear regression, with variance first increasing as one

approaches the interpolation threshold (¢, = 1) and then de-
creasing monotonically beyond the threshold. Meanwhile,
the bias is zero below the interpolation threshold and then
increases once one crosses the interpolation threshold. As
discussed in detail in Ref. [35], the underlying reason for the
increase in bias for o, > 1 is that in this regime, the model
does not have enough training data points to sample the entire
input feature space. Therefore, any predictions made about
these unsampled directions represent implicit assumptions of
the model.

Next, we compare to the random nonlinear features model
in which the hidden features take the form

WT?(),

N

OowOox

3(R) = WX ( (22)

) JN, *
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where ¢ is a nonlinear activation function that acts separately
on each element of its input and (¢’) = 42” f_oooo dhe= s o' (h)
is a normalization constant. Figures 2(c)-2(f) show the train-
ing error, test error, bias, and variance for this model for the
case of ReL.U activation, ¢(h) = max(0, &), as a function of
both «, and oy, while Figs. 2(g)-2(j) depict the same for the
random linear features model.

We observe that while the interpolation transition bound-
ary at o, = 1 for ay > 1 remains the same, the addition of
a nonlinear activation function suppresses the interpolation
transition at ay = 1 for «, > 1, along with the transition to
a minimal bias regime at oy = o), for o, < 1. At the same
time, the interpolation transition at o, = 1 is extended to all
values of ay.

The two changes to the shape of the interpolation boundary
can be attributed to the behavior of small eigenvalues in the
Hessian. Upon the introduction of a nonlinear activation, the
interpolation transition at e, = 1 for aty < 1 arises due to the
creation of small eigenvalues in Z. The nonlinear transforma-
tion promotes Z to full rank when it is square (N, = M), even
if the product XW is not full rank. As a result, Z exhibits
small eigenvalues at this transition whether or not XW has
a small eigenvalue, translating to small eigenvalues in the
Hessian and a divergence in the test error. In contrast, our
random matrix theory analysis suggests that the presence of
a nonlinear activation function suppresses the transition at
ay =1 with a,, > 1 by serving as an implicit regularizer of
small eigenvalues in the Hessian (this behavior was previously
observed in Ref. [15]). In particular, the use of nonlinear basis
functions masks divergences arising from small eigenvalues
that arise when the design matrix X is square (N = M).

Finally, to account for the removal of the minimal bias
transition when oy = a, with a, < 1, we note that the train-
ing data is generated using a teacher model that depends
directly on the input features, while the nonlinear model first
applies a nonlinear transformation. This nonlinear basis masks
properties of the underlying input feature space like its di-
mension, introducing additional bias. Therefore, the bias does
not approach a minimal value at o, = ay, even if there are
in principle enough hidden features to fully encode the full
space of input features. Instead, we observe that the bias only
reaches a minimum in the limit oz, — oo for fixed a;.

VI. CONCLUSIONS

A central question in machine learning is understanding
why complicated models with many more parameters than
training data points can still make accurate predictions. Here,
we have tackled this problem by analyzing one of the simplest
examples of nontrivial supervised learning: regression with
random linear features. Despite the simplicity of the model,
it exhibits remarkably rich behavior with multiple phase tran-
sitions.

We found that the phase diagram of the model has three
distinct phases: (i) an underparameterized regime with finite
training error and large bias, (ii) a second underparameterized
regime with minimal bias, and (iii) an overparameterized, or
interpolation, regime with zero training error. We also showed
that at the transition to the interpolation regime, the variance

but not the bias diverges. For this reason, while the classical
bias-variance trade-off captures much of the behavior of the
model in the underparameterized regime, it fails to describe
the interpolation regime where the variance decreases with
increasing model complexity.

We showed that the divergence of the variance is due to the
presence of small eigenvalues in the Hessian matrix. This is
consistent with the general picture advocated in Refs. [8,35]
that large test errors are associated with the closing of a
spectral gap near the interpolation transition. On both sides
of the transition, when the spectral gap is large, it is easy to
distinguish noise from poorly sampled directions in feature
space. However, when the gap closes this is no longer possi-
ble, accounting for the large variance.

Our paper suggests that many of the fundamental features
of double descent can be understood even when considering
simple convex models. An important question is how to gener-
alize the intuitions developed here to more complex settings.
In contrast with the random linear features model, modern
deep-learning methods are often nonconvex and attempt to
learn meaningful features directly from data. In the future, it
will be interesting to see how this changes the understanding
of the bias-variance trade-off developed here [39-41].
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APPENDIX A: CAVITY DERIVATIONS

In this Appendix, we provide detailed derivations of all
closed-form solutions for the random linear features model.
These calculations follow the general procedure laid out in
Ref. [35].

1. Notational conventions

(a) We define M as the number of points in the training
data set, Ny as the number of input features, and N, as the
number of fit parameters or hidden features. We define the
ratios oy = Ny/M and ¢, = N,/M.

(b) Unless otherwise specified, the type of symbol used
for an index label (e.g., Ay,) or as a summation index (e.g.,
>_,) implies its range. The symbols a, b, or ¢ imply ranges
over the training data points from 1 to M, the symbols j, k,
or [ imply ranges over the input features from 1 to Ny, and
the symbols J, K, or L imply ranges over the fit parameters or
hidden features from 1 to N,,.

(c) The notations E,[-], Var,[-] and Cov,[-, -] represent the
mean, variance, and covariance, respectively, with respect to
one or more random variables x. A lack of subscript implies
averages taken with respect to the total ensemble distribution,
i.e., taken over all possible sources of randomness. A subscript
0 implies averages taken with respect to random variables
containing one or more zero-valued indices (e.g., Xq0, Xo;,
Wos, or Wi).
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2. Nonlinear label decomposition

To calculate the statistical properties of the nonlinear
teacher model, we first decompose the labels into their linear
and nonlinear components as follows:

B = 27 !'Covs[X, y* (R)].

(AD)
The first term in this decomposition captures the linear cor-
relations between the labels y* and the input features X via
the ground-truth parameters ,B The second term, defined as
LX) =y"E —Xx- ﬁ, represents the remaining nonlinear
component of the labels. By defining the ground-truth pa-
rameters as shown above, where Y3 = Covg[X, X'] is the
covariance matrix of the input features (assumed to be in-
vertible), it can be proven that the linear and nonlinear
components are statistically independent. Using the defini-
tion of the nonlinear component of the labels éy{; (X), it is
straightforward to show that their mean and covariance in the
thermodynamic limit evaluate to

E[8y{ X1 =0,

YE) =% B+ 8yl (®) + e,

Cov[8yx Ra), Sy Rp)] = 058,
(A2)

where X, and X, are to independent data points and we have

defined the variance oszy* of the nonlinear components as

(f3 — ()

052},* = Géa)%Af, Af = <f/>2 ,
22;/006”17% 2(h A3
() T | dhe A, (A3)

1 o0 W2
N = —— dhe™ 7 f'(h).
o) m/w L)

The decomposition in Egs. (A1) and its statistical properties
are derived in detail in Ref. [35].

3. General solutions

Next, we derive some useful formulas for the ensemble-
averaged quantities we wish to calculate. First, we express the
ensemble-averaged training error as

1
(Evain) = (AY?), (DY) = E[ﬁ ; Ayi}, (A4)

where we have defined (Ay?) as the mean-squared label error
for the training data.

Next, we evaluate the average over the test data set in the
ensemble average of the test error:

(Eeat) = 03 (AB?) + 05 + 07 (AS5)
To obtain this expression, we have defined the set of ground-
truth parameters estimated by the model as = Ww and
the corresponding residual parameter error A = 8 — B. The

quantity (AB?) is then the mean-squared residual parameter
error:

2y L 2
(AB )_E|:Nf ;Aﬂki|. (A6)

To correctly calculate the ensemble average of the squared
bias, we make use of the following trick: we reinterpret the

square of the average over D as two separate averages over
uncorrelated training data sets:

Bias’[(X)] = (Ep[H(X)] — y*(X))?
= Ep, 0, [()(X) — $1X)(E) — H2(X))].

Now, instead of a single regression problem trained on a single
data set D, we consider two separate regression problems each
trained independently on different training sets, D; and D,,
drawn from the same distribution with the same ground truth
parameters B These regression problems will also share all
other random variables including the test data point (y, X), W,
etc.

Next, we apply the ensemble average and explicitly aver-
age over test data point X to obtain

(Bias’[$(X)]) = o (AB1AB),

1
(ABIAB) = E[N—f ij Aﬂl,kAz,k},

where we have defined (AB;AB,) as the covariance of the
residual label errors between the two models trained on data
sets Dy and D;.

Finally, we find an expression for the variance by subtract-
ing the bias and noise (%2) from the test error:

(Var[H(X)]) = ox ((AB%) — (ABIAB)). (A9)

Based on these expressions, we find that the training error,
test error, bias, and variance depend on three key ensemble-
averaged quantities: (Ay?), (AB?), and (AB; AB,). We aim to
calculate these quantities in the remainder of this derivation.

(AT)

(A8)

4. Linear system of equations

In this section, we derive a linear system of equations to
which we will apply the cavity method. To do this, we first
evaluate the gradient of the loss function in Eq. (5) with
respect to the fit parameters:

_OL(W)
T3y,

0

== AyZu + iy (A10)
b

In addition to this gradient equation, we will also need the
equations for the residual label errors for the training set:

Aye =Y"Ra) + 60— Y WxZas. (A1)

K

Next, we decompose these two sets of equations such that
they are linear in the random matrices W and X, resulting in
four different sets of equations,

Ay = ZﬁkaJ + 17,
k

j = Z AypXp; + ¥,
b

(A12)
Ay, = Z ABiXar + 8\ Ra) + €a + &a
k

ABj=Bj— Zﬁ)kwjk +&,
K
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where we have also utilized Eq. (A1) to decompose the train-
ing labels into their linear and nonlinear components. We have
also added a small auxiliary field, n;, ¥, &,, or ¢;, to each
equation. We will use these extra fields to define perturbations
about the solutions to these equations with the intent of setting
the fields to zero at the end of the derivation. The quantities
fi; can be interpreted as representations of the fit parameters
in the space of input features.

5. Cavity expansion

Next, we add an additional variable of each type, resulting
in a total of M + 1 data points, Ny + 1 input features, and
N, + 1 fit parameters. Each additional variable is represented
using an index value of 0, written as @y, iy, Ayy, and ApSy.
After including these additional unknown quantities, the four
equations become

My =Y Wi + 1y + fioWoy.,
k

iy = Z AypXpj + ¥ + AyoXoj,
b
J

Sny = ioWoy, Y = AyoXoj,

8¢, = ABoXao,

Ay, = Z ABrXax + Sy;im(ia) + &a + &4 + Xao Ao,
k

Aﬂjzﬂj—Z®KWjK+Cj—ﬁ)0Wjo, (A13)
K

with each 0-index variable described by an additional equa-
tion:

Mg =D icWeo + 1o + flgWa.
k

ity =Y AypXo + Yo + AyoXoo.
b

Ayo = Z ABeXok + 8yiy Ro) + €0 + &0 + ABoXoo,
k

ABo=Po— Y xWok + to — iboWoo.
K

(Al4)

Now we take the thermodynamic limit in which M, N¢, and
N, tend toward infinity, but their ratios oy = Ny/M and o, =
N, /M remain fixed. We interpret the extra terms in Egs. (A13)
as small perturbations to the auxiliary fields,

8¢ = —woWijo, (A15)

allowing us to expand each unknown quantity about its solution in the absence of the zero-indexed variables (i.e., the solutions

for M data points, Ny input features, and N, fit parameters):

iy~ o+ Y Vikdnk + Y NS+ Y Xk + Y oSl
K k b k

i~ o+ Z V?K(SUK + Z ¢?k5% + Z Xf’b(Sgb + Z w?k5§k,
K k b k

Aya ™ Ayao+ D vaednk + Y b SV + > x5 + ) w8,
K k b k

ABj~ ABjo+ Y _vildnk + Y o3 sun + Y xylsE + ) wifse.
K k b k

We define each of the susceptibility matrices as a derivative of a variable with respect to an auxiliary field:

Lol . 0y

Vik = Op=—">

KT g i IV

. on . on
ViK = Gpet PR T gy Xiv
VA Ay, ¢Ay _ Ay,
TS T
ap_ BB ap _ DAB
K Bk s I

a. Central limit theorem

Substituting the expansions in Eq. (A16) into the zero-
indexed equations in Eq. (Al4), we find that each of the
resulting sums contains a thermodynamically large number
of statistically uncorrelated terms. This means that each sum
satisfies the conditions necessary to apply the central limit

(A16)
iy 3y
= -, w = —-—,
9, T A
i TS
M o =2
0§ 0Lk
Ay o 8Aya Ay _ aAya
@ = om0 YT Tog
IAB; IAB;
A AP A IAp; (A17)
J &, J &k

(

theorem, allowing us to express each in terms of a single
normally distributed random variable described by just its
mean and its variance.

First, we approximate each of the sums containing one of
the unperturbed quantities, W0, #\0, AYa\0, O ABj\o. The
unperturbed quantities in each of these sums are statistically
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independent of all elements of both X and W with a zero-
valued index. Using this fact, we find

A a A
Zuk\OWkO N opzn, Op = Uv%/—f(uz)
k %p

Z”k\o
> AypoXuo ~ 0wza. 07 = oy (Ay?),
b
=3
Y Yb\0
b
Z ABoXok X oayZay, Giy =og(AB?),
k
. > ABlo
Ny P
Z W oWok = Oapiapg.  Oap = O (D7),

K
Z wK\O’

3

(A18)

where zy, za, zay, and zag are all random variables with
zero mean and unit variance and can easily be shown to be
statistically independent from one another.

Note that we have used the same notation, {Ay?) and
(AB?), for the two averages defined previously in Ap-
pendix A 3 even though they each lack an ensemble average.
In doing so, we have employed the ansatz that these sums will
converge to their ensemble averages in the thermodynamic
limit. This assumption is typical of the cavity method.

Next, we approximate each of the sums containing one
of the square susceptibility matrices. Using the fact that all
the susceptibility matrices are statistically independent of all
elements of both X and W with a zero-valued index, we find
that each of these sums is dominated by its mean with its
variance going to zero in the thermodynamic limit,

1 .
= E;w;&’
beb,
qukk,

_ 1 ]
= FPXK:UKK’

. o
il ~ 2 f

E U)jijOWkO A oy —w,

k “p

Ay ~ olg=]
E Xap Xa0Xpo = Oxa; X,
ab

A
Z ¢jkﬁX()jXOk ~ O’)%(ﬁ,
Jjk

(A19)

» o 2
E vigWosrWok = oy v,
JK

where w, x, ¢, and v can be interpreted as a set of scalar
susceptibilities.

Finally, it is straightforward to show that both the mean and
variance each of the sums containing a rectangular suscepti-
bility matrix goes to zero in the thermodynamic limit and can
therefore be neglected.

b. Self-consistency equations

Applying the approximations from the previous section, we
find a set of self-consistent equations for @y, &y, Ayy, and
Apo,

- a2 Of
Ay ~ 0gZy — Wooy ——@ + No,
Ap

ity ~ 03z + Aoz x + v, (A20)

Ayo ~ oayzay + Ayoosd + 8yt (Xo) + &0 + o,
ABo ~ Bo — oagzap — ooy v + &,

where have also made use of the fact that the terms including
Xoo or Wy are infinitesimally small in the thermodynamic
limit with zero mean and variances of O(1/Ny) and O(1/N,,),
respectively. Solving these equations for the zero-indexed
variables, we find

o = (efriyar: + No
T A F o3 Zf
0azy + Yo + U}%“;‘X(ﬂo —oaping + o)
Uy = ,
1 +o2o2a; xv
WEXES (A21)
OayZay + 85 (Xo) + €0 + &o
Ayo = ,
1-— O’X¢
Bo —oapzag + o — UW vi(oaza + %)
Ay =

1+0W0X 7 Lxv

Next, we derive a set of self-consistent equations for the
scalar susceptibilities by taking appropriate derivatives of
these variables with respect to the auxiliary fields,

1 . . BT 1
v:—g ver ~ E[v =E|:—i|=—
Np — KK [00] 37]() )‘+GV2V%“)
2.,—1
1 N N 3ﬁo:| oy f X
= — E a)u %E a)u = —_ ==
Ny = i ~ Elot] [35“0 L+opoda; v’
y BAyo 1
A ’\/
ZX ' Ebo] = E[ = }: =03’

ZfﬁA’S%E ]ZE[BAﬂo]
Vo
opv
1+ av%,a)%oefl XV

(A22)
Furthermore, we note that there are two additional deriva-
tives that have not yet appeared in the calculation up to this
point, d#;/0v; and dAB;/0¢;. It is clear to see from the
equations for iy and A By that these two additional derivatives
are equivalent. Evaluating these derivatives, we define a fifth
scalar susceptibility:

_L i AB 3140 BA,B()
K_Nf'Xk:¢kk_ Zwkk NE[al/fO] E[ %o ]
1

1 —i—o‘%,a)%a;lxv.

(A23)

025304-11



JASON W. ROCKS AND PANKAJ MEHTA

PHYSICAL REVIEW E 106, 025304 (2022)

Using this formula for «, we re-express the four other suscep-
tibilities as

1
¢=_O.‘%/UK5 X = 2

2 —1
W =050, XK _
X=f ’ l—l—avzvaxvlc’

1

- A24
A+ ogogartye (A24)

Finally, we square and average each of the expressions in
Egs. (A21) to find self-consistent equations for the four mean-
squared averages (setting the auxiliary fields to zero),

2 29 0
Zw,(\o ~E wo] v oWa—(u ),
p

Z”k\o ~ E ”o = ICZO’)%(X (AY?)
+w ((IB +0’W<ﬁ)2>),

1
(Ay*) = Vi E Ayz%\o ~ E[Ayg] =
b
|

(@) L —ogy?
(@) —opw? 1
(Ay?) 0 0
(AB?) —6&,/(2 0

In combination with the solutions for the five scalar suscepti-
bilities, these solutions are exact in the thermodynamic limit.

d. Solutions in ridgeless limit (A — 0)

Next, we take the ridge-less limit in which A — 0. Based
on the cubic equation for x in Eq. (A26), we make the ansatz
that the lowest order contribution to x is O(1) in small A:

X~ X0+ Axi. (A29)

We then expand Eq. (A26) in orders of A to find solutions for
xo and x;. Using these solutions, we solve for the following
coefficients for the remaining susceptibilities:

1
v~ iv—l =+ Vo,

K X Ko+ Ak,

1
(AB?) = 17f Z ABRo X E[AB]] = k*(0f + oy (9%))

+logar (YY), (A25)

¢. Solution with finite regularization (A ~ 1)

Next, we derive the solutions when the regularization pa-
rameter A is finite. To do this, we combine the self-consistency
equations for the susceptibilities in Egs. (A23) and (A24) to
derive a cubic equation for y,

0= x>+ (af +a,—2)x* + [(af — D(ap— 1)

+ otfoz,,)_»]x — otfoc,,)_», (A26)

where we have defined the dimensionless regularization pa-
rameter:

_ A

A= ——. A27
This cubic equation indicates that we should expect three
different solutions for x. Using these solutions, we can derive

the associated solutions for the rest of the susceptibilities.

Xz(o,% (Aﬂz) + aszy* + 082), Furthermore, we solve Egs. (A25) to find

0 0 0
2 —1,2 2.2
—oya; Kk 0 opw (A28)
2,2 2 24,2
1 Ox X (05 + Gév )X
—O'X “1p? nH~! a§K2
o~ wy+ o, (A30)

Finally, we expand the mean-squared averages in small A as
) A (7)o + 22 (07)s,

(@) ~ (@)o + A2 (@)2,

(AY") & (Ay*)o + R3(AY?)2,

(AB?) ~ (AB)o + A2(AB):,
and then use the solutions for the susceptibilities to solve
Eqgs. (A25) for these coefficients.

We find three sets of solutions for all quantities, corre-
sponding to the three regimes of the random linear features
model. To determine when each solution applies, we use the
fact that each of the ensemble-averaged quantities (W3, (%),
(Ay?*), and (AB?) must be positive. All together, we find the
solutions for the ensemble-averaged squared quantities in the
A — 0 limit to be

(A31)

if Ny <N, M
(A32)

1
(o i¢—1 + ¢o,
o o (af+a§y* ) o
a&, (ap—oty) o&/o}% (I—ap)(ap—oy)
2, 2
(12)2) — U_ﬁ(l—a,,{—oq—rx,,) (07 +04,%) oo,
op (1—ap)(ar—ay) opog  (I—ay)ar—ap)
(T_g 1 (‘722 +0'52y* ) oy
op (ap—1) g0z (ar—D)(ap—1)

if N,<N;,M
if M <Ny, N,
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)»2 2 4 013 Otfot‘i .
oyoy [ 989X T, —O‘f)’ T oy (O +03\’*)(1—Off)(a,i—a/)3] if Ny <N, M
2 - —a)(1—atptay— .
@) = | grogtmeneilizetsa) | a2 4 o3 )i it N, <N, M (A33)
22 [o2 4 9 o ~
oion [“ﬁ"x sy T ox (0 + og )<a/—1><pa,,—1>3] it M <Ny, Np,
(0 —i—aszy )(1 —ay) if Ny <N, M
(1—ap)( ) .
(AY?) = Ugaz% + (032 + O'azy*)(l —op) if N,<Ng, M (A34)
;\2 ) asa; ajas(a—14a,—1) .
aiod [Gﬂ(’x @ D17 T (0 + oav*) (a;71)3(a,,71)3 it M <Ny, Np,
(02+024) ay .
T (—ap if Ny <N, M
2\ 2 (ap—ap) (ngJrU(;zy*) a .
(ABT) = 0f s ol (e if N, <Ny M (A35)
2a,(as—1) (UEZJF%Z}.*)(af—l-&-a,—l) .
B, D) o7 @ D@ I M<NpN,
[
In addition, to lowest order in small A, the five scalar training set Dy, these equations are
susceptibilities are . b
Wi,0 = VOpZi,
1 —af if Ny <N,,M 0 = k0aza, + @(Bo — oapzap )
B B QY it N, <N,M A36 . s (Ad4D)
X . o ” A/; Nf,N (A36) Ayi0 = x(oayzay, + 8y Xi0) + €1,0),
Sy L < N¢, N,
awor (1=ep)1=ar) 1o ABro = k(Bo — oapzap) + doaza,,
(@p—ay) o . . .
%1&'“—:} + #wa—a/) it Ny <N,,M while for training set D, they are
— arep :
V= IU%‘&UX 1(; ap)("‘ll —ap) N it Np <Ny, M 02,0 = VO Za,,
o —L if M<N;N
Va T RG@ e =AM fy,0 = k0324, + @(Bo — oapZag, ), (A42)
(A37) Ayr0 = x(0ayzay, + 8yi(X20) + €20),
ardp .
op o (l—ap)(@y—ay) if Ny <Np,M ABro = Kk(Bo — oapiag) + P0azs,.
=] 2% if N,<N/M
« @0 1. p =0 (A38) Multiplying these equations and making the self-averaging
Q—f if M <Ny, Ny, approximation, we find equations for the covariance of each
A e . of the unknown variables:
e oy if Ny<N, M 1
0= aﬁ%‘;f—“”) if N, <Ny, M (A39) (ribg) = = > iy ki A E[ib1 0th2,0]
P
A o . K
%—W(a:_l) if M <Ny, Ny, 2E[ X ]
=v°E|o; 24,2, |,
1w if Ny <N, M e
Uf% (lga_f) f P R E
p=1 " if N, <Ny, M (A40) (i) = Ny Z”l ity = i ot 0]
oy (ap—D(@,—1) .
—w = 2 if M < N¢, N,
oo 1o = KZE[%ZZ.;,ZL;Z] + w*(0f + E[0xp2ap28,])-
.. 2 2 . . . 1
We use the quantities (Ay .) and (AB~) abovsz in combqlatlon (Ay,Ayy) = Z Ay1pAysp E[Ay] oAy, 0]
with formulas for the training and test error in Appendix A 3
to obtain the expressions in Egs. (14) and (15).
=X E[UAyZA}HZA}’Z]’
e. Bias-variance decomposition (ABIABy) = Z AB1xABrx ~ E[AB1oAB]

Next, we derive the bias and variance. According to the
general solutions in Eqs. (A8) and (A9), we require the
quantity (AB;ApBy). To calculate (AB;AB,), we apply the
self-consistent equations, Egs. (A21), to two models each
trained separately on one of two independent training sets,
with all other random variables held in common. We specify
which quantities depend on each of the training sets using
subscript 1 or 2 for data sets D; and D,, respectively. For

=K (‘7,3 + E[GA/gZAﬁ,ZAﬂZ]) + ¢2E[oﬁ ZiyZas |-
(A43)

Next, we calculate each of the four resulting expectation val-
ues of products of random variables. Converting each of the
random variables z;,, zZag, , €tc. back into their forms as sums,
we use the independence of elements of the random matrices
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and the other variables to find
. o
E[o320,20,] ¥ E Z ul,j\OMZ,k\OWjOWkO] = Gv%/a—'(uluzﬁ
- jk b
E[ois2ap20] ¥ E Z wl,J\OwZ.K\OWOJWOK} = oy (i),
LK

&2

E[%zzﬁ]zﬁz] E Z AM,a\oAyz.h\oXl,aon,bo] =0,

= ab

E[o},2a02a0,] # E Z Aﬂl,j\oAﬁz,k\oxl,ijz,Ok] =0.
x
(A44)
Substituting these results back into Eq. (A43), we find the self-
consistent equations

(07
(i) = viogd =L (i),
op
(i) = & (0 + oy (D11h2)),
(Ay1Ays) =0,

(ABLABY) = k(0 + oy (11D2)).

(A45)

Next, we make the ansatz that the ensemble-averaged covari-
ances are (1) in small A with the next order terms at O(X2):

A A

(W) & (W12)g + A (W12),,

(i) ~ (ffig)g + A7 (i), (A46)
(ABIAB) ~ (ABIAB) o + A (ABIAB),.
All together, the covariances in the limit A — O are
U2 o .
%(%jaf) if Ny <N, M
(1) = :—g(af“_"ap) if N,<N;,M (A47)
o, 1 .
ém if M< Nf, N,,,
22 2 4 o .
a;}aé,odﬁ X(zo:,,—fxfﬁ if Nf < NP’M
(ﬁ]ﬁz) = Ugﬂﬁwxw if Np < Nf,M
f
A2 4 o .
oyon GﬁaX ozf(oz,,—l)zl(afap—l) if M < Nf’ NP’
(A48)
(Ay1Ay:) =0 (A49)
A ZL if N,<N.,. M
(r)‘/(*(ré,o'ﬂ (1—af)*(ap—ay)? 1 f <{ps
(ABIAB) = T if N, <N;M
2 a,(a, —1)? .
ﬂ—otfp(otfix,,—l) if M <Ny, N,.
(A50)

Finally, we use the solution for (AB;ApB;) to find the bias
and variance according to Eqgs. (A8) and (A9), resulting in
Egs. (16) and (17).

APPENDIX B: SPECTRAL DENSITIES OF KERNEL

MATRICES

Here, we derive the spectral densities for the kernel matrix
ZTZ using the technique laid out in Ref. [37]. According

to this formalism, the spectral density of the kernel can be
written in terms of the scalar susceptibility v, defined in the
previous section, using the formula

1
p(x) = —— lim Tmv(—x + ie). (B1)
T e—0*

In addition, we expect there to be a delta function of
eigenvalues located at zero. Although the above formula can
in principle be used to obtain the fraction of eigenvalues at
zero, for convenience, we instead use the scalar susceptibility
X, which can be shown to be exactly

1 __ 0Ay 1 1
x = —Tro2Y - Ty, — 2271 = 1 — —rank(Z72).

M 3¢ M M

(B2)
The fraction of eigenvalues at zero is then
1 —1
Foo =1 — —rank(z7z) = XX =1 (g3
N, oap
Next, we define dimensional versions of v and A:
b= ololy, X=— (B4)
wexm o3 oz

Using the self-consistent equations for the scalar susceptibil-
ities in Egs. (A23) and (A24), we find a cubic equation for
V.

0= (pAD)’ +[1 —a, + oy — a,l(ayrb)?
+[(1 —ap)(af —ap) + ozfotp)_»](oep)_n')) — ozfalz,)_n. (BS)

Solving this cubic equation analytically is very involved, so
we refer to the solution in Ref. [36]. Instead, we solve this
equation numerically for the negative imaginary roots of v(1)
with A = —x, according to Eq. (B1). However, we also need
to find the interval over which the eigenvalue spectrum is
positive. To do this, we rewrite the equation in general form
for o, A7,

(otp)_n'f)3 + az(ozp)_u'))2 + al(apXD) + a9 =0, (B6)
where the coefficients are
ap = —afai)_\,
ar = (1 — oy —ap) +apayh, (B7)

a=1—-a,+ar—a,

The discriminant for a cubic equation is expressed in terms of
these coefficients as

D)) =R* - Q°, (B8)
with
_ 1 2 3
0= 5(02 —3ay),

] (B9)
R = §(9a2a1 —27ay — 2a§).

To find the limiting eigenvalues, we then solve the equa-
tion D(A) = 0 (with A = —x) numerically for the largest and
smallest non-negative real roots.
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FIG. 4. Comparison of analytic and numerical results for the random linear features model: Training error and bias-variance decomposition.
Analytic solutions (top row) and numerical results (bottom row) are shown as a function of «, = N,/M and oy = Ny/M. Plotted are the
ensemble-averaged (a) training error (b), test error (c), squared bias, and (d) variance. In each panel, black dashed lines show boundaries
between different regimes of solutions, depending on which is smallest of the quantities M, Ny, or N,,. The vertical and horizontal lines bound
the interpolation, or overparameterized, regime, located at «t, > 1 and oy > 1, while the diagonal line marks the boundary between the large
bias and minimal bias underparameterized regimes for a linear teacher model. All solutions have been scaled by the variance of the training

set labels o) = oo + 0.

To find the weight of the delta function component at zero,
we use the solution for x that we found previously, giving us

I—Z—f if Np < N,, M
P
fzero = 0 if Np <Nf,M
1—a,! if M <Ny, N,
arf -1
=max (0, 1——,1 —« (B10)
oy P

APPENDIX C: NUMERICAL SIMULATION DETAILS

In this Appendix, we explain our procedures for generating
numerical results. Figure 4 provides comparisons to numerical
results for the training error, test error, bias, and variance.

1. General details

In all plots of training error, test error, bias, and variance,
each point (or pixel for 2d plots) is averaged over 1000
independent simulations, unless located exactly at a phase
transition, in which case each point is averaged over 150 000
simulations. Small error bars are shown for each plot, repre-
senting the error on the mean. We also scale the error in each
plot by the variance of the labels 0} = oog + 05, + 0. In
all simulations, we use training and test sets of size M = M’ =
512, a signal-to-noise ratio of (050)% + Gszy* )/ag2 =10, and a

regularization parameter of A = 10~°. We use a linear teacher
model y*(X) = % - B (crazy* = 0) for all plots.

To find the solution for a particular regression problem, we
solve a different (but equivalent) system of equations depend-
ing on whether N, < M or N, > M, allowing us to reduce the
size of the linear system we need to solve. If N, < M, we
solve the system of N, equations,

Ay, +Z"Z1w =Z"y, (C1)

for the N, unknown fit parameters W where Iy, is the N, x N,
identity matrix. This equation is identical to that in Eq. (6) in
the main text.

Alternatively, if N, > M, we solve a system of M equa-
tions,

My +22"1a =7, (C2)

for the M unknowns a where Iy, is the M x M identity matrix.
We then convert to fit parameters via the formula W = Z7 4.

2. Bias-variance decompositions

To efficiently calculate the ensemble-averaged bias and
variance, we take inspiration from Eq. (A7). During each
simulation, we independently generate two training data sets
D) and D,. Using the results from the first training set, we
calculate the training and test error. To calculate the bias, we
also calculate the label predictions for both training sets for an
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identical test set, ¥; and ¥, and record the residual label errors
between these predictions and the true labels of the test set y*
We then record the dot product (§; — ¥*) - (§2 — ¥*). When
averaged over many simulations, this quantity approximates
the bias. We can then subtract this quantity from the average

test error to find the variance.

3. Eigenvalue decompositions of kernel matrices

For each of the numerical eigenvalue distributions for
the kernel matrices presented in the main text, we choose

M = 4096. We then average over the distributions for 10
independently sampled matrices when o, = 1 or a, = 8 and
over 80 matrices when «, = 1/8. In this way, we ensure
that the same number of nonzero eigenvalues is present in
the part of the histograms corresponding to the bulk of the
distributions (the distribution excluding the delta function at
zero). For M < N,, we calculate the eigenvalues of zZ'z,
while for M > N, we instead calculate the eigenvalues of ZZ"
since this matrix is smaller and contains the same nonzero
eigenvalues. In the later case, we then manually append an
additional N, — M zero-valued eigenvalues to the distribution.
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