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Method for direct analytic solution of the nonlinear Langevin equation using
multiple timescale analysis: Mean-square displacement
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We consider a class of nonlinear Langevin equations with additive, Gaussian white noise. Because of
nonlinearity, the calculation of moments poses a serious problem for any direct solution of the Langevin equation.
Based on multiple timescale analysis we introduce a scheme for directly solving the equations. We first derive
the equations for the fast and slow dynamics, in the spirit of the Blekhman perturbation method in vibrational
mechanics, the fast motion being described by the Brownian motion of a harmonic oscillator whose effect is
subsumed in the slow motion resulting in a parametrically driven nonlinear oscillator. The multiple timescale
perturbation theory is then used to obtain a secular divergence-free analytic solution for the slow nonlinear
dynamics for calculation of the moments. Our analytical results for mean-square displacement are corroborated

with direct numerical simulation of Langevin equations.
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I. INTRODUCTION

Nonlinear Langevin equations constitute a class of stochas-
tic differential equations widely used to describe nonequilib-
rium statistical mechanical systems in the natural sciences
[1-4]. The dissipation and thermal noise in the system are
connected via a fluctuation-dissipation relation. Their appli-
cations cover a wide range, e.g., in the diffusion model of
chemical reactions [5], in calculations of transport coefficients
like the diffusion coefficient of particles in fluids [2,3,6], and
in the calculation of spectra and photon correlation in quantum
optics [7], to name a few. A major difficulty that arises in
dealing with these problems is the nonlinearity in the dynam-
ics. While the linear stochastic equations are solvable with
direct calculation of moments, nonlinearity brings in higher
moments, and in general, the equations for the moments are
hierarchical and they cannot be closed without approximation
[2,4]. In order to circumvent this difficulty one considers
linearization of the dynamics around the steady state within
the weak noise approximation for which the fluctuations in the
system variables in the diffusion coefficients are ignored. Such
a procedure is adopted traditionally in dealing with the quan-
tum optical processes described by c-number equations using
quasiclassical distribution functions [7] and others. Lineariza-
tion of the potential around the saddle and stable steady states
of a double well lies at the heart of the Kramers problem of
barrier crossing dynamics [2,5]. The “harmonic linearization”
technique for a nonlinear potential for a Langevin equation de-
veloped in early 1980s is also worth mentioning [8]. Although
the linear Langevin equations are formally exact, they are
valid for near-equilibrium processes and for calculations of
linear transport laws [2]. For nonlinear transport processes
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and anomalous behavior of the transport coefficients one must
resort to mode-coupling theories [2,9]. In a different context,
the stochastic differential equations of nonlinear Langevin
type with linear and quadratic noise have been solved for
calculation of photoelectron counting probability for ampli-
tude fluctuations in an electromagnetic field [10]. A Langevin
equation with multiplicative nonlinear periodic noise has been
solved exactly in the form of the periodic solution of the Hill
equation [11]. An asymptotic formula for the steady-state dis-
tribution for a non-Gaussian nonlinear Langevin equation has
been derived [12]. Although a variety of physical systems
characterized by multiscale interactions are treated within the
framework nonlinear Langevin equations [13-19], we confine
ourselves here to a class of Langevin equations for which the
potential is nonlinear and the noise is additive, white, and
Gaussian in nature.

A common theoretical ground in the traditional treatment
of the above-mentioned nonlinear processes is the separation
of timescales in which dynamical variables are slow and the
reduced distributions of the slow variables are obtained by
integrating over the fast variables [2]. A perturbation scheme
using this separation to study interacting particles in an open
system was developed within a mean-field approximation to
derive a nonlinear integro-differential Fokker-Planck equa-
tion by Savel’ev et al. [20]. In many treatments the separation
of timescales is too difficult and often leads to complications
due to intermingling timescales. Another difficulty arises in
constructing the Fokker-Planck equation from the nonlinear
Langevin equation as emphasized by Van Kampen [21]. This
is regarding the nonuniqueness of the diffusion term in the as-
sociated Fokker-Planck description [21,22]. A direct approach
to the solution of a nonlinear Langevin equation without any
reference to the equation for the phase space distribution func-
tion is therefore worth exploring.

The object of the present work is to address this issue. We
explore an approach based on explicit separation of timescales
[23-26] in two stages. In the first stage [23,24], we extract

©2022 American Physical Society
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out the fast motion explicitly after averaging over the noise
in the spirit of Blekhman perturbation theory used in vibra-
tional mechanics. The slow part is purely dynamical governed
by an ordinary nonlinear differential equation of the system
variables, driven by the average dynamics of the fast motion.
In addition, the coefficients of the slow equation of motion
are renormalized by the characteristics of the fast motion.
This equation is amenable to solution order by order using
a multiscale secular divergence-free perturbation theory, e.g.,
the Lindstedt-Poincaré method or dynamical renormalization
group technique [27-29]. An interesting offshoot of the sepa-
ration of timescales is the Brownian dynamics of a harmonic
oscillator, a generic feature of the fast motion that appears
in all the nonlinear cases treated here and admits an exact
solution. We consider three prototypical examples of a non-
linear Langevin equation with Duffing potential, double-well
potential, and periodic potential and calculate the first and sec-
ond moments analytically. Our results are verified with direct
numerical simulation of the nonlinear Langevin equations.

II. THE NONLINEAR LANGEVIN EQUATIONS:
THE ANALYTIC SOLUTION

The outline of the present method is described as follows:
We consider a wide class of nonlinear Langevin equa-
tions with additive, Gaussian, white noise of the following
form:

¥4 yx + ojx + ef(x) = ¢ (1), 2.1

where f(x) is a nonlinear function of the system coordinates x
and the overdot represents differentiation with respect to time.
&(t) is a Gaussian white noise with zero mean,

(@) =0,
(§()€(0)) =2Dé(1),

satisfying the fluctuation-dissipation relation with D = y kT,
y being the linear damping coefficient. kg and T are the Boltz-
mann constant and temperature, respectively. o denotes the
strength of noise. € is a smallness parameter used to keep track
of the order of the perturbation. wy is the linear frequency of
the system.

In the first step, we proceed as in vibrational mechanics
[23,24] to separate out the fast and slow motion as

x =X+ y@)

(22)

and the second moment,

(2.3)

such that (¥ (¢)) = 0 and (¥2(t)) # 0, where X () refers to
the slow variable with a natural timescale of the system and
¥ (¢) the fast one with a timescale of the noise. More specif-
ically, one can write the condition as 7, < 1 where T, is
the correlation time of the noise. For Gaussian white noise 7
tends to zero. Substituting Eq. (2.3) in Eq. (2.1) and averaging
over the fast part we obtain

Y+ oj + v+ eNXL YL YL (W), (PD) = ag() (2.4)

as a descriptor of the fast motion, and the slow motion is
governed by

X +yX + 0’ X =eF(X) (2.5)

such that Egs. (2.4) and (2.5) on addition give back Eq. (2.1).
Equation (2.5) contains the frequency w2, and other coeffi-
cients in the nonlinear function F (X) which are renormalized
by (¥2(t)). The terms in N(X, ¥, 1/), (¥), (¥?)) are nonlin-
ear contributions. We neglect the terms in N from the fast
motion and obtain the Langevin dynamics for a harmonic
oscillator with frequency wg as an effective description of
the fast motion. The solution of this equation when inserted
in the nonlinear equation (2.5) for slow motion results in its
parametric driving by the average fast motion. This yields

X +yX + 0 X =eG(X, 1), (2.6)

where ¢ refers to the explicit time dependence of the driving
terms.

Equation (2.6) is a driven nonlinear dynamical system
which can be solved analytically order by order to avoid secu-
lar divergence due to the nonlinear terms and time-dependent
parametric driving using multiple timescales. This constitutes
the separation of timescales for the second stage [25,26]. We
have employed here Lindstedt-Poincaré perturbation theory
to calculate the first and second moments. One can also im-
plement dynamical renormalization group technique [27-29]
or other methods for solutions. We now illustrate the scheme
with the help of three nonlinear models.

A. Quartic potential

We begin with the dynamics of a generalized quartic oscil-
lator [25,26] in one dimension in the following form:

¥4 yx 4 ofx + ex’ = a(t), 2.7)

where y is the damping constant, wy is the natural frequency,
and € stands for the nonlinearity factor of the oscillator. o
represents the strength of the noise and £(¢) is the Gaussian
white noise, with zero mean and the properties defined in
Egs. (2.2). For the sake of generality, we consider € > 0 and
w§ > 0 for monostable oscillation (Duffing oscillator) and
wjy < 0 for bistable (double-well oscillator) oscillation as two
distinct cases in the present section.

Let us split the variable x into a slow (X) and a fast (i) part
asx = X + . Substituting in Eq. (2.7) and averaging over the
fast part, we obtain

X+v+yX +yd+odX + iy +ex?
+3eX? (W) + 3eX> (W — (Y)) + 3eX (¥?)

+3eX (W = (Y2) + ey’ = ak (). (2.8)
Separating them, we find the slow dynamics
X+yX +0l X +eX’ =0, (2.9)

2 = ) + 3e(y?); the linear frequency is modified
by the noise and () = 0. The fast dynamics is given by

V4 Y+ 02y + 36X (Y — (V)
+3eX(W? — (Y?) + ey’ = g (1).

The above scheme of separation of the fast and slow
motion is inspired by Blekhman perturbation theory [23,24]
whereby one follows the separation method for the dynamics
guided by slow and fast time periodic motion rather than

where ?

(2.10)
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noise. The method has been widely used in the context of
vibrational mechanics, particularly in vibrational resonance
recently [30—45]. The extension of the Blekhman perturbation
theory to the systems governed by stochastic processes is
essentially a new element of the present approach.

To proceed further, we first note that Eq. (2.9) possesses
one steady state X; = 0 for @2, > 0 and three steady states

osc
2
X, = 0, £,/ @l for o2

- 2 < 0. Furthermore, we introduce the
change of variable Y = X — X; to rewrite Eq. (2.9) as

Y +yY + o2 Y + ey’

+ X[l +e(X? —3X,Y +3Y%)] =0 (2.11)
and Eq. (2.10) as
U+ y¥ + 0 + 3eY2(Y — () + 3eY (Y2
— (Y1) + eP’ + X [B3e (X, +2Y)(¥ — (¥))
+3e(¥’ — (Y] = (). (2.12)

The terms in the square brackets in Egs. (2.11) and (2.12)
highlight the role of the steady states X in the two distinct
cases of oscillations. These are discussed separately in the
following.

1. Monostable (Duffing) oscillator

Since X, = 0 is the only steady state for w%, > 0, we have

Y = X, and the slow dynamics (2.11) reduces to the following
form:
Y4+ yY + 2, Y +e¥?=0. (2.13)

Neglecting the nonlinear contributions, we obtain from
Eq. (2.10) the Langevin equation for a harmonic oscillator:

U+ vy ody = aE(@).

This equation plays the key role in the dynamics of fast
timescale in our calculation. In what follows we show that
such a descriptor for fast motion appears also in other cases of
nonlinear potential. The well-known solution for the mean-
square displacement (12) [46] (see the Appendix) can be
written as follows:

(2.14)

(Y =c+aje? cosQt +ane™” +aze " sinQ't,
2.15)

J

where
o’D a’yD
_ a’D a’yD _ o’D
PV T R4 T g Jam =)
where Q' =,/(40] — ?).

Substituting the expression (2.15) in Eq. (2.13), we obtain the
following form of the slow dynamics:

Y+ yY + @Y +3e(c +aje? cosQ't

+are " +aze " sin Q)Y + €Y =0. (2.16)

We confine ourselves to the underdamped condition y < wy
and set y = € [25]. Thus, Eq. (2.16) becomes

Y + (a)(z) + 3€C)Y =—€e(Y +Y%) —3e(aje " cos Ut

+ose ™ FazeV sinQt)Y. (2.17)

It is now apparent that effect of the fast motion on the slow
timescale is twofold. First, the linear frequency wy gets mod-
ified by a new contribution 3ec. Second, the frequency is
parametrically modulated by the terms containing o, o, o3.
Equation (2.17) represents a damped and parametrically
driven nonlinear oscillator, an ideal candidate for the solution
using a perturbation technique. In what follows, we make
use of the Lindstedt-Poincaré perturbation method to avoid
secular divergence arising out of the driving and nonlinear
terms in Eq. (2.17). To proceed, we introduce a separation of
timescales for the second stage which is purely dynamical in
origin. To this end, we first define a new timescale T = wt, and
write Eq. (2.17) in terms of the new timescale t as follows:

0®Y" + oY =—€ewY’ —eY? —3ecY — 3e[aje " cos QT

+ are ™" + aze " sin Q1Y (2.18)

where y; = y/w, Q = Q'/w and Y’ denotes the differentia-
tion with respect to 7, the new timescale, i.e., Y = wY’ and
Y = »?Y”, and so on. Eqation (2.18) is the slow dynamics
averaged over the internal noise of the system. Now let us
expand Y and w in powers of € as

Y=Yy+e¥ +eYs+---
and =g+ ew + 2wy + -+ .

Substitution into Eq. (2.18) yields

a)g(YO” +Y) + e[a)g(Yl” +Y)+ Za)()a)lYO"] + ez[a)(z)(Yz" +Y2) + 2wpwr Y| + (a)% + Zwowz)Yo”]
= —e(woYy + Y5 +3cYy) — €[ (01Yy + woY)) + 3Y1 (Yy + ¢)]

—Be[aje T cos QT + e T +aze T sin QYo + €Y + €2 + -+ 1).

(2.19)

Comparing the coefficients of various powers of €, on both sides, we write

Y] +Y%)=0

for the zeroth order of €. Similarly, for the first order of €,

a)(z)(Yl” + 1) = 2w Yy — (a)oYO’ + YO3 + 3CY0) —3la1e7 VT cos QT + are T + aze V' sin Q11Y,

(2.20)

2.21)
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and for the second order,
wp(Yy + 1) = — 2wow Y — (0] 4 20002) Yy — [(@1 Y] + woY]) + 3V, (Y7 +¢)]
—3(a1e " cos QT + ane T + aze 7 sin Q1)Y]. (2.22)
From Eq. (2.20), the zeroth-order solution can be written as
Yo =Acost + BsinT, (2.23)

where A and B are two arbitrary constants. We set the following initial conditions: x(0) = a, x(0) = bso thatatt =0 or t = 0,
wehaveY = aand Y’ = b. It follows that at T = 0, ¥5(0) = a, ¥;j(0) = b. Also, ¥;(0) = 0 and ¥/(0) = 0, i # 0. Thus, we obtain

Yo =acost 4+ bsinrt.

Substituting in Eq. (2.21) leads to

3 3b
a)(z)(Y{’ +Y) = |:2a)0a)1a — Za(cﬂ + b2) — wob — 3ca:| cosT + |:2w0w1b — I(Cﬂ + b2) + wpa — 3cb:| sin T
a2 2 b o 25 o —nt : 1
+ Z(Sb —a“)cos3t + é_l(b —3a”)sin3t —3e """ |asx(acost + bsint) + E(aal — baz) cos Q1T

1 1 1
+ E(aal + baz) cos Q2T + E(bal + aoz)sin Q17 + z(aog — bay) sin ta:|, (2.24)

where Q; = Q + 1 and 2, = Q2 — 1. Being secular terms, the coefficients of cost and sint in Eq. (2.24) must vanish for
removal of the singularity. Therefore, we must have

3
Qaow) — 3¢)a — wob = Z“(az + 1), (2.25)
3.,
and Qwow; — 3¢)b + wpa = Z(a + b°). (2.26)
The solution of Eqgs. (2.25) and (2.26) yields the first-order correction to the bare frequency wy, so that we have
1 /9, N\ 3¢
=—\=r - —. 2.27
@1 2a)0<16r wO) t e @27)

The frequency corrected up to first order is given by

+ pe| (2w l/2+ X (2.28)
= €w) = el — | —r" — — |, .
w = wy w] = wy 200\ 16 g 20

where r> = a? 4 b?. Further, we find the solution Y, up to the first order:
b
Y, = 361—2(612 —3b*)(cos T — cos 37) + §(3a2 — b*)(sin® T) + Ry cos T + Ry sin T + 3azafie " (ycosT — 2sinT)

4 302bB1e7 " (yrsint +2cost) 4+ 3T Bze T (Bycos QT — 2912 8in Q17) + 3T383¢ T (B sin Qg T
4+ 2y, cos2i7) + 3T2ﬁ56_ylt(ﬂ4 cos 25T — 2y1K2, sin Q2,7) + 3T4ﬂ5€_ylr(,34 sin Q2,7 + 2y, cos 2,7), (2.29)

where
1 1 1 1
h=5@a-oasb), L=zlmatab), Ti=(abtasa), Th=7(asa—ab),
1 1 1
and IBI:—, 1322 1+y2_92’ ﬂ3:—, 184: 1+y2_92’ ﬂsz—.
n(E+4) (142 —) (B3 + 4y293) (i —2) (B7 +4v793)
Also,

Ry =3waBi(y{ +2) + 3aabfiyi + 3T1 8371 (297 + B2) + 3T (27 — Ba)
+ 38511 (295 + Ba) + 3TuBsu 2y — Ba)
and Ry = —3azafiyr — 6axbf1 — 3T1 8283 — 61383121 — 312845 — 614 B5y1822.

Thus, reverting back to X the solution for the slow dynamics up to first order can be written as

b
X =Y =Yy+ €Y, =(acoswt + bsinwt) + e|:3a—2(a2 — 3b%)(cos wt — cos 3wt ) + §(3a2 — b*)(sin® wr)
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+ Ry cos wt + Ry sinwt + 3onaBie " (y; cos wt — 2 sin wt) + 3abBre” " (y; sin wt + 2 cos wt)

+ 3’1],33671/"0[(,32 cos Qwt — 2]/] Q;sin Qwt) + 3T3ﬂ3€7ylw[(ﬂ2 sin Qwt + 2]/19] cos Q2 wt)
+ 3712[356_1/10)[(,34 cos Qywt — 2y182; sin Qrwt) + 3T4,35€_V1wt(/34 sin Qywt 4 2y1£2; cos an)l‘)] (2.30)

with the frequency w corrected up to first order as given in Eq. (2.28).

A closer look at the expression for the frequency w reveals that the correction to frequency (2.27) in the leading order (¢)
arises from a dynamical contribution ﬁ(]—%r4 - a)(z))l/ 2 and a stochastic contribution (3¢/2awy). It is important to note that both
corrections to the frequency are of the order of €. The nonlinearity therefore plays a key role in them. For € = 0, we return to a
linear system with no correction to the linear frequency. From Eq. (2.30), we find X 2 and hence using Eq. (2.15) and (2.30) we
derive the analytical expression for the mean-square displacement as (x*) = X2 + (y2) since x = X + . Having obtained the
moments, we are in a position to calculate the associated distribution function for the stochastic process.

We now digress slightly about the analytical solution [Eq. (2.30)]. The result suggests that in the limit 7 tending to infinity,
after the initial transients die out, X (¢) keeps varying in time with frequency w as given by the expression (2.27) depending on
the initial conditions (a, b). The origin of this dependence of the frequency w on a, b lies in the Lindstedt-Poincaré method,
which has been used to get rid of the divergence due to resonance (as encountered in the traditional perturbation techniques [25])
arising out of parametric driving and nonlinearity and to obtain a periodic solution with the removal of the secular terms. This
forces the correction of the frequency w; to depend on the amplitudes a, b. In other words, the dependence of w on a and b is a
reflection of the amplitude dependence of frequency in a nonlinear system.

2. Bistable (double-well) oscillator

We now return to Eq. (2.11) and note that X; = 0, £,/ “”Tz“l for a)gsc < 0, and with the change of variable Y = X — X, the
slow dynamics [Eq. (2.11)] assumes the form for the nonzero steady state,
Y +yY + (20] — 6e(y))Y +3eX,Y? +€¥? =0, (2.31)

and the fast motion [Eq. (2.12)] after neglecting the nonlinear contributions reduces to
G+ i+ 2030 = 0k (). (2.32)

Now with the solution of Eq. (2.32) as given by Eq. (2.15) where wy must to be replaced by /2wy, we rewrite the slow dynamics
[Eq. (2.31)] as

Y+ yY +200Y +3eX,Y? + €Y’ — 6e(c +aje " cos Qt + aze " + aze V' sinQ'1)Y = 0. (2.33)

Here wy in ¢, o, oz, a3 of Eq. (2.33) must be replaced by +/2wy. Proceeding exactly as in the earlier case with the multiple
timescale perturbation theory, we obtain the corrected frequency w as given by Eq. (2.28) (with w, replaced by v/2wy).
Finally, the solution for the slow dynamics up to the first-order correction takes the form

b
Y=Yy+ €Y, =(acoswt +bsinwt) + € [%(uz — 3b2)(cos wt —cos3wt) + §(3a2 — 192)(sin3 wt) + R, cos wt + Ry sin wt

3X; . . X;
+ T(a2 + b)) (coswt — 1) + X,ab(2 sin wt — sin 2wt ) + ?(a2 + b*) cos 2wt

— 6anaBie” " (y cos wt — 2 sinwt) — 6abBe” " (v sinwt + 2 coswt) — 6T Bze " () cos wt — 2 sin wt)

— 6Eﬂ3€_yt(ﬂ2 sin Qqwt + 2)/1 Q) cos Qwt) — 6T2ﬂ5€_yt(ﬂ4 cos Qorwt

— 2)/] Q, sin Qowt) — 6T4,35€7yl (,34 sin Q,wt + 2]/] 2, cos an)t)i| . (2.34)

Here R and R, are given by
Ry = — 60 (v} +2) — 6a:bpiyr — 311 3y1 (221 + B2) — 318321 (277 — f2)
— 31851 (293 + B4) — 3TuBs (217 — Ba)
and Ry = 6aafiyr + 120001 + 311 B2 B3 + 613271821 + 312 B4Bs + 6Tufsy12.

(

Two pertinent points are to be noted. First, the nonzero value Second, wy in all the relevant quantities in Eq. (2.34) must be
of X; makes its appearance explicit in the above solution. replaced by +/2w,. Having determined Y, X can be obtained
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as X = X; + Y. The calculation of the mean-square displace-
ment (x?) is quite straightforward:

(%) = X*+ (y?),

where (1/2) is given by Eq. (2.15).

For both the monostable and bistable systems (x?) ap-
proaches an oscillatory solution in the limit ¢ tending to
infinity. The analytical expression for (), is given by

) a’D
(Y )soo = —
Yy Wy
for the monostable case and
2 a’D
(Y )iso0o = ﬁ
Y Wy

for the bistable case. For X (¢)?|;_. is given by
X100

= (acoswt + bsinwt)? + 2e(acos wt + bsin wt)

X |:%(a2 — 3b2)(cos wt — cos3wt)

b
+ g(S’a2 — b*)(sin® wt) + Ry cos wt + R sin a)tj|

for the monostable oscillator, where R, and R, are expressed
below Eq. (2.29). Similarly for the bistable case, we write

X ()l o0
= [X, + (acos wt + bsin wr)]?
+ 2€[Xs + (acos wt + bsin wt)]

a - 2
X |:§(a — 3b")(cos wt — cos 3wt)

b
+§Gf—#mm%W+Rﬂ%w+Rﬁmm

> (a® + b*)(coswt — 1)

+

Xs
+ X,ab(2 sin wt — sin 2wt ) + ?(a2 + b*)cos 2wt]

with R; and R, as defined earlier below Eq. (2.34). It is
interesting to note that in the long-time limit the system, in
general, oscillates in time with frequency w and its harmonics
generated due to nonlinearity of the potential. When averaged
over a time period the resultant X (¢ )?|;- o in both cases be-
comes proportional to D.

3. Numerical results

The analytically calculated profile for the mean-square
displacement (x(t)?) against time ¢ is plotted in Fig. 1 for
the parameter values y = 0.01, wp = 1.0, = 1.0, D = 0.01,
and € = 0.01 (dotted line). This is compared to the corre-
sponding numerically simulated profile (continuous line) after
taking the average over 10> number of trajectories obtained
by directly solving the Langevin equation (2.7) using the
Box-Muller algorithm [47] [unless otherwise stated we use
the initial condition x(0) = 1, x(0) = 1]. In order to ensure

o 500 1000 1500 2000
t

O- 1 1 1 I-
0 500 1000 1500 2000
t

FIG. 1. The mean-square displacement (x?) is plotted against
time ¢ for the Duffing oscillator for the following parameter set: wy =
1.0, y =0.01,¢ = 1.0, ¢ = 0.01, and D = 0.01 (analytical, dotted
line; numerical, solid line). For numerical simulation averaging is
done over 10° trajectories. The inset refers to the variation of (v?)
vs time ¢, calculated numerically to ensure the attainment of thermal
equilibrium (units arbitrary).

the thermal equilibrium, we have plotted (v?) against time
(x = v) in the inset. The agreement between the analytical
and numerical profiles for the mean-square displacement is
quite satisfactory. The effect of the strength of thermal noise is
examined by varying D as shown in Fig. 2 (D = 0.001) and in
Fig. 3 (D = 0.005). We observe better agreement between the-
ory and numerics as the strength of thermal noise is reduced.
It can be easily checked that the lines represent oscillations
when zoomed appropriately. To examine this aspect in more
detail and to determine the contributions of fast and slow mo-
tion X2(t)|;— 0 and (¥%),_, o0, we show in Fig. 4 the variation
of X? and (y2) with time after the initial transients die down.
The inset in the figure clearly indicates complex oscillations.
The linear variation of (x(¢)%);co With D is displayed in
Fig. 5. The agreement between the numerics (cross) and the
analytical (line) values is excellent.

In Figs. 6 and 7, we have made a comparison of the analyt-
ical and numerical profiles for the mean-square displacement
(x2(t)) vs time for two different values of the strength of
thermal noise D = 0.01 and D = 0.005, respectively, in the
case of a bistable oscillator (w(z) < 0). Except for the initial

0.1
A Ngo.os—
N><
%0.05 o ]
Ok 1 1 1 It
0 500 1000 1500 2000
t

FIG. 2. Same as in Fig. 1 but for D = 0.001.
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FIG. 3. Same as in Fig. 1 but for D = 0.005.

transients for a brief period the agreement appears to be ex-
cellent for the weak noise case. The insets displaying (v?)
vs t plots refer to the ensuring thermal equilibration of the
system.

B. Periodic potential

We now consider the case of a periodic potential V (x) and
start with the following Langevin equation:

X+yx+aV' (x) =ak(t), (2.35)

where a is a constant.
To be specific, we consider the onsite potential as V (x) =
(1 — cosx). Thus, V/(x) = sinx. Substituting in Eq. (2.35)
yields
X+ yx+asinx = af(t). (2.36)
We split the variable x into a slow and a fast part as
x=X+ay,

where the fast part explicitly contains the noise strength pa-
rameter «. Separating the slow and fast parts, we write the

2 F oas . 2 -

BT

Theoretical X2 -----
1755 s oo Tes 70

Theoretical <y?>
Theoretical <x?>

15¢

o N E———————~,
600 700 800 900 1000 1100 1200
t

FIG. 4. The variation of X2, (?) along with (x(¢)*) (numeri-
cal) and (x(z)*) (theoretical) against time is plotted after the initial
transients die down for the parameter set wy = 1.0, y = 0.01, ¢ =
1.0,e =0.01, a=b=15.0, and D = 0.01, corresponding to the
Duffing oscillator. The inset in the figure refers to the variation of
X2 vs t over a short period of time to show the complex oscillations
(units arbitrary).

1 - -
A
o
5 05¢ 1
O 1 1 1 1 1
0 0.002 0.004 0.006 0.008 0.01
D

FIG. 5. The variation of (x(t)?)|;.c as a function of D is plot-
ted for wy =1.0, y =0.01,0 = 1.0, =0.01 and for ¢+ = 1800
corresponding to the Duffing oscillator for numerical (cross) and
analytical (line) values.

slow dynamics as

2
X+yX+a|:l ~ %u/ﬂ)} sinX =0, (2.37)
and the fast part takes the form
Y + ¥ + (axcos X )¢ = £(t). (2.38)

For the given potential, the steady states are X = 0, nr. Thus
the fast dynamics around the steady state is given by the linear
Langevin equation for harmonic oscillator,

v+ vy +ojy =£@),

where a)(z) = ac. Equation (2.39) describes the fast motion as
in the earlier two cases. The solution for the above equation is
discussed in the previous section. Having used the standard
result for (12), the analytical solution for X in Eq. (2.37) can
be worked out following Refs. [48-50]. We make use of the
solution given by Salas [48] to calculate X? analytically and

(2.39)

120

=

100 | |l

<x2>

80

T
°
u-
°
°

60

1000 1500 2000
t

0 50 100 150 200 250

FIG. 6. The mean-square displacement (x?) is plotted against
time ¢ for the bistable oscillator for the following parameter set: wy =
1.0,y =05, =1.0,e =0.01, and D = 0.01 (analytical, dotted
line; numerical, solid line). For numerical simulation averaging is
done over 10° trajectories. The inset in the figure refers to the varia-
tion of (v?) vs time ¢, calculated numerically to ensure the attainment
of thermal equilibrium (units arbitrary).
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FIG. 7. Same as in Fig. 6 but for D = 0.005.

then present it in the inset of Fig. 8. The variation of (x(¢)) vs
time ¢ for the numerics (continuous line) and the analytical
(dotted line) results for the parameter set a = 1, y = 0.01,
D = 0.001 with the initial conditions x(0) = 0, x(0) = 0.25
for the periodic potential are shown in Fig. 8. The agreement
is found to be quite satisfactory. It can be noted also that as
t — 00, X (and hence X?) goes to zero [48] while (v/(¢)?)
settles down over a constant proportional to D. (x(t)*); 0
therefore varies linearly with D. Unlike the previous two
cases, the approximate solution of Eq. (2.37) used here [48] is
nonperturbative. « here is the parameter for strength of noise
used to separate out the contributions of fast and slow motion.
Since in the long-time limit X — 0, (x(¢)?),_ o varies linearly
with D as in the earlier cases.

We now demonstrate an immediate application of the treat-
ment for calculation of mobility under a constant external
field. In the presence of a constant field F, the effective slow
dynamics assumes the following form:

X +yX +dsinX =F, (2.40)

0.07 ; : :
0.06 | |

o~

X

\Y
0.05 i T—— ety
0.04 - - .

800 1200 1600 2000
t

FIG. 8. The mean-square displacement (x?) plotted against time
t for the periodic potential for the parameter set a = 1, y = 0.01,
D = 0.001 with the initial conditions x(0) = 0, x(0) = 0.25 (analyt-
ical, dotted line; numerical, solid line). For the numerical simulation
averaging is done over 10° trajectories. The inset displays the varia-
tion of X2 vs ¢ calculated analytically using the solution given in [48]
(units arbitrary).

where d = a[l — %(1&2)]. Following Risken [51], the low-
friction limit of the drift velocity and the critical force can
be calculated. For this we consider (y2) in the limit t — oo,

so that (¥2) = y%g(= y%) and we have d = a[1 — ;V—Z]. The

effective barrier height of the periodic potential therefore gets
modified by the weak thermal noise. In the very weak friction
and noise, we introduce [51] energy E as almost stationary
so that E = P?/2 — d cos X, where P = X. As a first approx-
imation with respect to friction, we can write P = P(X, E) =

V2(E +d cos X), where E = E is constant and

dE— (Fyp — P)P,
dt—J/ 0 )

where X = P, Fy = F/y, and Eq. (2.40) is used. The mobility
can be calculated as [51,52]

(2.41)

(P) 1 T 27
=— == dX = —. (2.42)
F FT J_. FT
Here T can be expressed as
T F4
T =f dT = (dX/P)
0 -1
T dx dP(E
_ / _ _ 07 IPE) o s
—x /2(E +dcosX) dE

where P(E) = [ \/ﬁ. Making use of the definition

for mobility w, we write

aP(E) 17!
“Z[ a;f)FO] '

(2.44)

The average velocity P(E) in the stationary state E is deter-
mined by balancing the energy gain due to field and the energy
loss due to dissipation over one period. From Eq. (2.41) with
IE

S = 0, we obtain

y(Fo —P)P =0. (2.45)

Integrating over one time period it can be shown from
Eq. (2.45) that

T

F= [ (pax) = B(E).

2.46
) (2.46)

For a given Fy, we estimate £, which may be used to calculate
y i from Eq. (2.44). Equation (2.46) admits solutions only for

F>Pd) = %‘7. Since d depends on the noise and temper-
ature, the critical force gets lowered for higher temperature.
This weak noise assistance of the transport is supported by
earlier observations [51].

A closer examination of the present scheme reveals that
nonlinearity plays a crucial role in the solution of the non-
linear Langevin equation. First, the interplay of nonlinearity
and noise is reflected in the renormalization of linear fre-
quency of the slow dynamics. Second, the linear frequency is
also modified due to nonlinear contributions of the potential
even in the absence of stochasticity. This is apparent from
the expression for frequency correction term in Eq. (2.27).
The slow dynamics characteristically evolves in a nonlinear
potential field where the coefficients of the linear term takes
care of these two modifications. In addition, the system is
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driven parametrically by the average contribution of the fast
motion. This is evident in Egs. (2.17) and (2.33). We also note
in passing that the present scheme makes no explicit refer-
ence to the equation for the probability distribution function,
e.g., the Liouville or Fokker-Planck equation. The distribution
functions can be obtained directly from knowledge of the
moments.

III. CONCLUSION

In this paper we have proposed an analytical approach to
the solution of a nonlinear Langevin equation. The scheme is
based on a multiple timescale method whereby the separation
of timescales is carried out in two stages explicitly. An inter-
esting offshoot of the present treatment is the generic form of
the description of fast motion, a Brownian harmonic oscillator.
The effect of fast motion is subsumed into the slow motion
in two ways. The first one is through the renormalization of
the coefficients of the potential of the nonlinear equation for
slow variables, and the second one is through parametric
driving terms. The scheme relies on Blekhman perturbation
theory applied widely in vibrational mechanics to derive the
nonlinear equation for slow motion of a system driven by
a rapidly varying time-periodic field. We have demonstrated
how this theory can be extended to treat stochastic differen-
tial equations. Because of parametric driving, the nonlinear
equation for slow motion leads to secular divergence, which is
avoided by applying the Linstedt-Poincaré perturbation tech-
nique. The resulting moments are calculated as a combination
of the average of fast and slow variables. Our analytical results
for mean-square displacement with time are corroborated by
direct numerical simulations of the nonlinear Langevin equa-
tions in three distinct cases of nonlinear potential.

Before closing, we would like to make the following perti-
nent points: First, as already mentioned, the present scheme
of multiple timescales is applied in two stages. In the first
stage this separation is exact. Rather than integrating over the
fast and irrelevant variables, we derive an explicit dynamics
for the fast motion which is essentially nonlinear in nature.
The linear contribution as a first approximation constitutes the
Brownian dynamics of a harmonic oscillator. The dynamics
of the slow variables, on the other hand, comes under the
purview of nonlinear dynamics. Second, in the traditional
treatment of a nonlinear Langevin equation, one must resort
to a hybrid approach, i.e., the equation for a phase space
probability distribution function, and the Liouville equation is
used simultaneously with the the stochastic equation. The
present scheme regards the Langevin equation as sufficient
and makes no reference to the Liouville equation for cal-
culation of moments and the distribution functions. Third,
the present approach, to the best of our knowledge, is the
first extension of Blekhman perturbation theory extensively
employed to treat the deterministic problems in vibrational
mechanics and in allied problems in vibrational resonance
involving fast periodic motion to the domain of stochasticity.
In this paper we have confined ourselves to additive, Gaussian
white thermal noise processes and believe that this method can
be applied to multiplicative, non-Gaussian, and nonthermal
noise processes as well in the future.
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APPENDIX: CALCULATION OF (y>(¢))

To calculate (r2), we begin with the Langevin equation, as
described in Eq. (2.14), with o = 1:

VA yy gy =£0), (A)

where £(¢) is the delta-correlated Gaussian white noise, as

defined earlier. Taking the ensemble average of Eq. (A1), we
obtain

2
W) A

dr2 dt 0

() =0, (A2)

where we have used (£(¢)y(t)) = 0. To derive an equation for
(¥2) we first multiply ¥ on both sides of Eq. (A1). After some
rearrangement and ensemble averaging, we obtain

d*(y?) _dw?) .
e T g Tl =20,

(A3)

From Eq. (A2), we set up the following dynamics after a little
algebra:

d{y)?
dt

d*(y)?
dt?

+y +205(¥) =2(0)% (Ad)

Subtraction of Eq. (A4) from Eq. (A3) yields an equation for
the variance V,,, where V;, = (W2 — (¥)?,

d*v, — dv, )
W + 7/7 + 2w5Vy = 2kpT,

(AS)
where we have used Maxwell’s velocity distribution to write
(¥) =0 and (Y2) — ()> = kzT. Equation (A5) can be
solved using a standard technique. For the underdamped
case (wo > y) as considered here we obtain the solution of
Eq. (A2) as follows:

Qt vy Q't
—vt/2 .
<W([)> = 1//06 vt/ (COS 7—’-5 sin 7)
2 Q't
+ %ﬂ’/z sin - (A6)

where Q' = v4a)(2) — 2 and Y and v are the initial values
for ¥ and v, respectively. We set them equal to zero, so that
(¥ (¢)) = 0. The solution for Vi, can be written as follows:

kBT _ 2]/2 . Yy .
Vy = —11—e 7| Zsin®(Q1/2) + — sin(Q1)+ 1 | }.
v w(z) { e |:Q/2 sin“(2't/2) + Y sin(2'1) +

(AT)
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Since (Y (¢)) = 0, we can write
kpT 2
2, _ "B —yt 14
== (1)
+ X sin@t) — y—zcos(Q’t) . (A8)
94 Q/Z
Alternatively, Eq. (A8) can be written as

(W =c+aje " cosQt +oare " +aze " sin Q't,

(A9)

where we have introduced the strength of noise o as a multi-
plicative factor to express c, 1, a2, a3 as follows:

o’D a’yD
c=—, ¢ =——r7——"+,
yod 3 (v? — 4w3)
a’D o’yD o’D
a=—7— G =

vy wj(y? —dwp)’ w3/ (4w} — v?)

where Q' =,/(40} —y?).

For all our numerical calculations « is set equal to unity. We
emphasize that while (1(¢)) depends on the initial conditions
on ¥ and ¥, (¥ (¢)?) as given in Eq. (A9) does not depend on
any initial value.
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