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Local rules for the self-assembly of a non-quasi-equivalent viral capsid
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The structures of many large bacteriophages, such as the P23-77 capsids, do not adhere strictly to the quasi-
equivalence principle of viral architecture. Although the general architecture of the P23-77 capsids is classed
as T = 28d , it self-assembles from multiple copies of two types of coat protein subunits, and the resulting
hexameric capsomers do not conform to the Caspar-Klug paradigm. There are two types of hexamers with
distinct internal organization, that are located at specific positions in the capsid. It is an open problem which
assembly mechanism can lead to such a complex capsid organization. Here we propose a simple set of local
rules that can explain how such non-quasi-equivalent capsid structures can arise as a result of self-assembly.
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I. INTRODUCTION

Most viral capsids are made of multiple copies of a single
protein subunit, referred to as the coat (or capsid) protein
(CP). In general, the overall structure of an icosahedral vi-
ral capsid is well described in terms of a single CP and an
architecture that conforms to either Caspar-Klug theory [1]
or its extensions [2,3]. However, there are exceptions to this
general rule, one of which is manifest in the capsids of some
viruses that infect bacteria living in extreme environments,
either with high salinity or high temperatures. It is thought that
these phages have evolved relatively slowly and, therefore, the
study of their structures may shed light on the properties of the
progenitors of many of the more-recently emerging viruses.

Specifically, in this work we focus on bacteriophage
P23-77, a dsDNA virus that infects Thermus thermophilus
bacteria1 [4–9]. Its capsid contains a lipidic membrane and
is classed as a T = 28d architecture. However, its build-
ing blocks are two (distinct) CPs, VP16 and VP17. In the
Caspar-Klug paradigm the CPs are organized in hexamers and
pentamers, with the hexamers being made of six chemically
identical proteins: Hence, every protein has approximately the
same environment within the capsid, from which the name
“quasi-equivalence” originates. On the other hand, in P23-
77, the organization of the two CPs in the hexamers varies,
breaking the quasi-equivalence principle.

Therefore, the following two questions arise: What is the
evolutionary advantage of the specific layout of VP16 and

1Thermus virus P23-77 has been recently renamed as Hukuchivirus
P23-77.

VP17 found in this virus, and which assembly mechanism
can lead to this arrangement. The observation that there is a
correlation between sites of stress concentration in the capsid
and the structure of the hexamers at those sites suggests that
the non-quasi-equivalent arrangement of the capsid proteins
helps reinforce the shell against internal stresses [10]. Here
we address the second question, proposing a local-rules model
for self-assembly of the two major CPs that generates the
observed capsid structure as a guaranteed outcome. A com-
binatorial approach akin to that developed in Ref. [11] shows
that there are just three possible capsid layouts with the ratio
of CP determined in the experimentally resolved capsid.

We will here explore the hypothesis that the specific
arrangement of the two major capsid proteins seen in exper-
iments is a consequence of a simple set of local assembly
rules that arise from the rates of the attachment reactions
between the two major CPs, i.e., they are a consequence of
rules that determine the likelihood an attachment reaction
occurs. Assembly is viewed here as a multistep process, by
which each protein attaches according to a temporal sequence
dictated by its affinity for the reactive sites, and the complexity
of the capsid layout is an emergent feature of the timing of the
individual assembly reactions. In this work we restrict our-
selves to a limited set of local rules, motivated by suggestions
in the experimental literature, that involve only two building
blocks, and study the resulting assembly paths: This allows us
to identify a unique and simple subset of local rules leading to
the correct capsid layout.

As the literature on virus assembly is extensive, we only
recall some of the main approaches based on local rules. One
of the first are the geometric local rules by Berger et al. [12],
which are formulated for a T = 7 shell, such as polyoma
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virus, in terms of angles between subunits, but lacking any
information on affinities. The works of Zlotnick [13,14] are
based on a thermodynamic model that allows us to show,
among other results, how weak protein interactions can lead
to stable viral capsids and how reversibility of bond formation
allows for error correction [15,16]. Further contributions rel-
evant to our work, in particular to the free energy of bond
formation based on the intersubunit affinities, are due to
Morozov et al. [17]. Our work has also been inspired by the
approaches of Zandi et al. [18–21] and Hagan et al. [22,23]
and their joint review [24]. Finally, we recall the work by
Valbuena et al. [25,26], who exhibit explicit examples of self-
assembly occurring by nucleation and subsequent growth and
coalescence of patches, similarly to our model here.

II. CAPSID STRUCTURE AND ASSEMBLY

Here we briefly describe the structure of the P23-77 capsid
[4–9]. As mentioned above, it has a T = 28d structure, made
of 60 penton proteins located at the fivefold axes, and 1620
major capsid proteins, of which 1080 are VP16 and 540 are
VP17. The minor capsid protein VP11 is located peripheral
to the lipidic membrane (without transmembrane domains)
below the capsid. The basic structural units of the P23-77
capsid are the major coat proteins VP16 and VP17. There
are substantial differences between these two proteins: While
VP16 is small and occurs as a dimer, VP17 only occurs as
a monomer and is larger than VP16 as it bears a turret pro-
truding to the exterior of the capsid [6]. The presence of these
turrets gives the capsid a typical crenellated appearance [cf.
Fig. 1(a)].

Even though the structural units of the capsid are VP16
dimers and VP17 monomers, its overall layout can be de-
scribed in terms of hexameric and pentameric capsomers
[Fig. 1(b)]. Doing so, when differences between VP16 and
VP17 are taken into account, it is clear that the capsid or-
ganization does not follow the Caspar-Klug scheme: There
are hexamers near the twofold axes which have a different
internal organization [Fig. 1(b), inset]. This violates quasi-
equivalence, according to which all hexamers would be
expected to be equal.

As to the minor capsid protein VP11, this occurs as a ho-
modimer, with an estimated copy number of 147 in the capsid
[7]. VP11 has a nonspecific strong Coulomb interaction with
the DNA in vitro. However, due to its aspecific electrostatic
nature, it is not known whether VP11 is actually associated
with the DNA in vivo. What is important, though, is that
VP11 dimers, in the presence of the lipidic membrane, tend
to strongly attach to VP17. Hence, it has been conjectured
that this protein acts as an assembly factor (scaffold protein),
and its role is to help localize VP17 at specific sites on the
membrane to facilitate assembly. Further, since VP11 occurs
as a dimer in the virion, it is also likely that it plays a role in
the formation of VP17 homodimers, that would not sponta-
neously form otherwise.

Regarding the assembly of P23-77, little is known, but it
has been suggested that it might proceed as follows (for sim-
ilar conjectures regarding other viruses of the PRD1-lineage
see [8,27–30]): The lipidic membrane is formed around the
circular dsDNA by recruiting some of the lipidic molecules

FIG. 1. The capsid layout of P23-77. (a) Cryo-EM reconstruc-
tion of the capsid (EMDB accession code EMD1525), showing the
positions of VP16 dimers (yellow/light gray) and VP17 monomers
(green/dark gray); (b) a tiling representation of two icosahedral faces
in terms of tiles corresponding to the capsid building blocks, a VP17
monomer (green/dark gray) and VP16 homodimer (yellow/light
gray) (inset, right); the shaded hexamers around the 2-fold axes have
different internal organizations (see inset left for the internal structure
of the two types of hexamer); (c) construction of the graph G; each
protein corresponds to a node of the graph, and adjacent proteins are
associated to nodes linked by an edge. Hence, edges of the graph
correspond to interfaces between capsid proteins, but, as segments,
are transverse to them. (d) the graph G whose nodes represent the
major capsid proteins.

of the cell; the membrane subsequently incorporates penton
proteins as well as the minor capsid proteins VP11. In other
viruses of the PRD1 lineage, for instance PRD1 itself, the li-
pidic membrane is formed before the DNA is internalized, and
portal proteins are involved in the internalization process [31].

The general accepted view is that the penton proteins act as
nucleation sites, around which assembly proceeds by incorpo-
rating VP16 and VP17 into the growing capsid shell around
the lipidic membrane, with VP11 dimers having the role of
facilitating the attachment of VP17 to the membrane in some
of the positions.

III. THE ASSEMBLY MODEL

The purpose of this paper is to explore whether there exist
simple local assembly rules that can explain how the P23-77
capsid self-assembles without further regulation. Our model
is based on a number of biologically motivated assumptions.

Our first main assumption is that assembly occurs by the
incorporation of VP17 monomers and VP16 dimers at the li-
pidic membrane, which are the basic and only building blocks
in this model. This is partly justified by the experimental
evidence that VP17 are recruited as monomers by the minor
capsid protein VP11 bound to the membrane, which has the
consequence that VP17s, after the incorporation, attract the
VP16 dimers to the membrane [7]. However, a comparison
of the number of VP11 (147) and that of VP17 (540, i.e.,
60 around the particle fivefold axes and 480 in other parts of
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the capsid) suggests that VP11 cannot be solely responsible
for all VP17 attachment events. Nevertheless, it is possible
that assembly proceeds without incorporation of higher-order
oligomers, and we investigate here the local rules under
which this process results in the unique outcome seen exper-
imentally. In the Discussion section, we compare this with
other scenarios based on the incorporation of higher-order
species, which would mostly require more complicated local
rules.

Our second main assumption is regarding the basic bio-
chemical mechanism underlying self-assembly. Namely, we
postulate that the protein interfaces involved in the assembly
process are endowed with different chemical affinities that, in
turn, determine the speed at which each protein binds to its
neighbors. Indeed, experimental evidence (yeast two-hybrid
experiment reported in Ref. [6]) shows that the binding at
inequivalent interfaces is characterized by dramatically differ-
ent reaction rates. Attachment is here viewed as a sequential
process, in which, at each step, all available reaction sites are
saturated by those capsid proteins with greatest affinity among
those available. Since binding reactions with higher affinities
are faster, the peculiar layout of the capsid is an emergent
feature of the timing of the attachment reactions as encoded
by the interfacial energies.

Third, we further simplify our model by assuming that the
detachment of already bound capsid proteins is not allowed,
and the whole process is deterministic. It is well known that
stochasticity is inherent in every chemical reaction, more so
when weak bonds such as those involved in capsid assem-
bly are considered. Also, detachment is one of the basic
error-correction mechanisms in self-assembly and cannot be
reasonably neglected. However, as stated above, our main
focus here is on the basic combinatorics of local rules: The
rule sets identified here can then be incorporated in future
work in assembly models based on reaction kinetics using a
Gillespie algorithm [32,33].

The last simplifying assumption we make here is that,
from a mathematical point of view, we view assembly as
the sequential coloring of the vertices of a predetermined
T = 28d graph, which means that a T = 28d geometry is
the defined outcome. In turn, this assumption has the con-
sequence that, since nucleation occurs at the fivefold sites,
which we assume to be occupied by the penton proteins, these
sites are predetermined, and nucleation occurs precisely at
the particle fivefold axes. There could be different biological
mechanisms to ensure this. One possible scenario could be
based on membrane-mediated interactions: Indeed, the pen-
tons are the only capsid proteins in P23-77 located across the
lipidic membrane and reaching into the interior of the capsid
where they are in contact with the packaged genome [4]. It
is therefore possible that interactions with the genome, and
their strong anchoring in the membrane, define the penton
positions. Hence, it seems reasonable to assume that pentons
organize such that their mutual distance is maximal, possibly
mediated also by membrane-mediated repulsive interactions,
known to be relevant for proteins embedded in lipidic mem-
branes [34,35]. The same physical mechanism could also keep
the growing patches apart from each other, so that they might
grow until merging. However, we do recognize this to be a
fundamental issue to be further clarified by future research.

We now describe our mathematical model in some detail.
Starting from the experimentally determined configuration of
the P23-77 capsid [6] and the associated tiling representation
[Fig. 1(b)], we first construct a spherical graph G whose nodes
correspond to the relative positions of the major capsid pro-
teins VP16 and VP17, and whose edges correspond to the
interfaces between adjacent proteins [Figs. 1(c) and 1(d)].
In what follows, we shall often employ the terms “site” and
“interface” when referring to a node and an edge, respectively,
of G and denote by V the set of nodes of G. Note that the
edges of G, encoding adjacency, are transverse to the actual
interfaces between the proteins. Note also that, were penton
proteins be included, the spherical graph G would be the
skeleton of a typical Caspar-Klug T = 28d icosahedral capsid
with 1680 proteins. However, to study assembly, we exclude
the 60 penton proteins at the fivefold vertices, so that G has
1620 nodes.

We model assembly as the sequential occupation of the
graph G by VP16 dimers and VP17 monomers. An in-
termediate configuration of the capsid is a mathematical
representation of an assembly intermediate and is defined as
a subset of the nodes of the graph together with a coloration
of its nodes by two colors (or binary numbers), corresponding
to VP16 and VP17. We choose here yellow (code 0) for VP16
and green (code 1) for VP17, and say that a site is occupied if
it belongs to an intermediate configuration.2

As VP16 always occurs as a dimer, we restrict our consid-
erations to intermediate configurations which are such that if a
site is occupied by VP16, then also the adjacent site belonging
to a different hexamer must be occupied by VP16 [Fig. 1(b)].
This implies that also VP17, with the exception of those ad-
jacent to pentons, must occupy both adjacent sites belonging
to different hexamers. Hence, two adjacent occupied sites in
different hexamers must have the same color.

We denote by C = {(i, ni )}i∈I an intermediate configura-
tion, where I is the subset of occupied sites and ni ∈ {0, 1}
is the coloration of site i. Formally, then, self-assembly is
described by a sequence {Ct }t=0,...,T such that ∅ = I0 ⊂ I1 ⊂
· · · ⊂ IT = V and if i ∈ It then its color ni is the same for all
t ′ > t .

If two adjacent sites i and j are both occupied, we call the
corresponding interface i j the bond between i and j. Each
bond is characterized by its affinity, which only depends on the
colors of the occupied sites. The affinity of a bond determines
the ratio of the forward and backward rate of the reaction
involved in its formation, a higher affinity meaning a faster
reaction. We denote the affinities by α10, α01, α00, and α11

(Fig. 2), where αi j correspond to an interaction of units of
color i and j, and the order i j refers to their relative position
within a hexamer. In particular, α10 is the affinity for a bond
between a VP17 and a VP16 belonging to the same hexamer,
with the VP17 preceding the VP16 in counterclockwise order
(Fig. 2). We distinguish between type I and type II depending
on whether the incoming unit is a VP16 dimer or a VP17
monomer. α01 denotes the bond between a VP16 and VP17
belonging to the same hexamer with the VP16 preceding

2Note that our choice here is different from the usual convention in
lattice models, where the index 0 denotes unoccupied sites.
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FIG. 2. A graphical depiction of the local rules. (a) The energies of different types of interfaces are shown; jagged lines at the protein
interfaces encode allowed interactions and orientations of the protein units as jagged markings must match; e.g. (b) intra-hexamer bonds
between VP17 are forbidden. (c) classification of the reactive sites, highlighted in pink (dark gray), with the relevant reactive interfaces in red
(black), and the most probable reactions indicated by either red (light gray) (fast reaction) or blue (dark gray) (slow reaction) arrows. Type I
and II, the highlighted reactive interfaces have affinity α10 for VP16 and VP17, respectively; type III, the reactive interface has affinity α11 for
VP17 (this is the VP17 dimerisation reaction, possibly mediated by VP11); type IV, the reactive interface has affinity α00 for VP16.

the VP17 in counterclockwise order. α00 represents a bond
between two adjacent VP16 in the same hexamer (Fig. 2, type
IV), and α11 a bond between two VP17 in different hexamers
(Fig. 2, type III). This bond is involved in the formation of the
putative VP17 dimers.

Note that we have not assigned an affinity to a bond be-
tween two VP17 belonging to the same hexamer; since this
bond does not occur in the capsid we view it as forbidden in
our assembly model [Fig. 2(b)].

Given an intermediate configuration C, a reactive site is an
unoccupied node that is adjacent to an occupied site. Also, we
define a reactive interface to be an interface between a reactive
site and an adjacent occupied site. By the affinity of a reactive
interface to some CP, or of some CP to a reactive interface, we
mean the affinity of the bond formed when that CP occupies
the reactive site to which the interface belongs.

A. Local rules

Our goal is to determine whether there are local assembly
rules, to be formulated in terms of binding affinities between
the major capsid proteins VP16 and VP17, that guarantee the
outcome of the P23-77 capsid architecture. We have examined
a number of possible combinations, and the basic result is
shown in Fig. 3: The observed capsid layout can only be
obtained in the sequential attachment process if the affinities
are ordered in the specific manner described in Fig. 2.

This gives rise to the following model assumptions:
(1) VP17 and VP16 preferentially bind when VP17 pre-

cedes VP16 in the cyclic counterclockwise order of the
hexamer, i.e., α10 > α01.

(2) VP16 dimers bind to each other with an affinity lower
to that for the counterclockwise binding of VP17 to VP16,
i.e., α00 < α10, but higher than that for the counterclockwise
binding of VP16 to VP17, i.e., α00 > α01.

(3) VP17 monomers belonging to different hexamers form
dimers with weak affinity α11.

Note that assumption 3 is justified as follows: VP11 occurs
as a homodimer and, when associated to the lipidic membrane,
has high affinity for VP17, suggesting that this minor capsid
protein plays a role in promoting the formation of VP17
dimers at these sites.3

The local rules above correspond to the following order
relations between the affinities:

α10 > α00 > α01. (1)

In particular, the main local constraint is that there is a pref-
erential attachment of VP17 monomers at a specific reactive
interface of the VP16 dimers, i.e., that α10 dominates all other
affinities. Also, recall that two VP17 monomers cannot bind
to each other within the same hexamer.

These local assembly rules imply an order of sequential
attachment for the incoming protein units: denoting by τi j the
expected time of the reaction with affinity αi j , and recalling
that the reaction time is inversely proportional to the affinity,
Eq. (1) yields

τ10 < τ00 < τ01. (2)

In order to implement these rules, we categorize the reac-
tive sites as follows [cf. Fig. 2(c)]:

Type I: These sites involve an intrahexamer VP17 reactive
interface and can only be occupied by a VP16; the attachment
reaction has affinity α10.

3The experimentally determined number of VP11 is 147 [7], which
is consistent with either one or two dimers per fundamental domain.
Indeed, it is possible to show (proof omitted here) that only one VP17
dimerisation event per fundamental domain is necessary to assemble
the correct capsid as all other VP17 placements are consequences of
rules 1 and 2.
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FIG. 3. Local rules and assembly paths in the sequential attachment model. The first steps of the growth process corresponding to different
orderings of the affinities are shown. The unique assembly path leading to the observed capsid layout is highlighted in red (light gray).

Type II: These sites involve an intrahexamer VP16 reac-
tive interface and can be occupied by either a VP16 or by a
VP17. The attachment of a VP17 has affinity α10, while the
attachment of a VP16 has lower affinity α00.

Type III: This is a VP17-dimerization site: It can only be
occupied by a VP17 with affinity α11.

Type IV: These sites involve an intrahexamer VP16 reac-
tive interface and can be occupied by either a VP16 or a VP17.
Contrary to type II sites, the attachment of VP16 has affinity
α00, while the attachment of a VP17 has affinity α01, which
we assume to be negligible.

The above local rules are not sufficient to recover the cor-
rect capsid layout: As seen in the next section, it is necessary
to assume also that the VP17 dimerization reaction is slower
than the fast reaction, and its rate is comparable to that of the
slow VP16-to-VP16 attachment, i.e., τ11 ∼ τ00. Also, in what
follows, we have assumed for simplicity that α01 = 0, so that
the counterclockwise attachment of a VP16 to a VP17 and the
clockwise attachment of a VP17 to a VP16 does not sponta-
neously occur in our model. Since the buried surface area of
the involved interfaces are nonnegligible, the corresponding
affinity cannot strictly vanish: Our assumption just means that
the reaction is much slower, and therefore dominated, by the
other three reactions.

B. Results

Using the local rules described above, we model assembly
as a sequence of attachment reactions as follows.

After being triggered by nucleation at the pentons, occur-
ring either at random, or at fixed times and sites as described
below, assembly then proceeds by steps. The time interval
between these steps is set by the fast reaction times: At each
step, available type I and II reactive sites are occupied, while
type III and IV reactive sites, involving slow reactions, are
occupied every two steps. At each step, new reactive sites
are created, and the procedure is iterated recursively. The
assumption that slow reactions occur approximately every two
steps (see Fig. 4, bottom) requires that the reaction times must
satisfy a certain set of bounds, as discussed below. The proce-
dure, following nucleation at a single penton site, is depicted
in Fig. 4 and can be schematized as follows:

Step 1: Add one or more pentons at the capsid five-
fold axes, that serve as nucleation sites, and attach VP17
monomers at the reactive sites around the pentons, so that
there is now a single type of reactive site: type I.

Step 2: The fast reaction is the attachment of VP16 dimers
at reactive sites of type I, with affinity α10. This generates type
II and type IV reactive sites.

Step 3: Now the fastest reaction is the attachment
of VP17 monomers at reactive sites of type II, with
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FIG. 4. Results of the sequential attachment model. Top, the first
15 steps of assembly following nucleation at a penton. Bottom, the
assembly path; red (light gray) and blue (dark gray) lines are fast
and slow reactions, respectively. The circles depicted at the end of
each line indicate the type of CPs that attach in each reaction, while
the Roman numerals to the left are the types of the corresponding
reactive sites.

affinity α10. There are now two types of reactive sites: type
III and type IV.

Step 4: Reactive sites of type IV, that were formed at step
2, are now available for the attachment of VP16. Since this is
a slow reaction, with affinity α00 < α10, it takes two iterative
steps to be completed (from step 2 to step 4). The reactive sites
are now types II–IV.

Step 5: The slow dimerisation reaction takes place now
and type III reaction sites that were formed at step 3 are
occupied by VP17 monomers: The reaction involves affinity
α11. Now the reactive sites are types I, II, and IV.

Step 6: The type II reactive sites formed at step 4 are
now occupied by VP17 monomers. Again here the reaction
is fast with affinity α10. The reactive sites are type I, III, and
IV.

Step 7: Reactive sites of type I, that have been formed at
step 5, are now available for the attachment of VP16 (fast
reaction). Also, reactive sites of type IV formed at step 4
are now available for the attachment of VP16 (slow reaction).
These two reactions are not necessarily simultaneous, but their
relative order is irrelevant: What is important is that they both
occur between steps 6 and 8 (see below for bounds on the

FIG. 5. Capsid yield for different nucleation probabilities and
rules for the dimerisation of VP17. The proportion f of complete
capsids is shown as a function of the nucleation probability p (50
replicas for each value of p). The solid line corresponds to the
dimerisation of VP17 at type III sites preceding the attachment of
VP17 at type II sites [inequality (3)], and the dashed line to the
reverse ordering.

reaction times that enforce this requirement). The reactive
sites are now types II–IV.

Steps 5–7 are then iterated (steps 8 to 15 in Fig. 4). Since
each penton generates a growing patch, the procedure is ter-
minated if, and when, all patches have merged and the capsid
is complete.

In our model the local rules determine the ordering of
the attachment reactions. However, it is clear that if each
reaction occurs with a given rate, the above ordering cannot
be conserved after a finite number of steps, unless the slow
reaction times are exactly twice the fast reaction times. But the
ordering only needs to be conserved for the number of steps
necessary to reach the stage at which different growth patches,
nucleated at different penton sites, merge. Inspection of Fig. 4
shows that this occurs approximately after 13 steps (depend-
ing on when the other patches have nucleated, see Discussion
below). Hence, we may use the diagram at the bottom of
Fig. 4, in which generic reaction times are indicated, to show
that the ordering chosen in the algorithm above is conserved
up to the 14th step at least if the following inequalities hold
for the reaction times:

τ10 < τ00 < τ10 + τ11 < 2τ00 < 3τ10 + τ11. (3)

Also, we have assumed that the slow VP17 dimerization re-
action always occurs after the occupation of type I sites and
before the occupation of type II sites. This requirement can be
removed, but, as shown in Fig. 5, this yields suboptimal capsid
growth. Inspection of Fig. 4 shows that the above assumption
requires that

τ10 < τ11 < τ00 < 2τ10, (4)

which, by the way, also implies the validity of Eq. (3). The
model is valid as long as these inequalities are fulfilled, and
there is therefore a large degree of robustness in the model
against variation in the reaction times.
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FIG. 6. Snapshots of a complete assembly path, with nucleation probability p = 0.85

For a single nucleation site, our procedure yields the cor-
rect capsid layout up to the nearest twofold axes, but it starts to
deviate from the correct layout a couple of steps after reaching
the twofold axes (Fig. 4, step 15). We have therefore explored
numerically in Matlab [36] different scenarios, in which a
variable number of nucleation sites were activated at random
steps, with constant nucleation probability p at each time step.
The results are reported in Fig. 5, which shows that the pro-
portion f of complete capsids is greater than 95% under the
assumption Eq. (3) and for a nucleation probability p greater
than 0.8. Also, Fig. 5 shows that the inequalities Eq. (3) are
necessary for the robustness of the model as otherwise the
yield is dramatically decreased. Hence, multiple nucleation
sites are required to achieve the correct geometric outcome:
Part of one of the numerically computed complete assem-
bly paths is shown in Fig. 6, and the algorithm is sketched
in Fig. 7.

IV. DISCUSSION

Cryo-electron microscopy has revolutionized our under-
standing of virus structure, providing unprecedented insights
into complex viral architectures. It also has opened up
questions regarding the processes that lead to the observed
outcomes. The mechanisms underpinning the assembly of
quasi-equivalent capsids are by now fairly well understood.
In this case, the structural proteins abide to the same type of
local interactions across the capsid, resulting in the latticelike
architectures modelled in Caspar-Klug theory. It is much less
clear, however, how the formation of architectures violating
the quasi-equivalence principle is regulated. In particular, it
has been an open question whether the distinct local envi-
ronments seen in such structures could arise from a universal
set of local rules. Otherwise, how would the system “sense”
which of the distinct environments it needs to implement at
a given site, especially since there does not appear to be a
structured scaffold to guide the attachment?
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FIG. 7. A flow diagram for steps 1 to 7 of the assembly process.
Fast and slow reactions are denoted by red (light gray) and blue (dark
gray) arrows, respectively. The corresponding assembly intermedi-
ates are shown on the right, with reactive sites indicated in salmon
(dark gray).

Using the P23-77 capsid as a model system, we demon-
strate here that such complex behavior can indeed arise from
a simple set of local rules that is applied universally across the
capsid. We show that local rules formulated in terms of the
binding affinities between the structural proteins at different
interfaces can account for formation of the observed structures
without any external regulation. The local rules we propose

here are based on two simple assumptions. First, there is a
reactive interface whose affinity dominates all others. Second,
since the affinities determine the reaction rates, assembly is
fundamentally regulated by the interplay of fast and slow
reactions. We note that the rules on the relative affinities at
different interaction sites are required to guarantee the correct
outcome during the early stages of assembly. In order to
achieve correct assembly of the entire capsid using these rules,
two further assumptions are required: (1) Assembly must
(randomly) nucleate at all 12 pentamers within a relatively
short period of time; and (2) there is one site per asymmet-
ric unit (fundamental domain) of the capsid where a VP17
dimer is required. We suggest that the minor capsid protein
VP11 that is connected to the lipidic membrane may play a
role in this. This would be consistent with the experimental
evidence that VP11 is required for correct assembly, as well
as with the experimentally estimated copy number of VP11.
It seems likely that the role of VP11 is to recruit VP17 to the
lipidic membrane, in addition to possibly promoting its dimer-
ization.

We note that our model uses VP17 monomers and VP16
dimers as capsomers, i.e., as the units of assembly. It is pos-
sible that assembly could also involve higher-order species
such as the heterotrimer and heterotetramer observed by X-
ray crystallography [6]. However, the local rules involving
such building blocks would have to be more complex. In
particular, given the fact that the heterotrimer is part of the
heterotetramer, it is not a priori clear from the point of view
of local rules why it is the heterotrimers, rather than the het-
erotetramers, that surround the pentons at the particle fivefold
axes. We leave an in-depth investigation of which higher-order
species might be consistent with different local assembly rule
sets to future work.

It is, however, remarkable that simple local rules do ex-
ist that would guarantee the complex outcome of a large,
non-quasi-equivalent capsid geometry from the most basic
building blocks, the VP17 monomer and the VP16 dimer. Our
model also suggests roles for other structural proteins, such as
the minor capsid protein VP11, and informs on the importance
of the nucleation step at multiple sites to achieve the correct
outcome.
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