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Transport of an intense proton beam from a cone-structured target
through plastic foam with unique proton source modeling
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Laser-accelerated proton beams are applicable to several research areas within high-energy density science,
including warm dense matter generation, proton radiography, and inertial confinement fusion, which all involve
transport of the beam through matter. We report on experimental measurements of intense proton beam transport
through plastic foam blocks. The intense proton beam was accelerated by the 10 ps, 700 J OMEGA EP laser
irradiating a curved foil target, and focused by an attached hollow cone. The protons then entered the foam
block of density 0.38 g/cm3 and thickness 0.55 or 1.00 mm. At the rear of the foam block, a Cu layer revealed
the cross section of the intense beam via proton- and hot electron-induced Cu-Kα emission. Images of x-ray
emission show a bright spot on the rear Cu film indicative of a forward-directed beam without major breakup. 2D
fluid-PIC simulations of the transport were conducted using a unique multi-injection source model incorporating
energy-dependent beam divergence. Along with postprocessed calculations of the Cu − Kα emission profile,
simulations showed that protons retain their ballistic transport through the foam and are able to heat the foam up
to several keV in temperature. The total experimental emission profile for the 1.0 mm foam agrees qualitatively
with the simulated profile, suggesting that the protons indeed retain their beamlike qualities.

DOI: 10.1103/PhysRevE.105.055206

I. INTRODUCTION

It is well-known that the irradiation of thin foil targets by
high intensity (� 1018 W/cm2), short-pulse (0.01 − 10 ps)
lasers generates laminar proton beams with MeV energies
and extreme current densities [1]. Beam parameters typical
at present include proton energies up to 100 MeV and current
densities up to ∼109 A/cm2. The advantage of these laser-
accelerated proton beams lies in their short bunch duration,
typically on the order of the laser pulse duration (∼ps) at their
source, and 100 ps or less as they disperse over mm distances.
Combined with their favorable deposition characteristics, this
makes them particularly effectual in isochoric heating of thin
foils to warm dense regimes [2–7], proton radiography of
rapidly evolving high-energy density plasmas [8–10], and the
proton fast ignition (FI) scheme of inertial confinement fusion
[11,12].

Although the various mechanisms of laser-driven proton
acceleration have been and continue to be well-studied, the
transport and heating capabilities of these intense proton
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beams through low-density plasma is not. Ultralow density
plastic foams which, when heated to high temperatures, can
reasonably stand in for low-density plasma have become
available, opening this field of research to the laboratory set-
ting. Proton heating has recently been used to create warm
dense carbon from plastic foams [13], offering equation-of-
state studies of these complex regimes. Proton heating could
also facilitate the study of low-rate nuclear reactions in astro-
physical objects with near-solid density and keV temperatures
[14]. Following the simulation work on the dynamics of in-
tense beam transport in solids [15], investigating how proton
heating and transport change in low-density foams are of great
interest in their own right.

When short-pulse laser-accelerated laminar proton beams
were discovered and attributed to target normal sheath
acceleration (TNSA [1,16]), they were also immediately
recognized as a viable charged particle beam for FI. Pro-
tons’ large inertia (compared to electrons) makes them
less susceptible to electromagnetic fields present in the
coronal plasma outside the compressed core, thereby miti-
gating transport instabilities that plague electron FI [17,18].
Energetic protons also exhibit a Bragg peak in energy de-
position, which means the majority of a proton’s energy is
deposited near their stopping range. Crucially, since laser-
accelerated proton beams have a broadband energy spectrum,
the high-energy protons arrive at and heat the DT capsule,
which (depending on material characteristics) may extend
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FIG. 1. (a) Experimental setup, wherein the OMEGA EP short-pulse laser (purple) irradiates the target structure. The resulting beams are
characterized by the RCF pack, while the transport interaction is captured by the SCI and ZVH, all lying within several degrees of a plane (of
the page). The target structure within the black square is magnified in (b). The foam block had a depth of either 550 μm or 1000 μm and was
plated with 10-μm-thick copper on the top and rear faces.

the stopping range of lower-energy protons [19] arriving
later.

Proton FI has been explored in-depth [11,12], and the
proton beam requirements to reach ignition have been eval-
uated numerically [20,21]. However, strong assumptions on
transport through the coronal plasma near the cone tip to the
compressed core are made in the rigid beam models applied.
A study of beam transport in FI with an accurate accounting
of beam divergence, which is known to depend on proton
energy, has not been presented. Characterizing the transport
of proton beams with energy tens of kJ in these conditions
will be necessary for proton FI. Resistive magnetic fields have
already been shown to collimate hot electron beams with high
current densities (1011 A/cm2) within carbon samples [22]. In
ultralow density gas jet targets, collective effects significantly
alter the scattering of ion beams [23]. Simulations have shown
that simultaneous heating and self-generated fields have a sig-
nificant effect on the transport of proton beams with intensity
� 109 A/cm2 [15].

Here, we present an experimental study on transport of
intense laser-driven protons in low-density plastic foams and
show a modeling approach using 2D hybrid-PIC simulations.
The experiment evaluated the transport of laser-accelerated
cone-focused proton beams through low-density foam blocks
by measuring the beam cross section at different depths. In
Sec. II, the experimental results are presented, including mea-
surements of the proton spectra from different target types.
X-ray emission images are also presented, which provide ev-
idence that the protons are still beamlike when they reach the
back layer of the target. In Sec. III, we provide simulations
of transport in the foam and postprocessing to validate the
experimental x-ray images. We present a unique approach
to modeling the proton beam source, taking into account the
energy-dependent divergence of typical TNSA proton beams.
By postprocessing the simulated particle information, we pro-
duce synthetic x-ray emission profiles and compare them to
the experimental measurements.

II. EXPERIMENTAL SETUP AND RESULTS

The experiment was carried out at the OMEGA EP facil-
ity, where a backlighter beam of energy 700 J, pulse length
10 ps, and intensity 1018 W/cm2 irradiated a hemispherical
cap (hemi) attached to a hollowed cone structure, acceler-
ating and focusing protons through the cone tip and into
a carbonized resorcinol-formaldehyde (CRF) foam block of
density 0.38 g/cm3. The diamondlike carbon hemi and cone
opening were glued together and flushed (diameter 300 μm,
also the hemi’s radius of curvature). The cone length was
300 μm and had far-field tip diameter 200 μm. The far-field
cone bulk surface was also glued to the foam. The foam
block was 1.0 x 1.5 mm in the laser-facing dimensions, with
depths of either 0.55 mm or 1.0 mm to reveal the proton beam
profile. CRF foam was chosen for its low density and therefore
low proton stopping and scattering to elucidate the transport of
protons. Cu foils 10 μm thick were glued onto the top and rear
faces of the foam block to act as tracer layers that give a plane
Cu-Kα emission for the visualization of energetic electrons
and protons. The experimental setup is shown in Fig. 1.

A. Radiochromic film diagnostic

Radiochromic film (RCF) packs were fielded on this ex-
periment to diagnose the proton beams’ spatial profiles and
spectra. RCF darkens as a result of energy deposition, and
dose measurements can be extracted from the darkening of
the films [24]. A pack of 6.35 cm square films was placed
16 cm behind the target opposite the hemi structures, i.e.,
directly facing the rear Cu foil, if present, on every shot.
Each successive layer of RCF in the pack marks an increasing
penetration energy required by protons to reach that film. A
pack contained 13 aluminum filters interleaved with ten films
of type HD-v2 and 2 of type MD-55; the films’ penetration
energies spanned 3.5 − 60 MeV. Monte Carlo calculations of
proton energy deposition in the film pack were convolved with
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guesses of the energy distribution (an exponential spectrum
capped below 0.5 MeV) for comparison to the measured doses
using the approach described in Ref. [25]. The particle count
and temperature of the proton distribution were varied to
determine the best-fit spectrum through a residual minimizing
routine utilizing the dose on films 2–10 or through the last film
with measurable dose. The beam energy incident on the film
is found by integrating the best-fit spectrum.

B. X-ray diagnostics

The spherical crystal imager (SCI) [26] was the primary
diagnostic to visualize the Cu-Kα emission from energetic
electron and proton collisions with Cu K-shell electrons. The
imaging system comprises a spherically bent concave quartz
crystal above the foam block 27◦ from the zenith and 276 mm
away, and an image plate detector ∼2.4 m from the foam
block in the opposite direction. The crystal refocuses incom-
ing 8048 ± 6 eV photons from the target onto the image plate.

The zinc von Hamos (ZVH) spectrometer was also used in
this experiment to capture the time-integrated x-ray emission
spectrum from various targets. This spectrometer contains
a Highly-Ordered Pyrolytic Graphite (HOPG) crystal cylin-
drically bent along the nondispersive axis, thereby focusing
7–10 keV x-ray emission in first order along one dimension.
The spectrometer was calibrated for the Cu-Kα emission by
comparing the measured signal on image plates with an ab-
solutely calibrated single-photon counting camera [27]. The
ZVH viewed the target from above the laser axis.

C. Experimental results

Figure 2 shows the proton beam characteristics derived
from the RCF data from targets with varying additional com-
ponents, from a simple hemi to a hemi-cone target to a
hemi-cone-foam package. The cone affects beam generation
in two ways. On the one hand, hot electrons are able to
escape from the hemi and into the cone structure, establish-
ing a sheath field along the cone’s inner surface, which has
been shown to focus the protons [7]. On the other hand,
this migration leaves fewer electrons reverting back into the
hemi and sustaining the electrostatic field to accelerate pro-
tons from the rear hemi surface. This results in better proton
focusing at the cost of total proton beam energy. The latter
affect can be seen in Fig. 2(b), where there is a factor of
2 decrease in both beam temperature and energy in going
from a hemi-only to hemi-cone structure. Similarly, there is
a decrease in the maximum proton energy from hemi-only
(42 MeV detected) to hemi-cone (28 MeV detected) structure,
shown in Fig. 2(a). When adding 0.55-mm- and 1-mm-thick
foams, the total beam energy continues to decrease due to
proton stopping, while the beam temperature does not change
significantly from 6 MeV. The dynamics of ion acceleration
with these structures are studied experimentally, theoretically,
and computationally in Refs. [28,29].

Figures 3(a) and 3(b) depict the experimental cross-
sectional view of the proton- and electron-induced Cu-Kα

emission from two foam length cases. A raw SCI image is
shown inset in Fig. 1(a), but here we have separated the
top and rear portions and stretch them to account for the

FIG. 2. Proton beam information derived from the RCF data.
(a) The dose received by films versus film breach energy from hemi
source foils with various attached structures. (b) Comparison [using
data in (a)] of beam characteristic temperature and total energy
through the film solid angle from each target type. Note that the films
subtended the full beam so the energy (right bars, right axis) is less
than the full beam energy, as discussed in the text.

viewing angle 63◦ above the equatorial plane. The top foils
exhibit a relatively uniform emission, while the rear foils
exhibit a brighter emission in a centralized spot, indicative of
a forward-propagating particle beam, likely energetic protons.
The size of the central bright spot corresponds to <20◦ cone
angle from the hemi apex, much narrower than would be
expected from a beam of hot electrons [17], which typically
exhibits substantial scattering and divergence within materi-
als. This suggests that protons retain their beamlike qualities
within the foam, and the spatial continuity of their intensities
suggests little or no breakup of a proton beam. The experi-
mental x-ray beam profiles were analyzed by radially binning
and summing the signal to yield an experimental profile of
dYKα/dAd�. Simulations of protons and hot electrons are
explored in Sec. III, and their results will be compared with
experimental results in Sec. IV.

Looking at the full set of data, the SCI signal integrated
over the target region and the ZVH spectra integrated Cu-Kα

peak were linearly correlated, as shown in Fig. 3(c). This
suggests that the Cu did not get hot enough to alter the Cu-Kα
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FIG. 3. (a), (b) SCI images of 8.048 keV Cu-Kα x-ray emission from Cu foils on the top and rear side of the foam block, with laser
depiction (red) to clarify perspective. Two block depths were used to depict x-ray emission profiles at (a) 0.55 mm and (b) 1.0 mm. The
signal consists of a relatively uniform background due to scattering energetic electrons and a spot due to forward-directed protons. (c) Linear
correlation between the integrated signals from ZVH and SCI, indicating that Cu-Kα photon energy did not shift significantly from the cold
value. (d) ZVH spectra for various target structures (hemi-cone spectrum has no Cu). Note that the brighter spectrum comes from a target with
less Cu, indicating more proton- and electron-induced interactions with the Cu layers.

emission energy outside of the response window of the crystal
imager [30]. Figure 3(d) shows the spectra obtained when
protons and hot electrons impinge on the Cu foils for the
various targets. The base continuum shown for the hemi-cone

target is brought on by hot electrons refluxing in the hemi and
cone structures, which still occurs when foam is added. The
added continuum from foam targets (green, purple) represents
the particles propagating through the Cu end foils, shown in

FIG. 4. Multistep simulation strategy to find proton- and electron-induced Cu-Kα emission profiles. (a) Protons and electrons are injected
and propagate through CRF foam, with extraction planes set at depths of 550 μm and 1000 μm. (b) Extracted particles are then reinjected
into 10 μm of Cu, with extraction planes set every μm in depth. (c) Postprocessing the extracted particles reveals the x-ray emission profile
reaching the diagnostic.
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gold in the pictograms. Interestingly, the brightest continuum
emission (by a factor of 1.5) occurred in the sample with
less Cu (2 mm2 in half foam versus 2.5 mm2 in full foam),
indicating that the number of particles finding their way to Cu
was significantly higher in the half-foam target such that it
overcame the reduced number of Cu atoms. Because the rear
foil emission from the half-foam target has a steep decline
at the left and right edges, some particles were likely able to
escape through the sides of the foam. The line emission, above
continuum, was also greater by a factor of 1.5 for the half-
foam case than for the full-foam shot. The reduced emission
in the full-foam case is roughly in line with the reduced proton
beam energy leaving the target shown in Fig. 2(b).

III. SIMULATIONS

Simulations of proton transport were carried out to vali-
date the experimental results and investigate the dynamics of
intense proton beam transport within the foam. The hybrid
fluid-PIC code LSP [31] was used to simulate both energetic
protons and electrons moving through the foam, with resulting
Cu-Kα emission calculated through manual postprocessing.
LSP uses an implicit algorithm wherein background plasma
electrons and ions are simulated as fluid particles, relaxing
the space and time resolution requirements to avoid artificial
grid heating. This is particularly advantageous for simulating
the dense plasmas present in the experiment without resolv-
ing plasma oscillations over the long timescale of tens of
ps. Grid-based collisional effects in the background species
are estimated using the Jones algorithm [32]. The simulation
strategy is depicted in Fig. 4. In one set of simulations, kinetic
protons and/or hot electrons were injected into a 1 mm foam
block. Extraction planes at depths of 0.55 mm (half foam, red)
and 1.0 mm (foam rear, black) were set up to collect the posi-
tion and momentum of all passing particles—see Fig. 4(a). In
a second set of simulations, the extracted particles from either
depth were reinjected into 10 μm Cu, with extraction planes
set up every 1 μm in depth—see Fig. 4(b). Postprocessing of
these extraction planes yielded the Cu-Kα emission according
to the particle energies and positions—see Fig. 4(c). We point
out that with this strategy, we do not simulate the interface
effects between different materials.

In all simulations, the background materials were initial-
ized as ion and electron plasma fluid species with starting
temperature T0 = 1 eV. Based on chemical analysis, the CRF
foam had composition like C12H4O; it was simulated as a
single fluid ion species with density 1.4 × 1021 cm−3, with
complementing electron fluid species. Calculations of the
electron collision frequencies within the foam target with this
initialization were dubious, so electromagnetic field advance-
ment was switched off. We note that previous simulations
with similar current densities showed insignificant differences
in proton transport when fields were switched on or off,
which may justify this omission of fields. Cu ions were also
initialized as a fluid plasma with density 8.5 × 1022 cm−3.
The charge state of Cu ions was determined by Prism’s
PrOpacEOS [33] based on the local density and temperature.
The energy deposition and scattering of kinetic proton and
hot electron species into the foam are governed by a Monte
Carlo approach within the dEdx module using present values

of the local target thermodynamic state as in Ref. [34]. Energy
deposition into Cu is governed by an advanced dynamic pro-
ton stopping power module [15], wherein the bound and free
electron contribution to stopping power are added together
based on the charge state.

A. Protons’ source treatment

To reconstruct the proton beam incident on the foam, we
use the proton energy spectrum measured from RCF data
corresponding to the hemi-cone structure. This is modeled as a
Maxwellian dN/dE ∝ exp(−E/Tp) with characteristic beam
temperature Tp = 6.1 MeV. The beam energy incident on the
RCF was 4.16 J, but given the small solid angle subtended
by RCF 16 cm behind the target, this is less than the actual
total beam energy. When compared with previous experiments
using similar target structures and short-pulse laser parameters
[7], the total beam energy is scaled up to 14 J. See Sec. VI
for more details. We also assume an approximately Gaussian
current density profile J (x) = J0 exp(−x2/σ 2) [35] with on-
foam beam radius σ = 45 μm. The current density is cut off
to zero for x > 100 μm corresponding to the cone’s opening
radius through which protons enter the foam. Combining the
Maxwellian spectrum, total beam energy, Gaussian profile,
and beam pulse 10 ps to mimic the Omega-EP laser pulse
duration, the peak current density is calculated as J0 = 3.6 ×
109 A/cm2. Using these fundamental inputs for the beam, we
can implement beam divergence in two ways, described in the
following paragraphs, using transverse thermal distributions.

From previous simulations used in Ref. [7], we gather
a single transverse thermal distribution with T⊥ = 105 keV,
corresponding to the divergence of the outgoing beam from
the cone structure. Note that this transverse temperature is in-
dependent of the aforementioned longitudinal temperature Tp

used in the Maxwellian energy spectrum dN/dE . We will call
the above proton beam implementation the single-injection
(SI) source, since all the parameters described above are en-
compassed in a single proton source injection.

It has been shown, however, that TNSA protons exhibit a
nontrivial energy-dependent maximum divergence [1,36]. The
half-opening angle of the lowest energy protons is typically
around 25◦-30◦, and that of the highest energy protons is 6◦
or lower. In between, a parabolic fit can be used to match
experimental data [36,37], represented here as θmax(E ). We
implement this energy dependence by splitting the beam into
multiple injections, each covering a different bin of proton en-
ergies. A transverse temperature T ⊥

i can then be individually
assigned to each ith injection that determines the approximate
opening angle for that injection. This implementation can be
used for any θmax(E ) empirically found from experiments;
this work utilizes that found in Ref. [37]. We will call this
beam implementation the multi-injection (MI) source. Note
that the fundamental beam parameters described in the first
paragraph of this section are still utilized in the MI source.
More technical details can be found in Sec. VI.

A comparison of the SI and MI source implementations is
shown in Fig. 5. Figures 5(a) and 5(c) depict the dispersion
of the SI and MI sources, respectively, by distinguishing the
particle energy map 10 ps after injection. The lines approxi-
mate the opening angle trajectory of the lowest (purple) and
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FIG. 5. Comparison of SI and MI source injections into vacuum. (a), (c) Proton energy maps 10 ps after injection for the SI and MI sources,
respectively. (b), (d) Particle energy dependence of maximum half-opening angle for the SI and MI sources, respectively. In (d), the empirically
measured half-angle opening curve is overlaid for comparison.

highest (red) energy protons. For the SI source, albeit there
is a difference in opening angle, it is seen more blatantly
with lower energy protons. The red lines are almost parallel,
indicating that the opening angle is negligible for high-energy
protons, which is not necessarily seen experimentally. The
highest energy protons’ opening angle in the MI source, how-
ever, is non-negligible, conforming with past experiments.
Figures 5(b) and 5(d) are the corresponding scatter plots of
the opening angle versus particle energy for the SI and MI
sources. Even though the plot is saturated at low energies
and low angles, the upper bound of the half-opening angle
as a function of particle energy defines the correspondence
to θmax(E ). Whereas the SI source has a concave, almost
hyperbolic θmax(E ), the MI source more accurately follows
the empirically found parabolic profile of θmax(E ). Thus, we
can more accurately simulate the proton beam energy spread
(and therefore the energy deposition) with the MI source.

Note that θmax(E ) from a hemi-cone structure likely dif-
fers with that from a flat foil; Simulations have shown that
even when the cone structure successfully reduces the proton
beam radius, the laser intensity and cone tip material have a
significant effect on the beam divergence after the tip, altering
θmax(E ) substantially [35]. In extreme cases, proton beam hol-
lowing can occur due to the strong magnetic fields generated
at the cone tip.

B. Electrons’ source treatment

Hot electrons resulting from the laser interaction with the
hemi were also implemented to evaluate their contribution to

Cu-Kα generation. The hot electron source was taken from
simulations similar to those in Ref. [7] (hemi cone), with
the primary exception being laser energy (target structure and
other laser parameters were identical). Kinetic electrons were
extracted at the end of the cone and, in a separate simulation,
reinjected into the foam. These simulated hot electrons had
source radius 100 μm, total particle count 1.3 × 1015, and
duration 40 ps. They exhibited a Maxwellian distribution with
temperature Th ≈ 2 MeV and a large initial divergence (half-
opening angle ∼50◦) that will be important for the resulting
Cu-Kα profiles.

C. Simulation results: Transport and heating

The results of the proton and electron transport simulations
are shown in Fig. 6, at various times of transport. The simula-
tions were run for 75 ps to allow ample time for most protons
(with enough energy to significantly induce Cu-Kα emission)
to reach the extraction planes at 0.55 mm and 1.0 mm. Fig-
ure 6(a) shows the proton beam density and induced electron
temperature within the foam. The protons’ trajectories are
mostly ballistic, suggesting that the incident angles at which
protons are injected are mostly conserved in their transport
through the foam. Indeed, compared to solid density, the low
density of the foam reduces the collision frequency signifi-
cantly, in turn reducing the scattering of the protons.

Interestingly, Fig. 6(b) shows the foam electron population
reaching temperatures up to several keV, corresponding to the
energetic protons’ energy deposition. At higher divergence an-
gles and/or greater depths in the foam, the temperature peaks
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FIG. 6. Simulation results of proton (a) and electron (b) transport through plastic foam target at three delays t = 8, 16, and 24 ps relative
to laser irradiation of the hemi. Particle densities (sub-top) and the resulting foam electron temperatures (sub-bottom) show that protons are
able to heat the foam more than kinetic electrons by at least an order of magnitude.

at several hundreds of eV. This is likely due to the energy-
dependent beam divergence implementation, as explained in
Sec. III A. Because the transverse velocity distribution is
Gaussian for all particles, the majority of particles will still
be propagating longitudinally, so most of the deposited en-
ergy will still be longitudinal, with a smooth falloff in the
transverse direction. Protons with energy below 5 MeV will
deposit all of their energy within 1 mm and stop within the
foam. Because the overall temperature of the proton beam is
6 MeV, there will be a substantial amount of protons deposit-
ing their energy at half angles of 20 − 30◦.

The results of the hot electron transport simulation are
shown in Figs. 6(c) and 6(d), also at three different times of
transport. Recall that these hot electrons originate from the
laser-hemi interaction in a previous simulation, and the effects
of that simulation are imprinted in the foam simulations here.
For example, the line of electron heating visible in Fig. 6(d)
at z = 0, |x| ≈ 110 μm is due to a significant population of
hot electrons that traveled through the cone bulk along its
surfaces before entering the foam. These hot electrons mostly
retain their high energies and are able to induce Cu-Kα emis-
sion at both depths of Cu. The increased electron density for
|x| < 100 μm represents both hot electrons directed forward
into the cone vacuum early as well as electrons copropagating
with the protons.

D. Postprocessing for Cu-Kα profiles

The extraction planes set in δz spacing within the Cu
recorded the position and momentum (and therefore en-

ergy) of all proton/electron particles traversing Cu foils. To
calculate the Cu-Kα emission profile due to these particle
collisions, we compute the total ionization cross section by
summing the individual cross section per particle according
to their energies [38,39] and binning them in x to obtain
the transverse profile �σ (x). Assuming the particle energy
remains approximately constant over the spacing between
extraction planes δz, the total Cu-Kα yield is n�σ (x)δz. In
addition, the total yield must be reduced according to (1) the
solid angle collected by the SCI and (2) the opacity of Cu.
Since the spherical crystal is sufficiently far from the foam
block covering a small solid angle, the angle of emission
(27◦) can be treated as constant. The amount of Cu through
which photons pass, however, depends on which extraction
plane they originate, i.e., the extraction planes closer to the Cu
rear travel through less Cu. Taken together, the total emission
density can be expressed as

dYKα

dx
=

9∑
i=0

[
dσ

dx

]
i

nδze−κνρL(i), (1)

where κν is the mass attenuation coefficient of Cu at photon
energy hν = 8.048 keV, and n and ρ are the number and mass
density of Cu, respectively. L(i) = (10 μm − iδz)/ sin(27◦) is
the length of Cu that photons from the ith extraction plane pass
through, and δz = 1 μm spacing.

Energy conservation among the particles and fluids is
held during the simulations, with the primary transfer of en-
ergy being proton energy deposition given to the background
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electrons and ions. However, as the Cu-Kα calculations were
performed in postprocessing, the radiated energy loss was not
represented during the simulation. From the particle data col-
lected in the simulations of transport in copper and calculated
emission based on cross sections, we find that the total energy
conversion efficiency from beam protons to Cu-Kα x rays is
0.5%, and that from beam electrons is 1.0%. This means that
the Cu-Kα radiation was not a significant loss and energy was
therefore approximately conserved.

IV. DISCUSSION

Since the target cone structure is in direct contact with the
cone bulk, hot electrons have yet another means of escape.
These electrons not only have a wide divergence beyond the
cone due to enhanced magnetic fields at the cone tip [35],
but also scatter relatively quickly throughout the low-density
foam. Both of these attributes contribute to the approximate
uniformity of the electron population at the top Cu foil. This
is confirmed in our 2D simulations of hot electron transport
through foam in Fig. 6(b). While the electron population is
nonuniform near the foam front, they diverge and scatter
quickly enough to uniformly populate the top (and bottom)
of the foam. It should be noted that the foam height was larger
in the experiment than what was simulated, which would only
make the electrons reaching the top foil more uniform.

Crucially, hot electron simulations through foam also show
that the population is relatively uniform at foam depth 1 mm.
The central bright spots on the foam rear, therefore, must at
least partially be due to the proton beam. This is confirmed
in our 2D simulations of proton beam transport through the
foam in Fig. 6(a). There are orders of magnitude fewer (if any)
protons reaching the top of the foam compared to the rear,
leaving the uniform population of electrons noted above. On
the foam rear, there is a densely populated central region of
protons that decays radially, matching the experimental x-ray
emission profile.

The postprocessed Cu-Kα radial emission profiles at both
foam depths are displayed in Fig. 7, calculated as described in
Sec. III D. At both 0.55 mm and 1 mm depths, hot electron-
driven emission is significant at large radii and exhibits a
gradual incline toward the center. Proton-driven emission, on
the other hand, is primarily on axis and drives up the cen-
tralized total emission profile (solid curve). This sheds light
on the qualitative features within the SCI images in Fig. 3.
The half-foam target [Fig. 3(a)] exhibits a more pronounced
central peak—visually by a sharp change in gradient around
r = 250 μm—compared to the full-foam target [Fig. 3(b)].
Simulations show that this may be attributed to protons whose
emission is confined to r = 250 μm, whereas electron emis-
sion is gradual up to r = 500 μm. This indicates that the
protons retained their beamlike qualities experimentally.

The qualitative match between simulations and experiment
suggests that the proton beam propagates without filament-
ing through the low-density foam. An additional simulation
was run with electromagnetic field calculations switched on,
and only small magnetic fields (∼10 T ) were observed with
no noticeable effects on proton beam transport. This is be-
cause space-charge effects do not play an important role
since the beam is neutralized by the relatively high density

FIG. 7. Cu-Kα radial emission profiles from post-processing of
simulations of 0.55 mm (a) and 1.0 mm (b) foam depths. Arbitrary
units refer to the same scale, resulting in a peak on-axis emission
at the half foam greater than that in the full foam by a factor of 2.
At both depths, the total emission profile (solid curve) is subdivided
into its component electron-driven (dotted curve) and proton-driven
(dashed curve) emissions.

of background electrons compared to protons. The result-
ing low resistive magnetic field is reasonable if we consider
the current density gradient. With peak current density J0 ∼
109A/cm2 and beam transverse scale length �100 μm, the
current density gradient is not significant enough to gener-
ate a focusing magnetic field [15]. Simulations have shown,
however, that decreasing the cone tip diameter can further
focus proton beams [7], presumably up to a limit. Proton
beam requirements for FI include total beam energy tens
of kJ (with Maxwellian temperature several MeV) fit into
a spot size of ∼20 ± 10 μm on the compressed core. To
achieve this, the peak proton current density must be orders of
magnitude larger than what was attained in this experiment,
which begets much steeper current density gradients. At these
levels, self-generated magnetic fields will almost certainly
affect the transport of the beam through a coronal plasma.
Whether the fields act to self-consistently focus or defocus
the beam depends on a number of properties of the transport
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medium as well as beam stopping power. Efforts to mitigate
unstable transport effects or use them to our advantage (i.e.,
focus the beam) must be investigated experimentally, analyti-
cally, and computationally to best determine the prospects of
proton FI.

Honrubia and Murakami [40] explored the effects of proton
beam divergence (beyond the cone) on proton FI require-
ments, yet the beam model assumes that a proton’s deflection
angle after the cone was chosen at random, while within
a fixed beam divergence. The randomized deflection angle
does not take into account the energy-dependence of beam
divergence, i.e., higher energy protons are more likely to
have a lower deflection angle. Nevertheless, they determined
that proton beams with diameter 20-30 μm and divergence
half angle below 10◦ have minimum ignition energy below
20 kJ (assuming the beam is injected ∼90 μm away from the
compressed core). Temporal et al. determined that the proton
bandwidth 7-19 MeV was crucial to ignition from a proton
beam with temperature Tp = 3 MeV and diameter 20 μm at
the compressed core. Our analysis shows that the divergence
of a particular bandwidth of protons may actually be less than
the total divergence of the beam. Given a fixed overall beam
divergence, confining the crucial bandwidth of the proton
beam to the necessary divergence may further relax the proton
beam intensity requirements. In our analysis, the 7-19 MeV
proton bandwidth still has a divergence half angle between
25◦ and 30◦, but further experimental and/or computational
work is necessary to explore the energy dependence of proton
beam divergence beyond cone structures.

More recent work [41] has shown interesting effects of
self-generated fields in hemi-cone targets. In hemi-cone struc-
tures with open cone tips, high-energy protons (>30 MeV)
exhibit an annular profile, while lower energy protons appear
focused in the region that would otherwise be within the
annulus. This was not observed with a hemi-cone structure
with a closed tip. A possible explanation was that transverse
electric fields generated near the open cone tip overfocused
the highest energy protons which arrived early in time. At later
times, some combination of a decaying electric field and lower
energy protons arriving did not produce an annular effect. In
the case of this work, because the foam block was in direct
contact with the cone, one may argue that it was analogous to
an enlarged cone tip, in which case an annular effect would
not have been observed. Nevertheless, proton FI studies [20]
have shown that, given the necessary beam energy, the proton
spectral window primarily responsible for ignition is between
7 and 19 MeV for a compressed core with density 625 g/cm3.
Since the highest energy protons are outside this range, the
annular effect may not be detrimental to ignition success. That
being said, it would be interesting to find the foam (plasma)
density below which this annular profile effect starts to appear,
and which parameters increase or decrease the proton energy
threshold at which the annular effect occurs.

The foam temperature evolution observed in simula-
tions due to proton energy deposition is also unexpectedly
high. Analogous simulations were performed with the exact
same proton source model, but using solid aluminum (ρ =
2.7 g/cm3) and vitreous carbon foam (with identical ρfoam =
0.38 g/cm3) instead of the foam. In these alternate material
cases, the temperature map had the same characteristic con-

tours as in Fig. 6(a), which was expected given the energy
deposition and beam divergence. In the case of vitreous car-
bon foam, the fluid electron temperature still reached several
keV, while that in Al reached a maximum of 150 eV, which
is consistent with previously run simulations with roughly
similar beam parameters.

One possible explanation for the exorbitant temperatures is
as follows. At least in metals at high temperatures (� TFermi ∼
eV), the electron heat capacity is modeled as an ideal gas of
free electrons, i.e., du/d (kBT ) ∝ n f . Because the density of
the foam is about ten times lower than that of Al, the heat
capacity of the foam could also be proportionately lower. This
means it takes far less energy to change the temperature of
the foam by an arbitrary degree than it does to change the
temperature of Al by the same degree. Even when SRIM
calculations [42] show that peak stopping power in Al is 4x
that in CRF foam (i.e., the energy deposited in Al is 4x greater
than that deposited in the foam), the order of magnitude dif-
ference in density (and heat capacity) outweighs the stopping
power calculations. We should note that these simulations can
be made more accurate with better equation-of-state mod-
eling of plastics. Since the material spends very little time
in the cold solid regime, we can neglect those heat capacity
models.

V. CONCLUSIONS

In summary, we conducted an experiment which directed
the proton beam from a typical TNSA hemi-cone configu-
ration into CRF foam with thickness 0.55 or 1.00 mm with
a rear Cu layer to study transport of the intense beam.
The addition of a massive cone to the target hemi foil
reduced the total beam energy by 50% and reduced the
Maxwellian temperature by over 50%. Images of x-ray emis-
sion show a bright spot on the rear Cu film indicative of a
forward-directed beam without major breakup. Simulations
of the transport were conducted using a multi-injection pro-
ton source with the experimentally obtained energy spectrum
but with energy-dependent angular spread. The modeling in-
cluded contributions from hot electrons which broadly filled
the foam. Synthetic Cu-Kα maps were generated through
an additional simulation step and post-processing. While hot
electrons produce an emission profile gently declining with
radius, protons produce a centralized emission profile which
drives up the emission on axis, in qualitative agreement with
experiment. This suggests that protons retain their beamlike
qualities well into the low-density plasma. Simulations also
showed that the intense, cone-focused proton beam was able
to heat the low-density foam to temperatures above 1 keV,
which could be important for future studies if verified experi-
mentally.

The proton current densities generated in this experiment
were not intense enough to induce significant magnetic fields
within the foam, but future work includes assessing the pro-
ton transport dynamics of more intense beams through metal
blocks. Proton beams can be made more intense by increasing
the cone half angle and/or reducing the tip radius, among
other methods. Current calculations predict that several tens of
kJ in proton beam energy must be compacted into several tens
of μm diameter to successfully ignite a typical DT capsule. At
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these scales, developing analytic models to predict collective
effects on proton beam transport will be crucial.

VI. METHODS

Regarding the analysis of the RCFs, because of the long
standoff distance, only a portion of the beam was intercepted
by the first several layers in each pack. The fit temperature and
energy presented in Fig. 2(b) include only what intercepted
the packs and fit to data beyond the first layer. The whole
proton beam, therefore should have a representative temper-
ature that is lower (we estimate only slightly lower) than the
fit value, while the total beam energy is considerably higher
than the presented values. To estimate the full energy of the
beam, we employed a data set taken in a different shot day
with hemi targets and RCF with standoff only ∼8 cm. In that
data set, at each of the layer energies, a ratio was found of the
total dose divided by the dose contained in the square cone
corresponding to this experiment, and the present data set was
weighted accordingly. The proton transport simulations (see
Sec. III) were based on this full extrapolated energy and the
fit temperature. N.B. the films were scanned before the recent
refined scanning techniques presented in Ref. [43] and are no
longer viable.

Regarding the MI source implementation, assigning a
transverse temperature amounts to implementing a Gaussian
transverse velocity distribution

dN/dv⊥ ∝ exp
( − v2

⊥/v⊥
th

2)
, (2)

where v⊥
th

2 = 2T⊥/m with (proton) mass m. With this setup,
a transverse temperature T ⊥

i corresponding to the maximum
opening angle for the ith injection (representing the longi-
tudinal energy bin Ei � E < Ei+1) can be determined in the
following way. The maximum half-opening angle of an injec-
tion is determined by the maximum transverse velocity and
the minimum longitudinal velocity in that injection. Since the
transverse velocity distribution [Eq. (2)] is Gaussian, v⊥ sub-
stantially (by 98%) decays by v⊥ = 2v⊥

th,i—this can be used as
an approximate maximum transverse velocity. The minimum
longitudinal velocity is determined by the lower limit of the
energy bin vi = √

2Ei/m. The maximum half-opening angle

is then θmax ≈ tan−1(2v⊥
th,i/vi ) = tan−1(2

√
T ⊥

i /Ei ). Here we
assume nonrelativistic protons. The transverse temperature

is then determined by matching this with the parabolic fit
θmax(Ei):

T ⊥
i = Ei

4
tan2(θmax(Ei )). (3)

It must also be ensured that an injection’s minimum half-
opening angle does not stray far from θmax(E ). The minimum
half-opening angle is governed by an injection’s upper energy
limit Ei+1 (also the lower limit of the proceeding energy
bin). Given the lower energy limit Ei and transverse temper-
ature T ⊥

i of an injection, the upper energy limit Ei+1 can be
determined by comparing the half-opening angle of the ith
injection’s highest energy protons θ = tan−1(2v⊥

th,i/vi+1) =
tan−1(2

√
T ⊥

i /Ei+1) with the maximum half-opening angle
predicted by θmax(Ei+1):

δθ = θmax(Ei+1) − tan−1

(
2

√
T ⊥

i

Ei+1

)
. (4)

In this way, the energy bins can be deduced recursively, start-
ing from the minimum proton beam energy and ending when
the maximum proton energy is reached. For these simulations,
5◦ is used as a threshold of δθ , i.e., the maximum half-opening
angle is approximately within 5◦ of θmax(E ), empirically taken
from Ref. [37].

The data relevant to this study are available upon reason-
able request to the corresponding author.
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