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Machine-learning potential of a single pendulum
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Reservoir computing offers a great computational framework where a physical system can directly be used
as computational substrate. Typically a “reservoir” is comprised of a large number of dynamical systems,
and is consequently high dimensional. In this work, we use just a single simple low-dimensional dynamical
system, namely, a driven pendulum, as a potential reservoir to implement reservoir computing. Remarkably
we demonstrate, through numerical simulations as well as a proof-of-principle experimental realization, that
one can successfully perform learning tasks using this single system. The underlying idea is to utilize the rich
intrinsic dynamical patterns of the driven pendulum, especially the transient dynamics which has so far been an
untapped resource. This allows even a single system to serve as a suitable candidate for a reservoir. Specifically,
we analyze the performance of the single pendulum reservoir for two classes of tasks: temporal and nontemporal
data processing. The accuracy and robustness of the performance exhibited by this minimal one-node reservoir in
implementing these tasks strongly suggest an alternative direction in designing the reservoir layer from the point
of view of efficient applications. Further, the simplicity of our learning system offers an opportunity to better
understand the framework of reservoir computing in general and indicates the remarkable machine-learning
potential of even a single simple nonlinear system.
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I. INTRODUCTION

The ability of dynamical systems to process information
has commanded long-standing interdisciplinary research in-
terest [1–3]. There are several examples of natural systems
with the capability to perform different forms of intrinsic
computation [4–6]. In the context of machine learning, the
overarching question is how ideas from physics or physical
systems can enhance existing concepts. On one hand, research
directions that can enhance the performance of algorithms
in handling data from dynamical systems is a very pertinent
question [7–11]. On the other hand, research efforts to utilize
physical systems to implement machine-learning learning al-
gorithms have serious implications for new concepts in the
field of artificial intelligence. This line of enquiry also has
consequences for gauging the information processing capacity
of naturally occurring or human-engineered physical, chemi-
cal, and biological systems [12].

Here we consider the reservoir computing (RC) technique
to exploit a dynamical system for machine learning. RC is a
recurrent neural network (RNN) based computational frame-
work, in which the memory capability and rich dynamics of
an RNN can be used for computation without actually training
the network structure itself. Instead, training the readout layer
is sufficient to achieve good performance [13,14]. In this
framework, the network is called the reservoir, as it stores
the input as a high-dimensional spatiotemporal pattern, such
that a linear transformation can efficiently extract the desired
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output in readout. Formally, a low-dimensional temporal in-
put u(t ) is transformed into a much higher dimensional state
vector x(t ) by the reservoir. These state vectors are processed
further by the linear readout to get a desired output. For
its simplicity, scalability, and lower training costs, reservoir
computing has attracted widespread research interest, both in
terms of applications [15–24] as well as basic development of
the general framework [25–29].

In this article, we show through both numerical simula-
tions and experimentation that a surprisingly simple system,
namely, a single forced pendulum, has sufficient richness in
its dynamics to process information for intelligent compu-
tation. The central idea is that, instead of multiplexing the
input in state space, we encode the inputs in the temporal
patterns, effectively making it act like a high-dimensional
system [30–33]. In this work, we will assess the performance
of our reservoir in the arena of both temporal and nontem-
poral tasks, and demonstrate that both these classes of tasks
can be performed using our minimal one-node reservoir with
strikingly good performance.

II. RESERVOIR DYNAMICS

Specifically, we consider a pendulum of length l with a bob
of mass m, periodically driven with a force of amplitude F ,
depicted schematically in Fig. 1. Given a damping coefficient
b of the medium, the equation of motion can be written as

d2x

dt2
= −g

l
sin(x) − k

dx

dt
+ f sign [sin(ωt )], (1)

where the sign[·] function represents a square wave that tog-
gles between +1 and −1 according to the argument being
positive or negative, respectively. Here f = F

m and k = b
m are
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FIG. 1. (a) Schematic of the reservoir, (b) dynamics of an under-
damped pendulum without forcing (solid black line) with the period
of the driving force shown by dotted red lines; and (c) transient
dynamics of the system (solid black line) under periodic forcing (in-
dicated by alternating red and blue backgrounds). In the presence of
periodic driving, the dynamics is quasiperiodic here, as the frequency
of force is not equal to the natural frequency of the pendulum.

the amplitude of the force and damping coefficient per unit
mass. This system can yield quasiperiodicity (as depicted in
Fig. 1) and has been studied extensively [34–36]. With no loss
of generality, we have considered k = 5 × 10−2 and l = 1.0
for the numerical simulations presented in this study.

The unique dynamics arising at each point in f -ω param-
eter space is evident from the bifurcation diagrams shown in
Fig. 2. Unlike most studies, here we examine the temporal pat-
terns arising, not just in the asymptotic case but in the transient
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FIG. 2. Bifurcation diagram of the reservoir dynamics, (a, b)
with respect to amplitude f of the driving force, with ω = 1.0, and
(c, d) with respect to the driving frequency ω, with f = 1.5. The first
column (a, c) represents the asymptotic dynamics, and the second
column (b, d) shows the transient dynamics starting from initial state
[x, ẋ] = [0, 0]. The regions between dashed red lines are used to
encode the input to the reservoir.

dynamics as well. The comparative features of the transient
reservoir dynamics and the asymptotic dynamics can be seen
from the two columns displayed in the figure. Clearly, the
transient dynamics provides a richer repertoire of nonlinear
patterns than the asymptotic behavior, and we will crucially
use this aspect to encode information more efficiently.

III. INPUT ENCODING

Multiplexing the input signal efficiently into the reservoir
dynamics is a crucial step for reservoir computing. The com-
plete information should be stored into the reservoir. For our
case, we have three possible choices to feed the input to the
system. One option is to encode the input information with
the initial condition. But this is not an efficient choice. As
different trajectories can evolve to the same attractor, the pre-
images are not unique after transience, with different initial
conditions producing the same asymptotic trajectories. Hence
this will lead to input information loss and hinder robust and
consistent input encoding. Alternatively, one can encode the
input using the two system parameters: amplitude ( f ) and
frequency (ω) of the applied force. Either of these two options
is a better choice than input encoding with initial conditions,
as each point in f -ω space gives rise to a unique dynamical
sequence.

In this work we focus on tasks involving one-dimensional
inputs, and hence only one parameter needs to be varied for in-
put encoding while the other parameter can be kept fixed. We
will consider input encoding using both the amplitude and the
frequency of forcing in order to compare the efficacy of these
two alternative methods of input encoding for different tasks,
including their robustness in the presence of noise. We will
denote the scheme of input encoding using forcing amplitude
f as amplitude encoding, while the scheme where inputs are
encoded using the forcing frequency ω will be simply referred
to as frequency encoding.

First consider the amplitude encoding scheme where we
multiplex the input with the amplitude of force f . In this
scheme we need to choose a range of the parameter, say
f ∈ [ fmin, fmax], and we then need to scale all input points
into this range. This scaling transformation (u → f ) can be
expressed as f = fmin + ( fmax − fmin)u, where u is the nor-
malized input in range [0,1]. Formally, u = min[ũ(t )]+ũ(t )

max[ũ(t )]−min[ũ(t )] ,
ũ(t ) being the original input signal. Specifically, the range of
f for this scheme is taken to be [1,2] as shown in Fig. 2(b).
For the frequency encoding scheme, we can proceed in a
similar fashion, with parameter ω replacing parameter f in
the formalism.

As a testbed to gauge the performance of our system we
will consider two distinct classes of tasks: one task will in-
volve processing nontemporal signals and another task will
consider processing temporal signals. In general, reservoir
computing has proven to be successful in solving time-
dependent data processing, stemming from the nonlinear
memory effect of the reservoir. But for nontemporal tasks,
we need to remove the memory effect. This can be achieved
by resetting the reservoir to a fixed point after feeding an
input data point to it. Specifically for our case, the reservoir
is set to [x, ẋ] = [0, 0] after each input. A step-wise detailed
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discussion of the training procedure can be found in Ap-
pendix A 1 of this article.

IV. RESERVOIR STATE AND REGRESSION

The transient dynamics of the reservoir is stored in a dis-
cretized form as the state vector. Only the transient part of
the dynamics is considered as it produces a richer nonlinear
repertoire than its asymptotic behavior. More formally, the
state vector is the set of variables x(t ) recorded at a fixed
sampling rate κ� [κ = 1, 2, 3, . . .], an integer multiple of the
sampling cycle frequency �; i.e., for each sampling cycle
we record κ values of x(t ). Thus if we store the data for N
cycles for each input, states to be stored can be written as
S = [x(0), x(τ ), x(2τ ), . . . , x(κNτ )], where τ = 2π

κ�
is the

sampling interval. For each point ũ(ti ), i = 1, 2, 3, . . ., of in-
put signal, one reservoir state Si is noted. Note that, after
driving the reservoir with each input point therewith noting
corresponding S, we reset the reservoir to [x, ẋ] = [0, 0].

Now, for the regression, a state vector Xi is formed
corresponding to each input point u(ti ) using the set of
noted Si. For nontemporal tasks, Xi is a function of only
the current state Si. For that, we produce the state vec-
tor simply as the column matrix Xi = [Si]T , where [·]T

represents the transpose. For temporal tasks, we form the
state vector corresponding to any particular input with the
current states as well as states corresponding to a cer-
tain number of previous input points; i.e., we take Xi =
[w0Si−m, w1Si−m−1, . . . , wm−1Si−1, wmSi]T , where w j, j =
0, 1, 2, . . . , m, are the weights of previous input states, fol-
lowing a linear distribution in the range [0,1]. The linear
distribution was found to work well in this case [37–39].
Please refer to Appendix A 2 for details. Here m is the finite
memory, which can be considered as a hyperparameter to be
tuned for different kinds of temporal tasks and allows us to
achieve the required fading memory to process temporal data.
In our numerical simulations, we have considered m = 100.

For the two schemes of input encoding the value of � is
different. In the amplitude encoding scheme we take � = ω,
the frequency of driving force, and for the frequency encoding
scheme we consider � = ω0, the natural frequency of the
oscillator. In general, � can be treated as another hyperpa-
rameter for both schemes.

Thus, for a complete input signal ũ(t ) one has the reser-
voir state vector matrix � = [X1, X2, X3, . . . , XL], L being the
length of the input signal. So the matrix � has the dimension
κN × L for task I and mκN × L for task II, where κ and N are
hyperparameters that can be optimized for best results.

Now if the corresponding output for ũ(t ) is ṽ(t ), the linear
transformation between the output signal and the reservoir
state vector matrix can be written as ṽ = W �, where W is
the (1 × κN)-dimensional connection matrix. This matrix can
be evaluated using a training data set by a regression method
as W = ṽ�−1. Specifically for this purpose, we have used the
Moore-Penrose pseudoinverse [40].

V. MACHINE-LEARNING TASKS

To check the performance of the reservoir we consider two
tasks. The first task is nontemporal, and involves the learning
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FIG. 3. The comparison of predicted output with target for (a, b)
task I and (c, d) task II. (a) and (c) are the results obtained with the
amplitude encoding scheme and (b) and (d) are those obtained with
frequency encoding.

of a high-degree polynomial. The second task involves tem-
poral data processing, and considers the difficult task of using
data from one state variable to infer another state variable in a
chaotic system.

Specifically, the aim of task I is to approximate a
seventh-degree polynomial given by f (x) = (x − 3)(x −
2)(x − 1)x(x + 1)(x + 2)(x + 3) in the range x ∈ [−3, 3]. As
this task corresponds to nontemporal input processing, one in-
put point x is necessary and sufficient to get the corresponding
output f (x).

Our second task (task II) pertains to the inferring of a
missing variable of a chaotic attractor dealing with temporal
data processing. As an illustrative example, here we consider
the state variable x(t ) of a chaotic Lorenz system [ẋ = 10(y −
x), ẏ = x(28 − z) − y, ż = xy − 8z/3] [41,42] as input to in-
fer another state variable, y(t ) or z(t ), as output.

This class of tasks is considered to be a benchmark to test
the performance of a reservoir [43,44].

VI. RESULTS

The efficiency of the reservoir is analyzed by estimating
the accuracy of the tasks it performs, quantified by root mean
square error (RMSE) of the predicted output with reference
to the target one. We find that the reservoir works with great
accuracy for both temporal and nontemporal tasks, for both
schemes, as is clearly discernible from Fig. 3. The success of
our single-node reservoir is also evident quantitatively from
Table I, which lists the order of accuracy obtained for the
tasks.

For task I, we find that a reservoir trained with only 500
data points can approximate the polynomial with RMSE of the
order of 10−10. Further, smaller training data sets do not sig-
nificantly degrade the accuracy obtained. For instance, even
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TABLE I. Comparison of performance, as quantified by the
RMSE, under two different schemes of input encoding, with one
method using the forcing amplitude f and the other method using
forcing frequency ω to encode inputs. The first value reports the
testing phase result as the order of average RMSE obtained with 100
time series samples, for noise-free systems, while the second value
gives that obtained in the presence of noise.

Input encoding Task I Task II

f 10−10, 10−2 10−5, 10−5

ω 10−8, 10−3 10−5, 10−5

training data sets with size as low as 100 yields accuracy of
the order of 10−6.

For the case of task II, the reservoir was trained with data
set of length 5000, and it yielded an accuracy of the order of
10−5. While the prediction of both variables y(t ) and z(t ) was
found to be very good, we present the result of the x(t ) → z(t )
prediction in Table I. For the tasks we have considered, the
prediction accuracy of the trained reservoir is independent of
the testing data length, and for the numerical results listed
in Table I we have taken the testing data length to be the
same as the training data length. So from the results it is
clear that, even for the tasks involving intensive and complex
information processing, the one-node reservoir predicts the
output successfully.

A. Performance in presence of noise

We now assess the robustness of the performance in the
presence of a noise floor. In order to examine the effect of
noise on the performance, we have perturbed each state vari-
able with a random noise, uniformly distributed in the range
[−0.01 : 0.01]. The results are displayed in Table I. It is clear
that the performance is reasonably stable even in the presence
of such significantly large noise. Further, we notice that en-
coding inputs via the frequency of the drive is more robust and
accurate than encoding inputs via the amplitude of forcing.
This suggests that for optimal and most robust implementa-
tion, different control parameters for encoding information
should be investigated, as the nature of the dynamics could be
quite different under variation of different parameters, leading
to different robustness in the presence of noise.

B. Comparison of performance with multinode reservoirs

We have also compared the efficiency of our single-node
reservoir with the multinode reservoirs utilized in earlier stud-
ies. As a representative example, we have considered the
reservoir of an environmentally coupled Lorenz oscillator net-
work [45] to show the comparison in terms of the similar
tasks performed by the two reservoirs. The tasks considered
are the attractor reconstruction of chaotic Rössler and chaotic
Chua systems, and the filtering of a Mackey-Glass time series.
Table II lists the accuracy obtained for these tasks performed
by both the reservoirs when trained with same training data.
These results suggest that our single-node reservoir has the
potential to perform better than a reservoir comprised of a
large network of dynamical systems.

TABLE II. Comparison of performance, as reflected by the
RMSE obtained from reservoir computing implemented by a multin-
ode network reservoir and a single-node pendulum reservoir, for
three illustrative tasks (from left to right): attractor reconstruction of
a chaotic Rössler system, attractor reconstruction of a chaotic Chua
system, and filtering of a Mackey-Glass time series.

Reservoir/Tasks Rössler Chua Mackey-Glass

Multinode network 10−9 10−6 10−4

Single pendulum 10−14 10−6 10−11

C. Utilizing a single Duffing oscillator for machine learning

In order to explore the generality of our results we have
investigated another low-dimensional nonlinear system that
can be readily implemented in the laboratory. We have also
chosen a system which allows us to gauge the comparative
performance of the systems as the reservoir with different
dynamical complexity. Specifically we implement reservoir
computing with a single Duffing oscillator serving as a “reser-
voir.” The dynamics is given by the evolution equations

ẋ = y,
(2)

ẏ = −δy − βx − αx3 + f cos(ωt ),

with parameter set chosen as follows: δ = 0.2, β = −1.0, α =
1.0, and ω = 1.0. The comparison of transient and asymptotic
dynamics at complexity is depicted in Fig. 4.

The results of Table III offer us a testbed for gauging the
comparative performance of systems with different dynamical
complexity serving as a single-node reservoir. The crucial
feature we exploit here is that transient periodic and quasiperi-
odic behavior offers a rich repertoire of temporal sequences,
while not suffering from the extreme sensitivity to initial con-
ditions that comes alongside the complexity of chaos. So we
find that the combination of stability and complexity offered
by periodic and quasiperiodic transient dynamics makes this
class of dynamical behavior most suited as a reservoir.
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FIG. 4. (a) Bifurcation diagram of the asymptotic dynamics of
the Duffing oscillator. (b–d) Bifurcation diagrams for the transient
counterpart in the periodic, chaotic, and quasiperiodic regions, re-
spectively, as marked in (a) by dashed rectangles.
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TABLE III. Comparison of performance quantified by RMSE, obtained by reservoir computing implemented using a single periodic,
quasiperiodic, and chaotic Duffing oscillator as a reservoir. The first row presents results obtained using asymptotic dynamics, and the second
row presents results obtained using transient dynamics.

Periodic Quasiperiodic Chaotic

Task I Task II Task I Task II Task I Task II

Asymptotic 2 × 10−7 3 × 10−3 1 × 10−7 1 × 10−2 1 × 100 2 × 100

Transient 6 × 10−12 2 × 10−3 2 × 10−8 1 × 10−3 1 × 10−8 7 × 10−3

D. Proof-of-principle experiment

We have also investigated the performance of a single-
node reservoir that utilizes actual laboratory data from an
experimental realization of a forced pendulum. Remarkably,
even this simple experimental system yields very good per-
formance, as seen from the results displayed in Fig. 5. The
detailed discussion of experimental setup and procedure is
listed in Appendix B.

VII. CONCLUSIONS

In summary, we have successfully demonstrated that a
single simple dynamical system, such as a pendulum, can be
used effectively as a reservoir in reservoir computing. Specif-
ically, we exploited the rich dynamics of a driven pendulum
for a single-node reservoir to perform complex artificial in-
telligence tasks. The efficacy of our idea is demonstrated
through a range of tasks, and further verified using an ex-
perimental system as a reservoir computer. Earlier attempts
to implement machine learning with single classical systems
have employed time-delay systems [32,33]. However, it is
well known that such systems are effectively very high di-
mensional. So our central result of successfully implementing
reservoir computing using just a simple, low-dimensional sys-
tem, is noteworthy and surprising in its effectiveness.

In this study, we have undertaken two classes of tasks,
one processing temporal signals and the other nontemporal
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FIG. 5. Accuracy of task I, using the time series of a laboratory
realization of a pendulum as a reservoir, demonstrating the ability of
a simple experimental system to execute computational tasks. Here
the frequency encoding scheme is used.

inputs. One of the directions our work suggests is the use
of the transient dynamics of nonchaotic nonlinear systems
as the “reservoir” in single-node reservoir computing, as it
offers both stability and complexity. The temporal patterns
embedded in the transient dynamics of a nonlinear system
can thus provide a rich set of transformations for the readout
layer. We present results from numerical simulations, with the
parameters of the dynamical system utilized as a reservoir
chosen in such a way that it can be easily realized in laboratory
experiments.

Importantly, this work can also be extended to deal with
noisy real-world data sets containing impurities. Further,
physical implementations of the idea can be potentially ex-
tended to much smaller, faster, and power-efficient systems,
for instance, dynamical systems realized with integrated cir-
cuit chips. So these ideas can lead to the foundation of
powerful machine-learning enabled chips.

In conclusion then, we have demonstrated that a single
low-dimensional nonlinear dynamical system has remarkable
potential for information processing, and can serve as a “reser-
voir” for reservoir computing. These results also open up the
possibility of other simple dynamical systems for single-node
reservoir computing, and a wide variety of natural systems
can be considered as potential candidates for the reservoir.
Thus this work provides a significant step forward towards the
broad goal of exploiting intrinsic dynamics of natural systems
for intelligent computation.
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APPENDIX A: TRAINING OF THE RESERVOIR

1. Details of the procedure

Step 1. Produce the training data set as input u(t ) =
[u(t1), u(t2), . . . , u(tL )] and the corresponding output v(t ) =
[v(t1), v(t2), . . . , v(tL )].

For example, in task I, u(t ) is a set of x values randomly
distributed over the domain [−3 : 3] and v(t ) is corresponding
f (x) in the same order. For task II, u(t ) is the x state variable
data of a chaotic Lorenz system in a prescribed time interval
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FIG. 6. Top: The schematic for the training procedure. u(ti ), which refers to one particular point of input data set u(t ), is fed to the reservoir
by setting the driving force amplitude ( f ) and frequency (ω) accordingly (refer to step 3). Bottom: The process to form reservoir state vector
Xi using reservoir dynamics Si, in which the fading color intensity represents decreasing weights for the temporal task case (see step 4).

(for instance, in a time interval of length 0.1) and v(t ) is the
corresponding z state variable data.

Step 2. Scale the input u(t ) in a selected range of the
encoding parameter ( f or ω). For amplitude encoding, u(t )
is scaled to [ fmin, fmax] range and ω is held constant for
all u(ti )’s. So the updated input to the reservoir becomes
[( f1, ω), ( f2, ω), . . . , ( fL, ω)] in the form of magnitude and
frequency of the driving force. Similarly for frequency en-
coding, u(t ) is scaled to the [ωmin, ωmax] range and f is
held constant for all u(ti )’s. Hence the input to the reservoir
becomes [( f , ω1), ( f , ω2), . . . , ( f , ωL )].

For example consider task I performed with the amplitude
encoding scheme; the range of f is taken to be [1 : 2]. So the
input x in the range [−3 : 3] needs to be scaled into [1 : 2].
Hence, the x → f scaling is defined as f = 1 + (x + 3)/6.

Step 3. Run the reservoir starting with initial state [x, ẋ] =
[0, 0] with driving force parameters [ fi, ωi] corresponding
to input u(ti ). The reservoir state x(t ) is recorded at a fixed
sampling rate κ� [κ = 1, 2, 3, . . .], an integer multiple of the
sampling cycle frequency �; i.e., for each sampling cycle
we record κ values of x(t ). Thus if we store the data for N
cycles for each input, states to be stored can be written as
S = [x(0), x(τ ), x(2τ ), . . . , x(κNτ )], where τ = 2π

κ�
is the

sampling interval.
For the two schemes of input encoding the value of � is

different. In the amplitude encoding scheme we take � = ω,
the frequency of driving force, and for the frequency encoding
scheme we consider � = ω0, the natural frequency of the
oscillator. In general, � can be treated as another hyperpa-
rameter for both schemes.

For each point u(ti ), i = 1, 2, 3, . . ., of the input sig-
nal, one reservoir state Si is noted. That is, Si is the
reservoir’s transient dynamics corresponding to the pa-
rameter [ fi, ωi] determined by a single input point u(ti ).

Step 3 is repeated for i = 1, 2, 3, . . . , L (see Fig. 6 for
schematic).

Step 4. A reservoir state vector Xi corresponding to a sin-
gle input point u(ti) is produced from stored dynamics Si’s.
For nontemporal tasks, Xi = [Si]T . But for temporal tasks,
Xi = [w0Si−m,w1Si−m−1, . . . ,wm−1Si−1,wmSi]T , where w j ,
j = 0, 1, 2, . . . , m, are the weights of previous input states,
following a linear distribution in the range [0,1]. Here m is
the finite memory. In our numerical simulations, we have
considered m = 100.

So, for temporal tasks, an initial m number of input points
are used only to generate the dynamics required to achieve the
memory effect to form reservoir state X . This implies the very
first reservoir state X1 corresponds to input data point u(tm+1).

Step 5. All reservoir state vectors Xi are stacked to
form state vector matrix �. Thus, for a complete in-
put signal, one has the reservoir state vector matrix � =
[X1, X2, X3, . . . , XL], L being the length of the input signal.
The matrix � has the dimension κN × L for nontemporal
tasks and mκN × L for temporal tasks, where κ and N are
hyperparameters that can be optimized for best results.

The output data set v(t ) is used for regression to find the
set of output connection W . Now if the corresponding output
for u(t ) is v(t ), the linear transformation between the output
signal and the reservoir state vector matrix can be written as
v = W �, where W is the (1 × κN)-dimensional connection
matrix. This matrix can be evaluated using a training data
set by regression method as W = v�−1. For this purpose, we
have specifically employed the Moore-Penrose pseudoinverse.

2. Linear memory

For sequential information processing, the memory of pre-
vious inputs is essential to be taken care of. That is the
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FIG. 7. Experimental setup.

reason why reservoir computing has been so successful in
performing sequential tasks using its echo state properties.
Information regarding any particular input is echoed into the
reservoir dynamics corresponding to subsequent inputs. But
for our scheme, to utilize the transient dynamics, we need to
reset the reservoir after each input point multiplexing. Thus
reservoir dynamics corresponding to any input becomes com-
pletely independent of each other. So to achieve the memory
effect for sequential task processing, we manually stack the
previous input dynamics with any particular input dynamics
with gradually lesser weights than the previous ones. The
weights for our case are considered to be a uniform linear
distribution in the range [0 : 1] with previous dynamics having
lesser weights. The linear distribution works better than a
few other nonlinear distributions like exponential decaying
weights, because the memory stored in a dynamical system
is degraded with increase in nonlinearity [37,38].

APPENDIX B: EXPERIMENTAL REALIZATION OF THE
SINGLE PENDULUM RESERVOIR

1. Components

The components used for this experiment are listed and
described below (see Fig. 7).

(1) A hollow aluminium rod of length 50 cm and cross-
section diameter of 1 cm is used, with one end attached to a
rigid platform to hang from by a pivot. A bob is attached to
the other end.

(2) A cylindrical bob of length 6 cm and cross-section di-
ameter 4.5 cm holds two opposite facing propellers aligned in
the plane of oscillation. This also contains the control unit of
propellers inside with some added weight. The total weight of
the bob is 0.5 kg approximately.

(3) Two A2212/13T (1000 kV) brushless DC (BLDC)
motors are attached to the bob with two 10-in. (1045) pro-
pellers each.

(4) Two 30-A electronic speed controllers (ESCs), kept
inside the bob, are used for controlling the speed of two
motors by a microcontroller.

(5) A microcontroller (Arduino Nano) attached with the
bob is used to receive wireless data and pass it to the ESCs.
This is actually the part of the circuit responsible for generat-
ing the driving force function.

(6) An HC 05 Bluetooth module enables the possibility to
receive control input wirelessly without affecting the natural
dynamics.

(7) An MPU-6050 GY-521 gyro sensor is attached to the
pendulum near the pivot to collect the angular deflection data
of the pendulum with time. This sensor is interfaced with
another microcontroller via fine flexible wires.

(8) An Arduino Uno is used to receive and decode the
gyro sensor data and to communicate with the computer for
calculation.

(9) An external DC power supply is used to power the
whole setup.

2. Experimental steps

(a) Step I. We start by setting up the system with all the
components and required circuit connections.

(b) Step II. First, we need to calibrate two brushless DC
motors. The controllers (ESCs) take a high-frequency square
wave signal input and according to its pulse width the speed
is decided. So, by the microcontroller we need to generate a
pulse width modulated (PWM) signal specifying the width in
the range [0,180]. Basically, 0 corresponds to no rotation and
180 to full speed. Now, the speed decides the amount of force
exerted (F ) by the propellers. We need to find out a relation
between f = F/m and the input pulse width for the pulse
width modulation.

This is done using a simple setup. Say, for pulse width p
a propeller generates a force F and due to that the pendulum
rests at an angular displacement θ . In this case, F = mg sin(θ )
or f = g sin(θ ). Hence, for any p we can find the value of
f . Repeating this process with both the motors a sufficient
number of times with the setup, and fitting the data to straight
lines, we can find calibration curves for any value of f for the
two motors.

(c) Step III. We need to program the microcontrollers ac-
cording to the requirement of operation. The Arduino Nano,
attached to the bob, should receive the wireless signal of the
ESC inputs and the ω value to generate the driving force func-
tion. Similarly, the Arduino Uno interfacing the gyro sensor
should be programed to sample data at rate defined by τ .

(d) Step IV. The setup is run with required inputs and the
gyro sensor data from the Arduino Uno are stored. Reservoir
states are generated for both training and testing data inputs.

(e) Step V. Training reservoir states are used for regression
with their corresponding output.

(f) Step VI. Using the optimal output weight evaluated by
regression, test reservoir states are used to find the output, and
the predicted output is compared with the target output.

3. Drop in performance with the amplitude encoding scheme

Figure 5 of the article shows the results from this exper-
iment using the frequency encoding scheme. However, there
is a significant effect of noise on the performance when the
amplitude encoding scheme is used. The factors that affect the
performance under the amplitude encoding scheme are ratio-
nalized as follows. To use the amplitude encoding scheme one
needs to multiplex the input with the amplitude of force. In the
experimental setup, we can control only the pulse width of the
ESC input, and two transformations need to be implemented.
First, the pulse width information is converted into speed,
and second, according to varying speeds, different magnitudes
of the reaction force generated by the propellers are exerted
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on the system. So there are many potential factors affecting
the control of input force, such as the electronic or thermal
noise affecting the ESCs and air density, ambient temperature,
the environment’s aerodynamics, and so on. So there is no
direct control over the forcing amplitude, i.e., the value of

f . On the other hand, the frequency encoding scheme simply
encodes input information using the frequency of the force ω,
on which there is a direct control. Since the frequency can be
controlled with a precision of ∼(μs)−1 by the microcontroller,
the frequency encoding scheme yields better results.
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