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Long-term properties of finite-correlation-time isotropic stochastic systems
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We consider finite-dimensional systems of linear stochastic differential equations ∂t xk (t ) = Akp(t )xp(t ), A(t )
being a stationary continuous statistically isotropic stochastic process with values in real d × d matrices. We
suppose that the laws of A(t ) satisfy the large-deviation principle. For these systems, we find exact expressions
for the Lyapunov and generalized Lyapunov exponents and show that they are determined in a precise way only
by the rate function of the diagonal elements of A.
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I. INTRODUCTION

Finite-dimensional first-order systems of linear differen-
tial equations with stochastic coefficients appear in stochastic
dynamics, the theory of turbulence and turbulent transport,
kinematic dynamos, and many other physical, chemical, and
biological problems (see, e.g., [1,2]). The long-term solu-
tions of these systems have been investigated for the case of
Gaussian and δ-correlated-in-time stochastic noise [3,4]. In
this paper we study the case of isotropic non-Gaussian statis-
tics and the finite correlation time of the noise.

Consider a system of linear equations

∂t xk (t ) = Akp(t )xp(t ), k = 1, . . . , d, (1)

where A(t ) is a stationary continuous real d × d matrix
stochastic process with a known law. It is assumed to be
statistically isotropic, i.e., OA(t )OT and A(t ) are identically
distributed at any t and have the same time correlations for
any O ∈ O(d ).

The formal solution of (1) can be written as

xk (t ) = Qkp(t )xp(0),

where the evolution matrix Q satisfies the equation

∂t Q(t ) = A(t )Q(t ), Q(0) = 1. (2)

For each continuous realization of A(t ) there exists a well-
defined solution of (2) given by the Volterra product integral
[5] (in quantum-mechanical terminology this is also called T
exponential)

Q(t ) =
t∏

τ=0

[1 + A(τ )dτ ]. (3)
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So the solutions of (2) can be interpreted as continual products
of random matrices.

In many physical problems (e.g., stochastic dynamics
and turbulent transport) one is basically interested in the
infinite-time asymptotic behavior of the norms of the basis
multivectors [6,7]

E1 = ‖Q�e1‖, E2 = ‖Q�e1 ∧ Q�e2‖,
Ed = ‖Q�e1 ∧ · · · ∧ Q�ed‖.

For instance, the absolute value of a passive vector advected
by a random smooth flow is E1; the density of an advected
passive scalar in the presence of weak molecular diffusion is∏d

k=1 min{Ek−1E−1
k , 1} [8,9]; the energy of the magnetic field

generated by a turbulent magnetohydrodynamic flow with
strong conductivity is min{E2

1 /E2, E2
2 /E1} [10–12].

From the multiplicative Oseledets theorem [13] it follows
that almost surely there exist the limits

lim
T →∞

(
1

T
ln Ek

)
= λ1 + · · · + λk, k = 1, . . . , d. (4)

The constants λk are called Lyapunov exponents (LEs). Com-
plete information about the asymptotic behavior of the set {Ek}
is contained in the generalized Lyapunov exponents (GLEs)
[14] defined by

w(η1, . . . , ηd ) = lim
T →∞

1

T
ln

〈
Eη1−η2

1 Eη2−η3
2 · · · Eηd−1−ηd

d−1 Eηd

d

〉
,

(5)

where 〈· · · 〉 is the average over all realizations of A(t ), ηk ∈
R. For example, the LEs can be expressed in terms of GLEs:

λk = ∂

∂ηk
w(0). (6)

The calculation of the values of (4) and (5) is the subject of
this paper.

Most previous investigations considered the case of a
Gaussian A(t ) that is δ correlated in time. For this case,
the exact expressions for LEs were found in [15–17]. The
δ-correlated process typically has paths that have a break at
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each of their points, so Eq. (2) requires a stochastic conven-
tion; the known results for that case refer to the Stratonovich
convention [18,19].

However, in many physical applications random processes
acting as multiplicative noise are generally non-Gaussian and
have finite (nonzero) correlation time. For continuous pro-
cesses the solutions (3) are well defined, so there is no need for
stochastic conventions. It is well known [20,21] that for such
systems, the central limit theorem is not valid in the sense
that all connected correlators (cumulants) of A(t ) contribute
equivalently to the LEs and GLEs. So the result may differ
essentially from the Gaussian case.

To deal with nonzero correlation time, the renovation
model has been developed by different authors [22,23]: A
nonstationary piecewise constant process is substituted for the
stationary continuous process A(t ). Alternatively, we stay in
the frame of stationarity and use the large-deviation principle;
in quantum mechanics and quantum field theory the corre-
sponding technique is known as the low-frequency limit. For
the processes Ai j (t ) that satisfy the large-deviation principle,
this allows us to get exact expressions for LEs and GLEs;
it appears that they are completely determined by the rate
function of the diagonal elements Akk .

Iwasawa decomposition

To get explicit expressions for the LEs and GLEs, one
performs the Iwasawa decomposition of the evolution matrix

Q = RDZ,

where R is the orthogonal matrix, D is positive diagonal, and
Z is the upper triangular unipotent matrix:

RRT = Î, Di j = δi jDi, Di > 0, Zi< j = 0, Zj j = 1.

Then Ek = D1 . . . Dk and the LEs can be expressed by

λk = lim
T →∞

1

T
ln Dk, λ1 � · · · � λk. (7)

The expression for the GLEs takes the form

w(η1, . . . , ηd ) = lim
T →∞

1

T
ln〈Dη1

1 · · · Dηd

d 〉. (8)

The statistical properties of R, D, and Z behave differ-
ently during the evolution (2); we are interested only in the
statistics of D.

In the next section we consider the main strategy and
the application of the large-deviation theory on a simple
one-dimensional example. Then we proceed to the multidi-
mensional case and make use of the isotropy to calculate the
GLEs. In conclusion, we reformulate the results in terms of
the effective δ process, which is a useful tool for physical
applications.

II. ONE-DIMENSIONAL CASE

A. Rate function and GLEs

Consider one-dimensional differential equation with mul-
tiplicative noise

∂t x(t ) = ξ (t )x(t ), x(0) = 1, (9)

where ξ (t ) is a continuous stationary random process with a
given law. We are interested in the moments 〈xη〉, η ∈ R.

For any realization of ξ (t ), the solution of (9) is

x(T ) = exp

(∫ T

0
ξ (t )dt

)
.

We assume that ξ (t ) satisfies the large-deviation principle
[24], i.e., that the probability density of its time average

1

T

∫ T

0
ξ (t )dt = ξ̄

satisfies at large T → ∞ the relation

ρξ̄ (a) ∼ e−T J (a),

where the sign ∼ means that there exists the limit

lim
T →∞

1

T
ln ρξ̄ (a) = −J (a).

Here J (a) is the rate function (Cramér function). Then

〈xη(T )〉 =
∫

eT ηaρξ̄ (a)da ∼ eT w(η), (10)

where w(η) is the Legendre transform of the rate function

w(η) = sup
a

[ηa − J (a)]. (11)

This proves the existence of the limit

lim
T →∞

1

T
ln〈xη(T )〉 = w(η), (12)

where w(η) is the GLE of the process ξ (t ). We note that, ac-
cording to (10), the function w(η)T at large T coincides with
the cumulant-generating function of the integral

∫ T
0 ξ (t )dt .

Let the cumulants (or connected correlators)

〈ξ (t1) · · · ξ (tn)〉c = W (n)(t1 − t2, . . . , t1 − tn) (13)

be regular fast-decaying functions (i.e., let
∫

W (n)dt2 · · · dtn
converge). Then the cumulant-generating functional

W [η(t )] = ln

〈
exp

( ∫
dt η(t )ξ (t )

)〉
(14)

can be expanded in the infinite series in η(t ):

W [η(t )] =
∑

n

1

n!

∫
W (n)(t1 − t2, . . . , t1 − tn)

× η(t1) · · · η(tn)dt1 · · · dtn. (15)

In accordance with (14),

〈xη(T )〉 =
〈

exp

(
η

∫ T

0
ξ (t )dt

)〉
= eW [ηI[0,1] (t/T )], (16)

where I[0,1] is the indicator function of the segment [0, 1].
Substituting (15), we find

lim
T →∞

1

T
ln〈xη(T )〉 =

∑
n

w(n)

n!
ηn, (17)

where

w(n) =
∫

W (n)(t1 − t2, . . . , t1 − tn)dt2 · · · dtn. (18)
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Comparing (10) with (17), we get

w(η) =
∑

n

w(n)

n!
ηn. (19)

From (13) and (19) we see that the long-time asymptotics of
the moments 〈xη〉, as well as the GLEs, do not depend on
the details of the cumulants and are determined only by their
integrals (18).

B. Low-frequency limit

We now consider an alternative way to find the GLEs based
on the Lagrangian formalism. The aim is to derive the relation
between the Lagrangian density and the rate function.

We start from the probability density functional ℘[ξ (t )],
which can be presented in the form

℘[ξ ] ∼ e−S[ξ ], S[ξ (t )] =
∫

dt L(ξ, ∂tξ, ∂2
t ξ, . . . ).

Here L is the Lagrangian density. For example, the case L =
1
2 (ε∂τ ξ )2 + 1

2ξ 2 corresponds to Ornstein-Uhlenbeck process
with the only nonzero cumulant W (2)(t1 − t2) = 1

2ε
e−|t1−t2|/ε .

Generally, L is nonlocal and contains derivatives of all orders.
The generating functional can then be written in the form of
the Feynman-Kac integral [25]

eW [η(t )] ∼
∫

[dξ ] exp

(
−

∫
dt[L(t ) − η(t )ξ (t )]

)
. (20)

In the Section II A we saw that the logarithm of the
moments 〈xm〉 is determined by the functions η(t ) that are
constant in the time range [0, T ] [Eq. (16)]. For this reason, we
are interested in the values of W [η(t )] on slowly varying func-
tions with characteristic timescale T : ηT (t ) = η(t/T ) (the
low-frequency limit). In (20) we rescale the time t = τT and
change accordingly the integration variable: ξ (t ) = ξT (τ ).
Then from (20) we obtain

eW [ηT (t )] ∼
∫

[dξT ] exp

(
− T

∫
dτ [LT (τ ) − η(τ )ξT (τ )]

)
,

(21)

where

LT (τ ) = L
(

ξT ,
1

T
∂τ ξT ,

1

T 2
∂2
τ ξT , . . .

)
.

As T → ∞, we can substitute the rate function

J (ξT ) = L(ξT , 0, 0, . . . ) + C (22)

for LT . Here C is a normalization constant. Then we estimate
the integral by means of the saddle-point method∫

[dξT ] exp

(
− T

∫
dτ [J (ξT (τ )) − η(τ )ξT (τ )]

)

∼ exp

(
− T

∫
dτ [J (ξs(τ )) − η(τ )ξs(τ )]

)
,

where ξs(τ ) is defined by the minimum condition

∂J (ξs)

∂ξ
= η(τ ). (23)

Eventually, we get

eW [ηT (t )] = eW [η(t/T )] ∼ exp

(
T

∫
w(η(τ ))dτ

)
, (24)

where

w(η) = sup
ξ

[ηξ − J (ξ )]. (25)

The normalization condition W [0] = 0 results in the claim
w(0) = 0. Now, substituting (24) in (16), we find

〈xη(T )〉 ∼ exp

(
T

∫ 1

0
w(η)dτ

)
= eT w(η).

Comparing this with (10) and (13), we see that the function
w(η) defined in this section coincides with the GLE found
in (11) and (19). From (11) and (25) it also follows that the
function J (ξ ) defined in (22) coincides with the rate function.

So both ways to determine the rate function are equivalent.
In the multidimensional case the second way appears to be
more convenient.

III. MULTIDIMENSIONAL EQUATION

A. Equation for the Iwasawa components

Now we return to the matrix equation (2), where A(t ) is
a stationary continuous stochastic process with regular fast-
decaying connected correlations

〈Ai1 j1 (t1) · · · Ain jn (tn)〉c = W (n)
i1 j1···in jn

(t1 − t2, . . . , t1 − tn)

(26)

and nonlocal Lagrangian density LA(A, ∂t A, ∂2
t A, . . . ). The

well-defined solution (3) exists for any continuous realization
of A(t ), but noncommutativity makes it difficult to use: There
is a T exponential instead of a usual exponential and it seems
impossible to apply the large-deviation approach for

∫
A dt .

However, we will see in what follows that this is possible
in the case of isotropic law of A at least for the important
diagonal (in the sense of Iwasawa decomposition) part of the
evolution matrix.

To separate the Iwasawa components, we rewrite Eq. (2) in
the form

A = ∂t Q Q−1

and substitute the Iwasawa decomposition for Q. We obtain

A = RXR−1, X = ξ + ζ + θ, (27)

where

ξ = (∂t D)D−1, ζ = D(∂t Z)Z−1D−1, θ = R−1(∂t R).

(28)

The matrices ξ, ζ, and θ are diagonal, nilpotent upper triangu-
lar, and antisymmetric, respectively. Eq. (28) can be rewritten
as

∂t D = ξD, (29)

∂t Z = D−1ζDZ, (30)

∂t R = Rθ. (31)
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Thus, treating ξ, ζ, and θ as independent variables, we could
separate the equations for D and for R. Moreover, the el-
ements Di satisfy one-dimensional Eq. (29), similarly to
Eq. (9). So (8) takes the form

w(η1, . . . , ηd ) ≡ wξ (η1, . . . , ηd ) = lim
T →∞

1

T

× ln

〈
exp

(∫ T

0
(ξ1η1 + · · · + ξdηd )dt

)〉
. (32)

To calculate this, it would be enough to know the rate function
of ξ = {ξ1, . . . , ξd} and make use of (25). So in the next
section we discuss the relation between the Lagrangian densi-
ties of X and A.

B. Change of variables

One can consider (27) as a functional transformation from
A to X variables,

A = R[X]XR−1[X], (33)

where the dependence R(X) is determined by (31). To find the
probability density of X(t ), one has to calculate the Jacobian

J [X ] = Det

(
δAi j (t )

δXkp(t ′)

)
, (34)

which was calculated, e.g., in [21] as

J [X ] = exp

(∫
tr(η0X(t ))dt

)
, (35)

where

(η0)kp =
(

d + 1

2
− k

)
δkp. (36)

In Appendix A to this paper we derive this result by taking the
continuous limit of a stochastic difference equation.

Taking into account (34) and (33), from the condition
P (X)[dX] = P (A)[dA] we get the expression for the La-
grangian density of X,

LX = −tr(η0X) + LA(A, ∂t A, ∂2
t A, . . . ),

where A is a function of X in accordance with (33). From (31)
it follows that for any F(t ),

∂t (R(t )F(t )R−1(t )) = R(t )(Dt F(t ))R−1(t ), (37)

where

Dt F = ∂t F + [θ, F], (38)

with [a, b] = ab − ba. Substituting this for the arguments of
LA, we obtain

LX = −tr(η0X) + LA
(
RXR−1,

R(Dt X)R−1, R
(
D2

t X
)
R−1, . . .

)
. (39)

This expression contains R, which is the Volterra product
integral of the components of X, R[X] = ∏t

τ=0(1 + θ(τ )dτ ).
However, we will see below that in the case of isotropic
processes R vanishes.

IV. ISOTROPIC SYSTEMS

We now make use of the claim that A is isotropic, in
particular, A(t ) has the same probability density as OA(t )OT

for any O ∈ O(d ). For such processes, the Lagrangian density
LA can be presented as a sum of different combinations of
traces with arguments containing products of A, AT , and their
derivatives. As one substitutes RXR−1 for A, the plates R and
R−1 in the expressions vanish; however, in accordance with
(37) and (39), all time derivatives in the expression for the
Lagrangian density change to long derivatives (38),

A 
→ X, ∂
p
t A 
→ Dp

t X.

As we proceed from LX to the rate function as in (22), we
have to set all the time derivatives of X zero. However, the
commutators stay in their places, so the rate function takes
the form

JX (X) = LX (X, 0, 0, . . . ) + C = −tr(η0X)

+ LA(X, [θ, X], [θ, [θ, X]], . . . ) + C. (40)

One can separate the rate function of the matrix A,

JA(A) = LA(A, 0, . . . ),

and present JX in the form

JX (X) = −tr(η0X) + JA(X) + δJ (X) + C, (41)

δJ (X) = LA(X, [θ, X], [θ, [θ, X]], . . . ) − LA(X, 0, . . . ).

We define wX (μ) for the matrix process X in the same way
as in (11) and (25),

wX (μ) = sup
X

[tr(μX) − JX (X)] = lim
T →∞

1

T

× ln

〈
exp

( ∫ T

0
tr(μX)dt

)〉
. (42)

To this purpose, we have to find the extremum point Xs anal-
ogous to ξs in (23):

∂JX (Xs)

∂Xqr
= μqr . (43)

This equation system is very complicated. However, it can be
simplified significantly as we are interested only in the GLEs
of the diagonal elements Xkk = ξk . From (32) it follows that

wξ (η1, . . . , ηd ) = wX (η), (44)

where η = diag(η1, η2, . . . , ηd ). So, to find wξ we can restrict
ourselves to the diagonal matrices μ = η in (43), so the ex-
tremum condition takes the form

∂JX (Xs)

∂Xqr
= 0, q �= r

∂JX (Xs)

∂Xqq
= ηq, q = 1, . . . , d. (45)

This system has the diagonal solution

Xs = ξs, (46)
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where ξs satisfies the relation

∂JA(ξs)

∂Xqq
− (η0)qq = ηq. (47)

Indeed, we recall that X = ξ + θ + ζ and JX (X) is a com-
bination of traces tr( f (ξ, θ, ζ)), where f is some product of
the matrices. Since ξ is diagonal and both θ and ζ have zero
diagonal elements, each summand in JX contains either zero
or more than one of the matrices θ or ζ. Taking the derivative
with respect to Xqr , q �= r, leaves the summands with at least
one multiplier θ or ζ, and subsequent setting X = ξs makes
them zero; so the first equation in (45) holds automatically.
On the other hand, each summand in δJ (X) contains at least
one θ as a multiplier, so ∂δJ/∂Xqq = 0.

We note that θs = 0 and thus δJ (Xs) = 0. From (44), (42),
and (41) it then follows that

wξ (η1, η2, . . . , ηd ) = tr((η + η0)ξs) − JA(ξs) − C. (48)

The statistical isotropy of A implies 〈Ai �= j〉 = 0. Thus,
∂JA/∂Aqr (ξs) = 0 for q �= r, and JA(ξ) coincides with the rate
function of the diagonal elements αq = Aqq:

Jα (α1, . . . , αd ) = JA(α),

α = diag(α1, . . . , αd ).

So (48) proves that the GLEs and, as a consequence, also the
Lyapunov exponents are completely determined by the rate
function of the diagonal elements of A.

By analogy with (42), we define the local cumulant-
generating function of these diagonal elements:

wα (η) = sup
α

[tr(ηα) − Jα (α1, . . . , αd )]

= lim
T →∞

1

T
ln

〈
exp

( ∫ T

0
tr(ηα)dt

)〉
.

It is related to the cumulants of αi by

wα (η1, . . . , ηd ) =
∞∑

n=1

∑
i1...in

w
(n)
i1···in
n!

ηi1 · · · ηin , (49)

where

w
(n)
i1···in =

∫
dt2 · · · dtn〈αi1 (t1) · · · αin (tn)〉c.

From (48) we see that wξ (η1, . . . , ηd ) can be reduced to
wα (η + η0); taking into account the normalization condi-
tion wξ (0) = ln〈1〉 = 0, we obtain GLEs and the Lyapunov
exponents

wξ (η1, η2, . . . , ηd ) = wα (η + η0) − wα (η0), (50)

λk = ∂

∂ηk
wα (η0), (51)

(η0)kp =
(

d + 1

2
− k

)
δkp.

Gaussian process

Consider now the following important particular case: Let
A(t ) be Gaussian continuous process with zero mean and the
given second-order correlator

〈Ai j (t )〉 = 0, 〈Ai j (t1)Akp(t2)〉c = K(i j)(kp)�(t1 − t2),

where

K(i j)(kp) = −aδi jδkp + bδikδ j p + cδipδ jk, (52)

with a, b, and c constants, and �(t ) is some regular even fast
decaying function

∫
�(t )dt = 1. The form (52) of K(i j)(kp) is

determined by the isotropy.
From (49) the expression for the cumulant-generating

function of the diagonal elements of A follows:

wα(η) = −a

2
[tr(η)]2 + b + c

2
tr(η2).

From (50) we get

wξ (η1, . . . , ηd ) = (b + c)
d∑

k=1

(
d + 1

2
− k

)
ηk

+ 1

2

d∑
k,p=1

[(b + c)δkp − a]ηkηp, (53)

λk = (b + c)(d + 1 − 2k). (54)

In many applications one considers traceless matrices tr(A) =
0. With this additional requirement, the coefficients a, b, and
c are associated by the relation b + c − ad = 0, which can be
taken into account in (53).

V. CONCLUSION: EFFECTIVE δ PROCESS

In the paper we have considered a system of linear stochas-
tic equations (1) with a statistically isotropic matrix random
process A(t ) that has regular fast-decaying connected cor-
relations (26). We found explicit expressions (50) for the
generalized Lyapunov exponents in terms of rate functions of
the diagonal elements of A.

Now we reformulate the results in a form that is useful
for physical applications. We find that the correlations of the
diagonal elements of A contribute to GLEs only via their
integrals:

w
(n)
i1···in =

∫
dt2 · · · dtnW

(n)
i1i1···inin

(t1 − t2, . . . , t1 − tn) (no summation).

In (50), the GLEs are expressed in terms of the cumulant-
generating function of the diagonal elements of the matrix A,

wα (η1, . . . , ηd ) =
∞∑

n=1

∑
i1···in

w
(n)
i1···in
n!

ηi1 · · · ηin .

So there exists the sequence of formal random processes Aε

with connected correlations

1

εn−1
W (n)

i1 j1···in jn

(
t1 − t2

ε
, . . . ,

t1 − tn
ε

)
,
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which produce identical GLEs. Going to the formal limit
ε → 0, we can define the effective δ process A0 with singular
correlation functions



(n)
i j···kp = w

(n)
i j···kpδ(t1 − t2) · · · δ(t1 − tn). (55)

This formal process provides the same GLEs and allows us to
split correlations and get closed equations for different aver-
ages (see Appendix B). Despite its formal nature, it is a handy
instrument for calculations for the problems that appear in the
theory of turbulence, turbulent transport, kinematic dynamos
in turbulent flows, etc. [26–28].

In the particular case of the Gaussian isotropic processes,
the result (54) coincides with the well-known expres-
sions [18,19] obtained for the differential equation Q̇ =
dW(t )/dtQ in the frame of Stratonovich stochastic conven-
tion, dQ(t ) = dW(t ) ◦ Q(t ). Thus, for these processes the
effective δ process not only has a formal sense but can also
be expressed in terms of the derivative of the Wiener process.
This corresponds to the Wong-Zakai theorem [29].

We also make some comments on the relation between our
approach and the renovation model [23]. In our approach, the
noise is stationary for any correlation time, while in the reno-
vation model it becomes stationary only as τ → 0. Actually,
the results of both approaches coincide as τ → 0. Possibly,
the nonstationarity can be taken into account in our approach
by means of corrections to w

(n)
i1···in . However, this is a subject

for future study.
It is also important to note that even in the isotropic case,

one can substitute the effective δ process for the real matrix
process only when calculating the long-term asymptotics of
Ek and their combinations. For the quantities that depend on
the nondiagonal elements θi j and ζi j (e.g., the coordinates xk),
the asymptotic behavior is determined not only by the rate
function of the matrix elements Ai j but also by the shape of
their correlation functions. This illustrates the fact that the
possibility to introduce the effective δ process is a nontrivial
feature of multidimensional isotropic stochastic systems with
multiplicative noise.
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APPENDIX A: CALCULATION OF THE JACOBIAN (34)

The Jacobian was calculated in [21] by means of operations
with continuous stochastic processes and functional integrals.
The notion of the Jacobian is difficult to define for a continu-
ous process. It is natural to define it for a discrete process and
then take the continuous limit. The result must not depend on
the method of discretization. Here we calculate the Jacobian
for one particular discretization of the random process Q and
the corresponding stochastic difference equation. Then we
show that for another choice of discretization with the same
continuous limit, the result is the same. In an analogous way,
one can check that any difference equation with the same
continuous limit would lead to the same result.

1. Stratonovich-type discretization

Again we start with Eq. (2). Although A(t ) is a finite-
correlation-time process and thus the differential equation is
well defined, we still consider its discrete analog in order
to substitute ordinary derivatives for variational derivatives.
Thus, we split T into N discrete intervals, 
t being much
smaller than the correlation time of A, and consider the dis-
crete equation


Qt ≡ Qt+1 − Qt = At
Qt + Qt+1

2

t . (A1)

We use the Stratonovich-type discretization because to calcu-
late the Jacobian, we need the second-order accuracy in 
t
and the Stratonovich choice allows to get this accuracy for

Q without writing the second-order derivative.

Multiplying (A1) by Q−1
t and by Q−1

t+1 and taking the sum,
we get

At
t = 1
2

(
Qt+1Q−1

t − Qt Q−1
t+1

) + O(
t3).

Now we make use of the Iwasawa decomposition and sub-
stitute Qt = Rt Dt Zt and Qt+1 = Rt+1Dt+1Zt+1. With unified
notation 
Ft = Ft+1 − Ft and taking into account 
(F−1)t =
−F−1

t 
Ft F−1
t + F−1

t 
Ft F−1
t 
Ft F−1

t + O(
t3), we obtain

A
t = 1
2

(

Rt Dt+1Zt+1 + Rt
Dt Zt+1 + Rt Dt
Zt

)
Z−1

t D−1
t R−1

t

− 1
2 Rt Dt Z1

[



(
Z−1

t

)
D−1

t+1R−1
t+1 + Z−1

t 

(
D−1

t

)
R−1

t+1 + Z−1
t D−1

t 

(
R−1

t

)]
= Rt

{
1
2

(
R−1

t Rt+1 − R−1
t+1Rt

) + 1
2

[
R−1

t Rt+1
Dt D−1
t + 
Dt D−1

t R−1
t+1Rt − (


Dt D−1
t

)2]
+ 1

2

[
R−1

t Rt+1Dt+1
Zt Z−1
t D−1

t + Dt
Zt Z−1
t D−1

t+1R−1
t+1Rt − (

Dt
Zt Z−1
t D−1

t

)2]}
R−1

t + O(
t3). (A2)

We define

θt
t ≡ 1
2

(
R−1

t Rt+1 − R−1
t+1Rt

) = 1
2

(
R−1

t + R−1
t+1

)

Rt . (A3)

This is an antisymmetric matrix; from (A3) it follows that, with accuracy O(
t3),


Rt = Rt + Rt+1

2
θt
t, (A4)
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which is the discrete analog to (31) in accord with the Stratonovich approach. Analogously, we claim that


Dt = ξt
Dt + Dt+1

2

t

and arrive at

ξt
t = 
Dt D−1
t − 1

2

(

Dt D−1

t

)2 + O(
t3).

Requiring


Zt =
(

Dt + Dt+1

2

)−1

ζt

(
Dt + Dt+1

2

)(
Zt + Zt+1

2

)

t,

we also get [up to O(
t3) accuracy]

ζt
t =
(

D + 
D
2

)

Z

(
Zt + Zt+1

2

)−1(
D + 
D

2

)−1

=
(

1 + 
Dt D−1
t

2

)
Dt
Zt Z−1

t D−1
t

(
1 − Dt
Zt Z−1

t D−1
t

2

)(
1 − 
Dt D−1

t

2

)
+ O(
t3).

The summand in the first parentheses in (A2) is θt ; now we note that the summand in the first square brackets is

R−1
t Rt+1ξt
t + ξt
tR−1

t Rt+1 + O(
t3) = (1 + θt
t )ξt
t + ξt
t (1 + θt
t ) + O(
t3).

Finally, the summand in the second square brackets can be written as R−1
t Rt+1ζt
t + ζt
tR−1

t Rt+1 + O(
t3).

Summarizing, we rewrite (A2) as

At = Rt
(
Xt + 1

2 [θt , Xt ]
t
)
R−1

t + O(
t2), (A5)

where

Xt = θt + ξt + ζt .

Equation (A5) is the discrete analog to Eq. (27).

2. Calculation of the determinant

Now we have to calculate the Jacobian J = |∂Ai jt/∂Xkmt ′ |.
First, we note that from (A5) and (A4) it follows that

∂Ai j t/∂Xkm t ′ = 0 for any t < t ′.

(This is the manifestation of causality.) Thus, the matrix
(∂A/∂X)i j,t ;km,t ′ is a block triangular matrix and its determi-
nant is equal to the product of the determinants of the diagonal
blocks, t = t ′:

J =
∏

t

∣∣∣∣ ∂Ai jt

∂Xkmt

∣∣∣∣. (A6)

Second, we note that, in accordance with the causality
principle, from (A4) it follows that the value of the rotation
matrix Rt depends only on the previous-time values of θt ′<t

and does not depend on the simultaneous value θt ,

∂Rt

∂θt ′�t
= 0.

Thus, in (A5) the derivative must be taken only over the
multiplier in the square brackets. We now introduce the multi
indices α = {i j} and the d2 × d2 matrix

Ri j,km = RikR jm.

Then (A5) can be written in the form

Aα = Rαβ (Xβ + Mβ
t ),

where

M = 1
2 [θ, X].

So ∣∣∣∣∂Aα

∂Xγ

∣∣∣∣ = |Rαβ | ×
∣∣∣∣δβγ + ∂Mβ

∂Xγ


t

∣∣∣∣.
Since the matrices R are orthogonal, R is also orthogonal,
i.e., RRT = 1. Thus, det R = 1. The second determinant, to
an accuracy of approximately O(
t ), can be reduced to the
trace of ∂M/∂X:∣∣∣∣∂Aα

∂Xγ

∣∣∣∣ = 1 +
(

∂Mβ

∂Xγ

)
δβγ 
t + O(
t2). (A7)

Finally, we make use of the fact that only the lower trian-
gular part of X determines the values of θ, while the diagonal
and upper triangular components are responsible for ξ and ζ,
correspondingly. So

θi j =
⎧⎨
⎩

Xi j if i > j
0 if i = j
−Xji if i < j.

In particular, ∂θi j/∂Xkm = 0 if k � m. Thus, taking the deriva-
tive of M, we obtain

tr

(
∂M
∂X

)
=

∑
i, j

(
∂Mi j

∂Xi j

)
= 1

2

∑
i, j

(θii − θ j j )

+
∑
i> j

(Xj j − Xii ) =
d∑

j=1

(d − 2 j + 1)Xj j .
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Combining this with (A7) and (A6), we eventually get

J =
∏

t

(
1 +

d∑
j=1

η jXj j
t

)
+ O(
t2)

= exp

(∑
t

d∑
j=1

η jXj j
t

)
, η j = d − 2 j + 1

2
.

Taking the continuous limit 
t → 0, we arrive at the integral

J = exp

(∫ d∑
j=1

η jXj jdt

)
,

which coincides with Eqs. (35) and (36).

3. Itô-type discretization

The same result can be obtained in other discretization
settings; however, in the general case one has to keep the
terms up to the second order in 
t in the initial difference
equation for Q. Here we consider the Itô-type discretization.

We rewrite the initial continuous differential Eq. (2), ∂t Q =
AQ, in the integral form

Q(t ) = Q0 +
∫ t

t0

AQ dt .

Applying this equation to the time range from t to t + 
t and
solving it by means of iterations, after two iterations we get

Q(t + 
t ) = Q(t ) + ĀQ(t )
t + 1
2 Ā2Q(t )
t2,

where Ā is the time average of A(t ) over the range 
t . Based
on this equation, we write the difference equation

Qt+1 = Qt + (
At
t + 1

2 At
2
t2

)
Qt . (A8)

Multiplying (A8) by Q−1
t and making use of the Iwasawa

decomposition, we present the left-hand side in the form

Qt+1Q−1
t = Rt

(
1 + R−1

t 
Rt
)[

1 + 
(DZ)t (DZ)−1
t

]
R−1

t ,

(A9)

where 
Ft ≡ Ft+1 − Ft .
Now we formally define ξt by

ξt
t = 
Dt D−1
t − 1

2

(

Dt D−1

t

)2
,

which coincides, up to the second order in 
t , with


Dt = Dt+1 − Dt = (
ξt
t + 1

2ξ2
t 
t2

)
Dt .

In accordance with the chosen prescription, this difference
equation corresponds to the differential Eq. (29). Accordingly,
Eq. (31) corresponds to


Rt = Rt+1 − Rt = Rt
(
θt
t + 1

2θ2
t 
t2

)
.

Taking into account (29), we rewrite the Eq. (30) for the upper
triangular part in the form ∂t (DZ) = (ξ + ζ)DZ. Then the

corresponding difference equation takes the form


(DZ)t = Dt+1Zt+1 − Dt Zt

= [
(ξt + ζt )
t + 1

2 (ξt + ζt )
2
t2

]
Dt Zt .

Substituting these expressions in (A9) and keeping the terms
of the order of 
t2, we obtain

Qt+1Q−1
t = 1 + Rt

(
(θt + ξt + ζt )
t

+ [θ2
t + (ξt + ζt )

2]
t2

2
+ θt (ξt + ζt )
t2

)
R−1

t .

Combining this with (A8), we get

At = Rt
(
Xt + 1

2 [θt , Xt ]
t
)
R−1

t , Xt = ξt + ζt + θt .

This result coincides with (A5) obtained in the Stratonovich
convention. The rest of the derivation is the same as in the
Stratonovich case.

APPENDIX B: CORRELATION SPLITTING FOR δ

PROCESSES

In this Appendix we derive the analog of the Furutsu-
Novikov formula for the δ processes. The Furutsu-Novikov
relation for regular processes has the form [30,31]

〈Ai j (t )g[A]〉 =
∞∑

n=0

1

n!

∫
Rn

〈Ai j (t )Ai1 j1 (t1) · · · Ain jn (tn)〉c

×
〈

δn g[A]

δAi1 j1 (t1) · · · δAin jn (tn)

〉
dt1 · · · dtn (B1)

for any regular functional g[A]. For the δ process with corre-
lation functions (55),



(n)
i j···kp = w

(n)
i j···kpδ(t1 − t2) · · · δ(t1 − tn), (B2)

it takes the form

〈Ai j (t )g[A]〉 =
∞∑

n=0

1

n!
w

(n+1)
i ji1 j1···in jn

〈
δng[A]

δAi1 j1 (t1) · · · δAin jn (tn)

〉
.

(B3)

Here all the variational derivatives are taken at the same mo-
ment t .

However, in physical applications one often has to deal
with causal functionals, i.e., the functionals that depend
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explicitly on time and satisfy the causality principle

δg[t, A]

δAi j (t ′)
= 0 if t ′ > t .

For these functionals,

δng[t, A]

δAi1 j1 (t1) · · · δAin jn (tn)
= I[0,∞)(t − t1) · · · I[0,∞)(t − tn)

× G(n)
i ji1 j1···in jn

[t, t1, . . . , tn; A]

and

〈Ai j (t
′)g[t, A]〉 =

∞∑
n=0

1

n!
w

(n+1)
i ji1 j1···in jn

× 〈G(n)
i1 j1···in jn

[t, t ′, . . . , t ′; A]〉, t ′ < t

(B4)

〈Ai j (t
′)g[t, A]〉 = 〈Ai j (t

′)〉〈g[t, A]〉, t ′ > t . (B5)

However, Eq. (B3) is inapplicable for t = t ′ because
it contains undefined values I[0,∞)(0). So, to calculate
the simultaneous correlator, we have to return to (B1)
and consider some sequence of (formal) processes with
cumulants converging to (B2). Thus, we choose the sequence

of cumulants

w
(n)
i1 j1···in jn

n

n∑
k=1

n∏
l = 1
l �= k

δε (tk − tl ),

where δε (t ) are even regular functions δε (t )
ε→0→ δ(t ) and∫

δεdt = 1. Taking into account∫ t

dt1 · · ·
∫ t

dtn

n∏
l=1

δε (t − tl ) = 1

2n
,

∫ t

dt1 · · ·
∫ t

dtnδε (t − tk )
n∏

l = 1
l �= k

δε (tk − tl ) = 1

n

(
1 − 1

2n

)
,

we arrive at

〈Ai j (t )g[t, A]〉 =
∞∑

n=0

1

(n + 1)!
w

(n+1)
i ji1 j1···in jn

× 〈
G(n)

i1 j1···in jn
[t, . . . , t ; A]

〉
. (B6)

This relation was presented without derivation in [32]; here
we derive it by taking the formal limit. Comparing (B6) with
(B4), we see that the correlations of causal functionals are dis-
continuous at t ′ = t for δ processes, and the naive convention
that I[0,∞)(0) = 1

2 is valid only for the Gaussian processes.
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