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Optimized laser-assisted electron injection into a quasilinear
plasma wakefield
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We present an electron injection scheme for plasma wakefield acceleration. The method is based on a recently
proposed technique of fast electron generation via laser-solid interaction: a femtosecond laser pulse with the
energy of tens of mJ hitting a dense plasma target at 45◦ angle expels a well collimated bunch of electrons and
accelerates these close to the specular direction up to several MeVs. We study trapping of these fast electrons by a
quasilinear wakefield excited by an external beam driver in a surrounding low density plasma. This configuration
can be relevant to the AWAKE experiment at CERN. We vary different injection parameters: the phase and angle
of injection, the laser pulse energy. An approximate trapping condition is derived for a linear axisymmetric wake.
It is used to optimize the trapped charge and is verified by three-dimensional particle-in-cell simulations. It is
shown that a quasilinear plasma wave with the accelerating field ∼ 2.5 GV/m can trap electron bunches with ∼
100 pC charge, ∼60 μm transverse normalized emittance and accelerate them to energies of several GeV with
the spread � 1% after 10 m..
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I. INTRODUCTION

Plasma wakefield acceleration (PWFA) is an actively de-
veloping research area [1–4]. It is considered as a promising
alternative to traditional methods due to the ability of plasma
to provide acceleration gradients ∼10 − −102 GV/m, which
are several orders of magnitude higher than those in metal-
lic structures. In a general PWFA scheme, the plasma wave
(called the plasma wakefield) is excited by a relativistic
charged particle bunch (called a driver) and propagates in the
medium with the phase velocity equal to the velocity of the
driver. A witness bunch can be injected into an appropriate
phase of this wave and accelerated up to high energies.

Despite the successful proof-of-concept experiments, the
main problem of PWFA schemes remains to reach the wit-
ness bunch quality close to that of beams produced in the
conventional facilities. One of the key factors determining
the ultimate parameters of the accelerated bunch is the in-
jection scheme. Significant efforts are made in this direction
to design a scheme, which provides a well-controlled and
stable injection of the witness bunch. The on-axis injection
of a preaccelerated high-quality electron bunch [5,6] usually
is the best option. Yet, for some PWFA schemes the on-axis
external injection is difficult to implement technically, or the
self-trapping from the background plasma may lead to an
even higher quality of the witness bunch. The self-trapping in
PWFA can be based on the plasma density transition [7–9] or
an additional field-ionisation within the plasma wave [10,11].
The trojan-horse injection based on ionization injection in the
blow-out regime [12] has the potential to generate witness
bunches with nanometer-scale emittances.

Here, we introduce an alternative method of electron injec-
tion via laser-solid interaction. In this scheme, a dense target

is placed in low-density plasma in the way of the driver. A
laser pulse synchronized with the driver hits the surface of the
target at a 45 degree angle. The laser expels electrons from
the solid target and accelerates them up to MeV energies in a
direction close to that of the reflected laser pulse (the specular
direction) [13]. Electrons that catch the appropriate phase
of the wakefield can be trapped and further accelerated. We
perform three-dimensional (3D) particle-in-cell (PIC) simula-
tions of this process. The simulations are split in two parts. In
the first part we simulate the laser interaction with the solid
target. Thus, we repeat the results of [13] using full 3D PIC
simulations. After the laser-solid interaction is over, we store
the full phase space of the generated hot electrons. In the
second part of the simulations, we inject these hot electrons
into a quasilinear plasma wakefield generated in the low den-
sity plasma that surrounds the solid target. The low density
plasma parameters and the wakefield amplitude are chosen
close to the envisioned parameters of the AWAKE RUN2
experiment [14]. However, we do not simulate the full self-
modulated proton bunch that should drive the plasma wave in
the real AWAKE setup. Rather, we employ a “toy model” [15],
where the wakefield is excited by an artificially short proton
bunch. The 3D PIC simulations are done using the VLPL
code [16].

The paper is organized as follows. In Sec. II, we overview
the recently proposed scheme of MeV electrons generation
via laser-solid interaction and present results of 3D PIC-
simulations. In Sec. III, we discuss the structure of axially
symmetric quasilinear wakefield and optimal injection pa-
rameters for the electrons generated on the first stage. An
approximate trapping condition is derived and applied for
optimization. In Sec. IV, we present the results of 3D PIC-
simulations of electron bunch acceleration in a quasilinear

2470-0045/2022/105(3)/035201(6) 035201-1 ©2022 American Physical Society

https://orcid.org/0000-0003-2679-4593
https://orcid.org/0000-0001-5043-960X
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.105.035201&domain=pdf&date_stamp=2022-03-02
https://doi.org/10.1103/PhysRevE.105.035201


V. KHUDIAKOV AND A. PUKHOV PHYSICAL REVIEW E 105, 035201 (2022)

FIG. 1. Scheme of laser-solid interaction. The main laser pulse
hits the preionized target at a 45 degree angle and expels hot electrons
approximately in the direction of its reflection.

wakefield for different injection parameters. Section V con-
cludes the main results.

II. MEV ELECTRONS GENERATION

In a recent paper [13], an efficient method for electron
acceleration up to MeV energies via laser-solid interaction has
been demonstrated experimentally and with 2d3v PIC simula-
tions. According to Ref. [13], the fast electrons are generated
via breaking of plasma waves excited by parametric instabili-
ties near the laser reflection point. These electrons are further
accelerated by the mechanism of direct laser acceleration
[17] and form a collimated bunch. The scheme is as follows
(Fig. 1): a laser prepulse ionizes the solid target and forms
a plasma layer with a gradient of several laser wavelengths.
Next, the main laser pulse hits the target surface at 45 degree
angle and accelerates electrons in a direction close to but
not exactly coinciding with the pulse reflection. Alternative
schemes of electron acceleration from solid surfaces based
on a vacuum laser acceleration mechanism demonstrate ring-
shaped bunches [18–20]. Here we reproduce the experimental
results of Ref. [13] using full 3D particle-in-cell simulations
with the VLPL code. This is the first stage of two-step simu-
lation. In the second stage, the obtained accelerated electrons
are injected into the wakefield driven in the surrounding low
density plasma and accelerated over the distance of ∼10 m.
The two separate simulations are unavoidable because of the
huge disparity of the time and spacial scales of the physical
processes at these two stages. The spatial scale differs by
some three orders of magnitude: the laser wavelength equals
0.8 μm, while the plasma wavelength is 0.126 cm. It would
be numerically inefficient and expensive to resolve the laser
wavelength during the whole process.

We do not simulate the ionization of the target by a pre-
pulse. For the surface of the ionized solid target, we utilize the
density profile used in Ref. [13]:

nξ /nc = 4 × 10−7 + 20 × e−[ξ/(2.5λ0 )]4
. (1)

Here ξ = (x − y)/
√

2 is a coordinate along the surface, λ0 =
0.8 μm is the laser pulse wavelength, nc = πmec2/(λ2

0e2) is
the critical density, me is the electron mass, e is the elementary
charge, c is the speed of light. The laser pulse has the Gaussian
shape with the following parameters: the duration is fixed to
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FIG. 2. Initial electron energy spectra depending on laser pulse
energy. The laser pulse has the Gaussian shape with the following
parameters: the duration is fixed to 50 fs, and the focal spot diameter
σFWHM = 4 μm. We vary the vector potential a0 = 0.5, 1, 2, which
corresponds to the pulse energies 4, 15, and 60 mJ.

50 fs, the pulse energy varies in the range of 4–60 mJ, the focal
spot diameter σFWHM = 4 μm. The simulation domain for this
part is Lx × Ly × Lz = 74λ0 × 35λ0 × 30λ0. It is sampled by
a grid with the step sizes hx × hy × hz = 0.005λ0 × 0.01λ0 ×
0.01λ0. We performed three different simulations for the laser
pulse energies 4, 15, and 60 mJ. These pulse energies corre-
spond to the normalized vector potentials a0 = 0.5, 1, 2.

The accelerated electrons have exponential spectra with the
effective “temperatures” varying from several MeVs to tens
of MeV depending on the laser pulse amplitude (Fig. 2). The
energy-angle polar diagrams for these electrons are shown in
Fig. 3(a), where the radius corresponds to the electron energy
and the angle is measured from the laser reflection direction
(x axis). One observes well collimated beams, which are how-
ever not exactly aligned with x axis (the specular direction).

III. OPTIMAL INJECTION CONDITIONS

We are aiming at maximization of trapped charge and in
this scheme we have not so many parameters to vary within
the second stage (optimization of the first stage was performed
in the original paper [13]). These are the phase of the wave in
which we inject the hot electrons generated by the laser pulse
and the angle between the driver propagation direction and the
surface of the solid target.

From the symmetry considerations, the injection point
must be located at the driver propagation axis, as the acceler-
ating fields have a maximum here. Second, the injection must
take place when the longitudinal electric field is zero [ξ = 0,
Fig. 4(a)], in the beginning of the acceleration phase. As the
electrons are initially much slower than the plasma wave, this
configuration provides the maximal acceleration path before
the electrons arrive into the defocusing region [ξ < −π/2,
Fig. 4(a)]. This is verified numerically in Sec. IV.

The other important parameter is the angle between the
reflected laser and the driver. The laser-generated electrons are
reasonably well collimated, but their mean momentum is not
exactly aligned with the laser reflection direction [Fig. 3(a)].
Therefore, the electrons have an unnecessary mean transverse
momentum, which leads to the asymmetry in the yz plane,
growth of emittance along the y axis and excessive loss of the
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FIG. 3. (a) Initial energy-angle distribution (for laser pulse en-
ergy 15 mJ). (b) Distribution rotated at optimal angle (−0.31 rad).
Blue region corresponds to electrons under trapping condition
Eq. (5).

FIG. 4. (a) Map of radial force acting on electrons. Black line
shows the axial longitudinal electric field Ex . (b) Phase portrait for
trajectories of test electrons moving in one-dimensional sinusoidal
field. The dashed line marks the separatrix for the 1D trapping
condition, solid line marks the 2D trapping condition.

electrons in the transverse direction. To improve the trapping,
the laser-solid setup can be rotated as a whole in the xy plane
to align the average direction of the hot electrons with the
low density wakefield axis. As the energy-angle distribution
[Fig. 3(a)] is not symmetric, there is no obvious condition for
the optimal rotation angle. We need to find a trapping region
on the energy-angle diagram and by rotating electron distri-
bution determine the angle at which the fraction of electrons
located within this region is maximized.

To find the trapping condition we begin with the simple
Hamiltonian for a test electron moving in 1D linear wakefield,

H =
√

1 + p2
x − βb px − φ(ξ ), (2)

where βb is the beta factor of the driver beam, ξ = x − βbt ,
φ(ξ ) = φ0 cos ξ , φ0 is the amplitude of the wakefield. All
the variables are measured in plasma units: the time is given
in ω−1

p , where ωp =
√

4πn0e2/me is the plasma frequency,
n0 is the electron density, the coordinates are normalized to
cω−1

p , the particle energies are given in mec2, the momenta are
normalized to mec, the fields are measured in mecωp/e. The
point ξ = 0 corresponds to the zero of the longitudinal electric
field after the acceleration phase ξ ∈ [−π, 0] [Fig. 4(a)].

An electrons with the initial conditions ξ (0) = 0, px(0) =
p0x is trapped if its trajectory in the phase space lies within the
outer separatrix shown in Fig. 4(b) as the dashed black line.
This trajectory has the turning points at ξ = ±π . The trapping
condition can be written as follows:

γ0 − βb p0x < γ −1
b + 2φ0, (3)

where γ0 =
√

1 + p2
0x, γb = (1 − β2

b )−1/2.
For the 2D case the trapping problem cannot be solved

analytically. However, one can assume that the focusing re-
gion [ξ ∈ [−π/2, π/2], Fig. 4(a)] limits the trapping. Then,
the new separatrix is a trajectory with turning points at the
boundary of the focusing region [ξ = ±π/2, Fig. 4(b), solid
black line]. Only particles moving inside the focusing domain
are trapped. Thus, the 2D trapping condition can be written as
follows:

γ0 − βb p0x < γ −1
b + φ0. (4)

Assuming the transverse momentum pr to be much smaller
than the longitudinal one, we can add pr into Eq. (4):

γ0 =
√

1 + p2
0x + p2

0r , then we obtain the following trapping
condition:

(px0 − pc)2

a2
+ p2

r0

b2
< 1, (5)

where pc = γbβbT , a2 = γ 2
b (γ 2

b T 2 − 1), b2 = γ 2
b T 2 − 1,

T = γ −1
b + φ0. This region in shown in Fig. 3(b) with blue

shading. Here, the electron distribution has been rotated at the
optimal angle 
α = −0.31 rad.

IV. ACCELERATION SIMULATIONS

We preformed a series of 3D PIC simulations with
VLPL code to determine the trapped charge, emittance and
energy spectrum for different injection parameters. The mov-
ing window with the sizes Lx × Ly × Lz = 4λp × 4λp × 4λp
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FIG. 5. Simulation results for different rotation angles and laser pulse energy of 15 mJ. (a) Trapped charge depending on rotation angle.
Dashed line gives the theoretical prediction, dots are the simulation results. (b) Emittance along y and z directions. (c) Energy spectra after
10 m of acceleration.

was sampled by a grid with the step sizes hx × hy × hz =
0.01λp × 0.02λp × 0.02λp, where λp = √

πmec2/(npe2) =
1.26 mm is the plasma wavelength corresponding to the elec-
tron density np = 7 × 1014 cm−3. These parameters are close
to those of the AWAKE experiment. The simulated accelera-
tion distance along the x axis is 8000 λp (∼10 m).

We do not simulate here the self-modulation of the long
proton driver used in the AWAKE experiments. Rather, we

FIG. 6. (a) Trapped charge depending on longitudinal shift.
(b) Emittance along y and z directions.

employ the so called “toy model” [15], where the driver is
presented as a short rigid proton bunch with γb = 420. It has
the Gaussian shape with the longitudinal and transverse sizes
σz = σr = 0.17 λp. This driver excites a quasilinear wake-
field with the amplitude of Ex ∼ 0.24E0 on the axis, where
E0 = mecωp/e is the wave breaking limit.

In the first series of simulations, the electrons were injected
at the axis, at the phase of zero Ex field and we varied the
rotation angle 
α. The results are presented in Fig. 5. The
dashed line in Fig. 5(a) corresponds to the estimated trapped
charge according to the condition Eq. (5). The black dots show
simulation results after 10 m of acceleration. The simulation
points do not coincide quantitatively with the prediction, be-
cause the theory is oversimplified: the wake is assumed to be
linear, the transverse field is not taken into account. Yet, the
two-hill trend and the positions of maxima are well predicted.
The result also demonstrates that the initial target orientation
is not optimal with respect to the emittance [Fig. 5(b)]. The
asymmetry is the largest here, εy is twice as big as εz. The elec-
tron energy spectra demonstrate quasi mono-energetic profiles
for charges �100 pC with the energy ∼5 GeV and spread
� 1%.

In the second series of simulations, the electrons were
injected into different phases of the wakefield. The phase
of zero longitudinal field before the accelerating region
optimizes the trapped charge. Any deviation from it lowers
the number of trapped electrons; see Fig. 6(a). The emittance
also decreases and seems to be correlated with the number of
particles [Fig. 6(b)].

In the third series of simulations, we varied the laser pulse
energy while keeping the optimal injection phase and an-
gle. For the laser pulse energy of 60 mJ, the trapped charge
increases up to over 300 pC [Fig. 7(a)]. However, simulta-
neously, the emittance experiences a significant growth, and
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FIG. 7. (a) Trapped charge depending on laser pulse energy. (b) Emittance along y and z directions. (c) Energy spectra for different laser
pulse energies.

the asymmetry between the y and z directions grows as well
[Fig. 7(b)]. It is caused by the trapping of large amount of low-
energy uncollimated particles generated by the high energy
laser pulse. These electrons still satisfy the trapping condition,
so that the rotation fixes the asymmetry less effectively. The
energy spectra [Fig. 7(c)] are mono-energetic with the relative
spread ∼1% and the peak energy of 4–6 GeV for charges over
∼ 100 pC after 10 m.

V. CONCLUSION

Summarizing, in this paper we numerically studied an
alternative laser-assisted injection scheme for PWFA. We pre-
sented a series of two-step simulations. In the fist simulation
step, MeV electrons are generated from laser-solid interaction,
in the second step, these electrons are injected into a axisym-
metric quasilinear plasma wakefield with parameters close to
those of the AWAKE experiment. The evolution of the trapped
electron bunch is tracked for 10 m. It was established that
the optimal injection point is the phase of zero longitudinal
field on the axis before the accelerating phase. An important
parameter is the angle at which particles are injected into a
wake. It strongly influences the trapped charge and transverse
symmetry of obtained electron bunch. An approximate trap-
ping condition in a two-dimensional wakefield was derived
to optimize the witness charge. Simulations showed that the
positions of maxima and general trend for witness charge

dependence on the rotation angle are well predicted by this
2D trapping condition. The optimization of injection angle
with respect to the initial target position, when the direction of
reflected laser pulse and driver velocity coincide, improves the
witness bunch parameters significantly. The witness charge
increases by a factor of three, while the transverse normalized
emittance reduces by half, improving the transverse sym-
metry. The energy spectra demonstrate quasi mono-energetic
profiles with the reached energies ∼ 5 GeV and relative spread
� 1% for trapped charges over 100 pC. The increase in laser
pulse energy is accompanied by slower than linear increase
in the trapped charge. At this point, the upper limit of beam
loading is reached and a further significant improvement of
the witness parameters is unlikely. At the same time, the
transverse emittance also experiences a significant growth due
to the appearance of large amount of low energetic, undirected
particles in the initial angular distribution, which however still
fit the trapping condition. Thus, the optimal laser pulse energy
is in a few 10s of mJ.

The laser-plasma interaction in the injection scheme dis-
cussed above could be optimized further following the recent
experimental findings [21]. This is the subject of on-going
work.
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