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Improved curved-boundary scheme for lattice Boltzmann simulation of microscale gas flow
with second-order slip condition
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An improved curved-boundary scheme with second-order velocity slip condition for multiple-relaxation-time–
lattice Boltzmann (MRT-LB) simulation of microgas flow is proposed. The proposed interpolation bounce-back
(IBB)–explicit counter-extrapolation (ECE) scheme adopts the IBB method to describe the curved boundary,
while the ECE method is employed to predict the slip velocity on gas-solid interface. To incorporate the effect
of second-order velocity slip term and the influence of boundary curvature, a slip velocity model is also derived,
from which the gas slip velocity is captured by the ECE discretization method. The influence of fictitious slip
velocity can be eliminated by adopting the present ECE method, and the influence of actual offset between the
lattice node and the physical boundary can be well considered by the IBB method. The proposed IBB-ECE
boundary scheme is then implemented with the MRT-LB model and tested by simulations of force-driven
gas flow in horizontal (inclined) microchannel, gas flow around a micro-cylinder, and Couette flow between
two micro-cylinders. Numerical results show that the proposed IBB-ECE scheme improves the computational
accuracy of gas slip flow (0.001 < Kn � 0.1) when compared with other boundary schemes reported in
the literature, and provides a precise and easy implementing scheme for curved boundary with second-order
slip condition.

DOI: 10.1103/PhysRevE.105.025310

I. INTRODUCTION

The micro-gas flow has attracted increasing attention over
the past few years due to its important applications in mi-
cronozzle, micro-combustor, micro-gas sensor, porous media,
microfiber, etc. [1–7]. In these innovative applications, the
Knudsen number (Kn = λ/L, which is defined as the ratio of
the mean-free path of gas λ to the characteristic size of system
L) is usually used to describe the microscale effect. Generally,
the continuum assumption is no longer valid for micro-gas
flow as Kn > 0.001 [8], and the traditional computational
fluid dynamics approach based on the continuum assumption
becomes less efficient for gas flow in slip regime as 0.001 <

Kn � 0.1 [9,10]. The lattice Boltzmann (LB) method derived
from the Boltzmann equation, however, has been considered
as an effective numerical approach for gas slip flow due to its
kinetic origin and natural parallelism [11–13]. At present, the
LB method has been successfully used in the simulation of
gas slip flow with straight boundaries, and many second-order
velocity slip schemes have been developed for straight bound-
aries [14–20]. However, the related researches for curved
boundaries are relatively limited.

Szalmás [21] combined the specular-reflection bounce-
back (SRB) boundary scheme and the body-fitted curvilinear
coordinate system for the LB simulating of gas slip flow with
curved boundary. However, the body-fitted mesh can only
be used for the computational domain with a simple geom-
etry and it greatly increases the complexity of programming.

*whysrj@sjtu.edu.cn

The boundary scheme in the Cartesian coordinate system can
avoid the disadvantages of the body-fitted coordinate system,
and thus has attracted more attention. For instance, Augusto
et al. [22] adopted the specular-reflection scheme with Carte-
sian uniform grids to realize a free-slip boundary condition
for microfibers, and achieved a good accuracy for flow within
an inclined microchannel and flow over an octagon. Guo
et al. [23] applied the halfway diffusive-bounce-back (DBB)
scheme in the simulation of micro-gas flow between two
cylindrical surfaces. The curved surfaces were simplified as
zigzag lines in their work, leading to a deterioration of sim-
ulation accuracy. It should also be pointed out that although
the halfway DBB scheme has superiority in locality and
could ensure the second-order slip boundary condition with
a straight wall, the influence of boundary curvature cannot be
considered by this scheme [24], which would induce devia-
tions when used for a curved boundary. Suga [25] combined
the DBB scheme with the interpolation method to simulate
the micro-gas flow over a triangular cylinder. Although the
boundary was described by the interpolation method, the com-
bination parameters and the relaxation times were still chosen
as the same as the halfway DBB scheme, which leads to
numerical deviations [26]. To achieve the second-order slip
condition with curved boundary, Tao and Guo [27] considered
the offset between lattice nodes and curved boundary into
the DBB scheme and modified the combination parameters
and relaxation times of the multiple-relaxation-time–lattice
Boltzmann (MRT-LB) model. This modified DBB scheme
inherited the advantages of the halfway DBB scheme, making
it possible to capture the second-order velocity slip and remain
a good locality at the same time. However, the derivations of
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combination coefficients and relaxation times are based on the
assumption of Poiseuille flow with a straight boundary, which
still neglected the influence of the boundary curvature [20],
leading to the decrease of simulation accuracy. In general, the
above-mentioned slip curved-boundary schemes based on the
kinetic theory have advantage in locality, but it is difficult to
ensure the second-order slip condition for curved boundaries
due to the difficulties of determining combination parameters
and relaxation times and the neglection of the influence of
boundary curvature.

In order to avoid the above disadvantages and massive
derivations from kinetic theory, some researchers tried to
discretize existing slip boundary models directly. This di-
rect discretization method avoids the risk of inappropriate
assumptions during derivation, involves no specific gas-solid
interaction parameters, and could ensure a good accuracy
if an appropriate slip model were selected. Tian et al. [28]
discretized the Maxwell first-order slip model for gas slip
flow in straight microchannels using the implicit extrapolation
method, but this scheme is not capable of simulating flows
with curved boundary and is only of first-order slip condition.
To improve the simulation accuracy, Chen and Tian [29] dis-
cretized the Langmuir slip model for the gas slip flow and
obtained good results, while the method is also only appli-
cable for a straight boundary. Silva et al. [30,31] modified
the multireflection scheme and proposed linear and parabolic
slip velocity schemes for both straight and curved boundaries.
Their schemes could maintain the second-order slip condition
for a straight boundary but reduced to the first-order slip
condition for a curved boundary. Recently, Liu et al. [32] pro-
posed an improved curved-boundary scheme to consider the
influence of boundary curvature. By combining the nonequi-
librium extrapolation (NEE) method for curved wall and the
counter-extrapolation (CE) method [33] for discretization, the
Maxwell first-order velocity slip condition was precisely sim-
ulated. Nevertheless, the ignorance of the second-order slip
term led to deviation when the Kn number became larger.
Moreover, the implicit extrapolation was adopted for dis-
cretization and the choice of relaxation times was not provided
in Liu et al.’s work [29], both of which would introduce a
fictitious slip velocity along the curved boundary and lead to a
deterioration of numerical accuracy [34]. Generally, the above
slip curved-boundary schemes based on direct discretization
method are simple in implementation, and are capable of
simulating the influence of boundary curvature, while few
related works considering the second-order slip effect have
been reported in the literature.

As reviewed above, the curved slip boundary schemes
based on kinetic theory have difficulty in considering the influ-
ence of boundary curvature and ensuring the second-order slip
condition for a curved boundary, while the existing schemes
based on direct discretization method can only simulate the
first-order slip condition. To achieve an accurate and easy-
implementing slip boundary scheme for a curved boundary,
an improved curved boundary scheme with second-order slip
condition based on direct discretization will be proposed in
this work. In this scheme, a slip velocity model is derived by
considering the influences of both the second-order velocity
slip term and the boundary curvature radius, and the slip

effect is captured by discretizing the second-order slip ve-
locity model through the explicit counter-extrapolation (ECE)
method and bilinear interpolation method directly. Combined
with the interpolation bounce-back (IBB) [35], the scheme
is able to describe the curved boundary precisely, and the
fictitious slip velocity induced by the IBB method can be elim-
inated by adopting the explicit CE method. The remainder of
the present paper is organized as follows. Section II presents
the adopted MRT-LB model for micro-gas flow. Section III
introduces the derivation and implementation of the present
second-order slip curved-boundary scheme. The validation
tests of the proposed scheme are carried out in Sec. IV. Fi-
nally, a brief conclusion is drawn in Sec. V.

II. LATTICE BOLTZMANN MODEL
FOR MICROGAS FLOW

The LB method has been proven as a powerful approach
for simulation of microscale gas flow [36]. Considering that
the lattice Bhatnagar-Gross-Krook model would produce a
fictitious slip velocity between the wall and the fluid [37], the
MRT-LB model [38] is adopted in the present work, and the
evolution equation for the density distribution function can be
expressed in a vector form as

f (x + cδt , t + δt ) − f (x, t ) = −M−1S[m−meq] + δt M−1Fm,

(1)
where c is the discrete velocity, δt is the time step; M and S are
the transformation matrix and relaxation matrix, respectively;
m = Mf and meq = Mfeq are the projections of the density
distribution functions onto the moment space, with f and
feq being the density distribution functions and equilibrium
distribution functions, respectively; Fm is the moment of the
force term.

Without loss of generality, the two-dimensional nine-
velocity (D2Q9) model is adopted in the present work, in
which the discrete velocities ci are given by

ci =

⎧⎪⎨
⎪⎩

c(0, 0), i = 0

c
[ cos (i−1)π

2 , sin(i−1)π
2

]
, i = 1, 2, 3, 4√

2c
[ cos (2i−1)π

4 , sin(2i−1)π
4

]
, i = 5, 6, 7, 8

, (2)

where c represents the lattice speed (c = δx/δt ; δx and δt are
lattice spacing and time step, respectively) and is set as ve-
locity unit. With the adopted D2Q9 model, the transformation
matrix M is given by [38]

M=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−1 −1 −1
−4 −1 −1
−4 −2 −2

−1 −1 −1
−1 −1 −2
−2 −2 −1

−1 −1 −1
−2 −2 −2
−1 −1 −1

−0 −1 −0
−0 −2 −0
−0 −0 −1

−1 −0 −1
−2 −0 −1
−0 −1 −1

−1 −1 −1
−1 −1 −1
−1 −1 −1

−0 −0 −2
−0 −1 −1
−0 −0 −0

−0 −2 −1
−1 −1 −0
−0 −0 −1

−1 −1 −1
−0 −0 −0
−1 −1 −1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(3)
and the corresponding relaxation matrix S is defined as

S = diag(τρ, τe, τε, τ j, τq, τ j, τq, τs, τs)−1. (4)
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The equilibrium density distribution function feq can be
expressed as

fi
eq = ωiρ

[
1 + ci · u

c2
s

+ (ci · u)2

2c2
s

− u2

2c2
s

]
, (5)

where cs = c/
√

3 is the lattice sound speed, ρ is the density,
u is the velocity, ωi are the model-dependent weight coef-
ficients taken as ω0 = 4/9, ω1 = ω2 = ω3 = ω4 = 1/9, and
ω5 = ω6 = ω7 = ω8 = 1/36 in the present work.

The moments of the forcing term Fm are given by [39]

Fm =
(

I − S
2

)
MF, (6)

in which I is the identity matrix, and F = (F0, F1, ..., F8)T is
related to the body force F:

Fi = ωi

[
ci · F

c2
s

+ uF :
(
cici − c2

s I
)

c4
s

]
. (7)

The macroscopic density ρ and velocity u of gas flow can
be determined by fi:

ρ =
8∑

i=0

fi, (8)

ρu =
8∑

i=0

ci fi. (9)

The fluid pressure, kinetic and bulk viscosities are calcu-
lated by

p = c2
s ρ, (10)

ν = c2
s

(
τs − 1

2

)
δt , (11)

ξ = c2
s

(
τe − 1

2

)
δt . (12)

The relaxation time τs can be calculated by

τs = 1

2
+

√
6

π

λ

δx
. (13)

To minimize the fictitious slip velocity, the relaxation time
τq is chosen as [17]

τq = 8τs − 1

16τs − 8
. (14)

The mean-free path of gas λ is determined by density, pres-
sure, and viscosity through the following relationship [40]:

λ = ρν

p

√
πRT

2
, (15)

and the Knudsen number is obtained as

Kn = λ

L
, (16)

where L represents the characteristic size of the system
investigated.

FIG. 1. Schematic of curved boundary scheme.

III. CURVED-BOUNDARY SCHEME FOR
SECOND-ORDER SLIP CONDITION

As pointed out in the Introduction, an accurate boundary
scheme is important for LB simulation of micro-gas flow. In
the present study, a curved-boundary scheme with second-
order velocity slip condition is proposed based on direct
discretization method. As shown in Fig. 1, xf is the fluid
boundary node adjacent to solid node xs, and the physical
boundary is located between xf and xs. The parameter q is
used to consider the influence of actual offset between lattice
node and physical boundary, which is defined by

q = |xf − xint|
|xf − xs| , (17)

where xint represents the node on the gas-solid interface.
During the streaming process, the lattice nodes with den-

sity distribution function fi(xf ) will reach the wall and bounce
back. As the parameter q = 1/2, fi(xf ) will become fi(xf )
after a time step, where fi represents the distribution function
with velocity ci = −ci. Generally, the parameter q is not equal
to 1/2, and fi(xf ) needs to be reconstructed. Lallemand and
Luo [35] proposed an effective scheme, i.e., the IBB method
for this situation, in which the interpolation and bounce-back
methods are combined. The value of fi(xf ) can be recon-
structed through a quadratic interpolation, which involves the
values of three lattice nodes: xf , xf ′ = xf + ciδt , and xf ′′ =
xf + 2ciδt . The interpolation formulas of IBB method are as
follows:

fit (xf , t ) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

q(1+2q) f ∗
i (xf , t )+(1−4q2) f ∗

i (xf ′ , t )
q < 1

2−q(1 − 2q) f ∗
i (xf ′′ , t ) + (ci · ug),

1
q(1+2q) f ∗

i (xf , t ) + 2q−1
q fi(xf ′ , t )

q � 1
2− 2q−1

2q+1 fi(xf ′′ , t ) + 3zi
q(2q+1) (ci · ug),

(18)
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TABLE I. Slip velocity models adopted in different slip boundary schemes.

Boundary schemes Slip velocity models adopted

Halfway DBB [23] uslip = 2−σv

σv

(
1.1464λ

∂ug
∂n − 0.9755λ2 ∂2ug

∂n2

)∣∣
w

Modified DBB [27] uslip = 2−σv

σv

(
0.8183λ

∂ug
∂n − 0.6532λ2 ∂2ug

∂n2

)∣∣
w

NEE-CE [32] uslip = 2−σv

σv

(−λ
ug
r + λ

∂ug
∂n

)∣∣
w

Present scheme uslip = 2−σv

σv

(−λ
ug
r + λ

∂ug
∂n + λ2

2!
∂2ug

∂n2

)∣∣
w

in which

zi =
{

2
9 i = 1 − 4
2
36 i = 5 − 8

, (19)

and the notation fi
∗ represents the post-collision distribution

function before the streaming process. ug is the gas velocity
at the gas-solid interface xint, which equals the velocity of
moving boundary uw in the continuum regime (Kn � 0.001).
However, in the slip regime (0.001 < Kn � 0.1), the gas ve-
locity ug at the gas-solid interface xint is not the same as the
wall velocity uw, and the velocity slip uslip = ug − uw occurs
on the interface. At present, the appropriate second-order slip
velocity model for curved boundaries is scarce in the litera-
ture; thus, we will deduce it in the following based on previous
works [24,41].

Beskok et al. [41] have proposed a widely acknowledged
second-order slip velocity model for straight boundaries,
which is

uslip = ug − uw = 2 − σv

σv

(
λ

∂ug

∂n
+ λ2

2!

∂2ug

∂n2

)∣∣∣∣
w

, (20)

where ∂/∂n denotes the gradient in the normal direction,σv

is the tangential momentum accommodation coefficient
(TMAC), and λ is the mean-free path of gas. Note that Eq. (20)
was proposed for straight boundaries; it neglects the influence
of boundary curvature, and cannot be used for curved bound-
aries [42]. Sun et al. [24] considered the influence of boundary
curvature and derived a first-order slip velocity model for
curved boundaries, which is

uslip = 2 − σv

σv

(
−λ

ug

r
+ λ

∂ug

∂n

)∣∣∣∣
w

, (21)

where r is the curvature radius of boundary, and the term
−λ

ug

r represents the influence of boundary curvature. Note
that for a straight boundary with r → ∞, the influence of
boundary curvature can be ignored, and Eq. (21) reduces to
the Maxwell first-order slip model for straight boundaries.

As analyzed above, Eq. (20) proposed by Beskok et al.

[41] considers the influence of second-order slip ( λ2

2!
∂2ug

∂n2 ) but
ignores the influence of boundary curvature (−λ

ug

r ), while
Eq. (21) proposed by Sun et al. [41] considers the influence
of boundary curvature (−λ

ug

r ), but ignores the influence of

second-order slip ( λ2

2!
∂2ug

∂n2 ). To comprehensively incorporate
the influences of second-order slip and boundary curvature,
we deduce a second-order slip velocity model for curved
boundaries based on the models of Beskok et al. [41] and Sun

et al. [24], which is

uslip = 2 − σv

σv

(
−λ

ug

r
+ λ

∂ug

∂n
+ λ2

2!

∂2ug

∂n2

)∣∣∣∣
w

. (22)

Table I lists the present slip velocity model [Eq. (22)] and
those adopted in previous slip boundary schemes [23,27,32].
It is shown that the slip velocity models adopted in the halfway
DBB scheme [23] and modified DBB scheme [27] neglected
the influence of boundary curvature; the slip velocity model
adopted in the NEE-CE scheme [32] ignored the influence of
second-order slip term, while the present slip velocity model
considers both influences of second-order slip velocity and
boundary curvature.

Upon the proposed slip velocity model [Eq. (22)], the
counter-extrapolation method is utilized [33], in which the
velocity gradients (∂ug/∂n, ∂2ug/∂n2) are directly discretized
by velocity of nodes on the normal direction. For the nor-
mal vector n in Eq. (22), points x′, x′′, x′′′, and x′′′′ (see in
Fig. 1) in fluid-phase region are selected for discretization,
with |x′′′′ − x′′′| = |x′′′ − x′′| = |x′′ − x′| = |x′ − xint| = δ. It
should be noted that the value of δ should be carefully chosen,
as a small δ may cause the surrounding points being the solid
points while a large δ may lead to larger truncation errors due
to coarser discretization [43]. Following suggestions from pre-
vious literature [32,33,43,44], δ is set as 1.5δx in the present
work to make sure all the adjacent nodes (such as x′

1, x′
2, x′

3,
and x′

4) are in fluid-phase region and maintain a good accuracy
at the same time. The velocity u′ at point x′ is calculated based
on the bilinear interpolation (BI) method [33]:

u′ ≈ A1u(x′
3) + A2u(x′

4) + A3u(x′
1) + A4u(x′

2)

δ2
, (23)

where A1, A2, A3, and A4 are areas of four subregions around
point x’. u′′, u′′′, and u′′′′ at point x′′, x′′′, and x′′′′ are obtained
with the same process, respectively. With the obtained u′, u′′,
u′′′, and u′′′′, the discretization form of velocity gradients can
be obtained.

Note that the fictitious slip velocity may be induced by
the IBB scheme [37], and deviation will be amplified if the
fictitious slip velocity is involved in the discretization of the
normal gradients. Thus, to exclude the influence of fictitious
velocity, the explicit form of CE is utilized in the present work,
where the normal gradients are discretized explicitly using a
second-order forward finite-difference method:

∂ug

∂n
= − 5

2 u′ + 4u′′ − 3
2 u′′′

δ
, (24)

∂2ug

∂n2
= 3u′ − 8u′′ + 7u′′′ − 2u′′′′

δ2
. (25)
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As the constant coefficients of velocity on the normal
points sum up to zero in both Eq. (24) and Eq. (25), the
fictitious slip term is eliminated from the explicit discretiza-
tion (assuming that the fictitious slip velocities on the normal
points are the same), ensuring the accuracy of the predicted
slip velocity. Using the same explicit CE method, the term
−λ

ug

r can be discretized as

−λ
ug

r
= −λ

3u′ − 3u′′ + u′′′

r
. (26)

It should be pointed out that Eq. (26) would induce the
fictitious slip term. However, since the curvature radius r is
normally much larger than lattice space δx, the influence of
this error term is minor.

Substituting Eqs. (24)–(26) into Eq. (22), the slip velocity
uslip can be obtained as

uslip = 2 − σv

σv

(
λ

− 5
2 u′ + 4u′′ + 3

2 u′′′

δ

+λ2

2

3u′ − 8u′′ + 7u′′′ − 2u′′′′

δ2
− λ

3u′ − 3u′′ + u′′′

r

)
.

(27)

As a comparison, the discretized second-order slip velocity
formula obtained with the same implicit CE method as applied
by Liu et al. [32] is given here:

uslip = 1
σv

2−σv
+ λ

r + 3λ − 4
9λ2

(
λ

6u′ − 3
2 u′′ − 9

2 uw

δ

−λ2

2

−5u′ + 4u′′ − u′′′ + 2uw

δ2
− λ

uw

r

)
. (28)

It can be seen that the implicit CE method induces the
fictitious slip velocity because the sum of constant coefficients
of velocities on the normal nodes in Eq. (28) is not equal to
zero.

For the convenience of future usage, the implementation
process of the slip boundary scheme proposed in this study
can be briefly summarized as the following steps:

(1) Determine the boundary nodes (xf ) and the corre-
sponding adjacent lattice nodes (xf ′ , xf ′′ ) for the calculation
of unknown density distribution functions.

(2) Calculate parameter q for all boundary nodes through
Eq. (17).

(3) Determine the points on the normal direction (x′, x′′,
x′′′, and x′′′′) and the corresponding surrounding points for
intersection (such as x′

1, x′
2, x′

3, and x′
4).

(4) Calculate the corresponding velocity of normal points
by Eq. (23) derived from the BI method.

(5) Calculate the slip velocity uslip by Eq. (27) derived
from the explicit CE method.

(6) Substitute the gas velocity ug in Eq. (18) with ug =
uslip + uw.

(7) Stream for the next time step.
Note that the first three steps only need to be done once for

a stationary boundary, while the later steps need to be done in
every iteration steps.

IV. NUMERICAL TESTS AND DISCUSSION

To prove the accuracy of the proposed boundary scheme
in this study, the microscale gas flows are numerically simu-
lated using the MRT-LB model with the IBB-ECE boundary
scheme proposed in Sec. III. The numerical benchmarks
include force-driven gas flow in horizontal (inclined) mi-
crochannel, gas flow around a micro-cylinder, and Couette
flow between two micro-cylindrical surfaces. The numerical
predictions with the present IBB-ECE scheme are compared
with the analytical solutions obtained with proposed slip ve-
locity model and the predictions by other schemes in the
literature.

A. Force-driven gas flow in horizontal microchannel

The force-driven gas flow in a horizontal microchannel
is presented in Fig. 2. The driven force is Gx = ∂ p

∂x = 10−4.
The actual offsets between the upper (lower) wall and the
boundary lattice nodes varies (qδx, q = 0.25, 0.5, 0.75, 1.0)
to test the accuracy of the present IBB-ECE scheme, and the
inlet and outlet boundary conditions of the microchannel are
set as periodic ones.

For the force-driven gas flow in a microchannel as shown in
Fig. 2, the velocity profile along the y direction with second-
order slip condition in the microchannel can be obtained
analytically by [45]

u(y) = GxH2

2μ

[
y

H
−

(
y

H

)2

+ 2 − σv

σv

(Kn − Kn2)

]
, (29)

where H is the height of the microchannel, Kn = λ/H , and σv

is the tangential accommodation coefficient, which is chosen
as 1 for a fully diffusive wall.

In order to quantitatively compare the precisions of differ-
ent slip boundary schemes, the maximum relative deviation
and the relative standard deviation (RSD) are analyzed in this
work, which are defined as follows:

Emax = max

{∣∣∣∣unumer (i, j) − uanal(i, j)

uanal(i, j)

∣∣∣∣
}
, (30)

ERSD =
√√√√∑

i j [unumer (i, j) − uanal(i, j)]2∑
i j [uanal(i, j)]2 , (31)

where unumer (i, j) and uanal(i, j) are the velocities at location
(i, j) obtained with numerical and analytical approaches, re-
spectively.

FIG. 2. Force-driven gas flow in horizontal microchannel

025310-5



DAI, WU, LIU, AND ZHANG PHYSICAL REVIEW E 105, 025310 (2022)

FIG. 3. Velocity profiles along y direction in horizontal microchannel under different values of Ny(Kn = 0.0194, q = 0.25) predicted by
halfway DBB scheme [23] (a) and present IBB-ECE scheme (b).

The grid refinement studies are performed in this work.
Figure 3 compares the results by the present IBB-ECE scheme
and the halfway DBB scheme [23] when Kn = 0.0194 and
q = 0.25. While the results predicted by the halfway DBB
scheme deteriorate rapidly with reduced lattice number (Ny

decreasing from 32δx to 6δx), the results obtained by the
present IBB-ECE scheme are quite robust. It can be observed
that the results remain accurate even under the least lattice
number (Ny = 6δx ), showing a good robustness of the present
scheme. Considering computational accuracy and efficiency,
the uniform lattice nodes Nx × Ny = 10 × 32 are adopted for
this case.

Table II shows the effects of eliminating the fictitious slip
velocity through the comparison between results obtained by
the present explicit counter-extrapolation (ECE) method [see
Eq. (27)] and the implicit CE method [see Eq. (28)]. It can
be seen that although the results obtained by the implicit
method remain accurate under q = 0.5 with the help of choos-
ing the appropriate relaxation time, the accuracy deteriorates
violently when q �= 0.5, since the fictitious slip velocity is
involved in the implicit discretization and amplified during
iterations. However, the present explicit scheme significantly
improves the accuracy when q varies from 0 to 1.0, mak-
ing it a more promising treatment for predicting the slip
velocity.

Figure 4 shows the normalized velocity profiles in the mi-
crochannel under different values of Kn and q. The predicted
velocity distributions obtained by the halfway DBB scheme
[23], NEE-CE scheme [32], and present IBB-ECE scheme

are compared with the analytical solutions, respectively. It
shows that the results based on the halfway DBB scheme are
not precise enough, especially for the lattice nodes closer to
the boundary. Moreover, the accuracy of the halfway DBB
scheme deteriorates as the virtual boundary deviates from
physical boundary (i.e., as q increases). The accuracy of the
NEE-CE scheme is better than that of the halfway DBB
scheme, but deviations still exist when compared with the
analytical solutions It shows that for the present IBB-ECE
scheme, the predicted results coincide well with the analyti-
cal solutions, and the value of q has minor influence on the
numerical accuracy.

To show it more clearly, the maximum relative deviations
and relative standard deviations of the predictions using the
above three schemes under different values of Kn and q are
presented in Table III. It shows that the present IBB-ECE
scheme provides the most accurate predictions under different
parameter arrangements, while it is hard for both halfway
DBB scheme and NEE-CE scheme to capture the velocity slip
accurately under the conditions with larger Kn numbers. The
reasons for the deviation are two-fold. Firstly, the slip velocity
models achieved by both halfway DBB and NEE-CE cannot
illustrate the slip boundary condition accurately (as illustrated
in Sec. III), which leads to deviation from the present results.
In addition, the halfway DBB scheme can only restore the slip
boundary condition with q = 0.5, while the NEE-CE scheme
also suffers from the influence of fictitious slip velocity when
q �= 0.5, both leading to deviations significantly larger than
the present results.

TABLE II. Comparisons of maximum relative deviations and relative standard deviations caused by explicit and implicit CE methods
under different values of q (Kn = 0.0194).

Deviations CE methods q = 0.25 q = 0.5 q = 0.75 q = 1.0

Emax Explicit scheme 2.68 × 10–3 1.71 × 10–3 2.43 × 10–3 3.22 × 10–3

[Eq. (30)] Implicit scheme 7.99 × 10–3 1.70 × 10–3 7.14 × 10–3 1.01 × 10–2

ERSD Explicit scheme 5.36 × 10–4 3.42 × 10–4 5.09 × 10–4 6.05 × 10–4

[Eq. (31)] Implicit scheme 1.61 × 10–3 3.39 × 10–4 1.43 × 10–3 2.52 × 10–3
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FIG. 4. Comparisons of velocity profiles along y direction in horizontal microchannel under different values of Kn and q predicted by
halfway DBB scheme [23] (a), NEE-CE scheme [32] (b), and present IBB-ECE scheme (c) with analytical solutions given by Eq. (29).

B. Force-driven flow in inclined microchannel

The force-driven gas flow in an inclined microchannel as
shown in Fig. 5 is also simulated to validate the superiority
of the present second-order slip boundary scheme (IBB-
ECE). Three different inclination angles θ (tan θ = 0.46, 1.2,
and 3.72) are employed in the simulation. Uniform lattices
are adopted in the present model (Nx × Ny = 100 × 100 and
Ny′ = Ny + Nx tan θ ). The inlet and outlet boundary condi-
tions of the microchannel are set as periodic ones.

Figure 6 shows the velocity distributions in the y′ direc-
tion for different θ predicted by different boundary schemes,
in which the numerical predictions based on the proposed
IBB-ECE scheme agree well with the analytical velocity pro-
file. However, the velocities predicted by the halfway DBB
scheme [23] are smaller than the analytical results, while the
NEE-CE scheme [32] overestimates the gas velocities. The
maximum relative deviations and relative standard deviations
of the present IBB-ECE scheme are compared with those of

TABLE III. Maximum relative deviations and relative standard deviations of velocities predicted by halfway DBB [23], NEE-CE [32], and
present IBB-ECE schemes under different values of Kn and q.

Deviations Schemes Kn q = 0.25 q = 0.5 q = 0.75 q = 1.0

Halfway DBB [23] 0.05 9.23 × 10–2 8.14 × 10–2 7.67 × 10–2 5.68 × 10–2

Emax 0.1 1.10 × 10–1 9.82 × 10–2 7.85 × 10–2 6.14 × 10–2

NEE-CE 0.05 3.72 × 10–2 3.14 × 10–2 2.57 × 10–2 2.74 × 10–2

[Eq. (30)]
[32] 0.1 7.15 × 10–2 6.40 × 10–2 5.86 × 10–2 5.43 × 10–2

Present IBB-ECE 0.05 4.67 × 10–3 2.43 × 10–3 3.68 × 10–3 6.71 × 10–3

0.1 6.36 × 10–3 3.73 × 10–3 5.42 × 10–3 8.47 × 10–3

Halfway DBB [23] 0.05 4.67 × 10–2 1.34 × 10–2 2.79 × 10–2 3.11 × 10–2

ERSD 0.1 4.99 × 10–2 1.56 × 10–2 2.48 × 10–2 3.00 × 10–2

NEE-CE 0.05 4.54 × 10–3 4.10 × 10–3 3.37 × 10–3 3.59 × 10–3

[Eq. (31)]
[32] 0.1 1.27 × 10–2 1.19 × 10–2 1.12 × 10–2 1.04 × 10–2

Present IBB-ECE 0.05 6.08 × 10–4 3.49 × 10–4 5.12 × 10–4 8.07 × 10–4

0.1 8.91 × 10–4 5.01 × 10–4 6.98 × 10–4 9.98 × 10–4
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TABLE IV. Maximum relative deviations and relative standard deviations of velocities predicted by halfway DBB [23], NEE-CE [32], and
present IBB-ECE schemes under different values of Kn and θ .

Deviations Schemes Kn tan θ = 0.46 tan θ = 1.2 tan θ = 3.72

Halfway DBB [23] 0.05 6.46 × 10–2 8.72 × 10–2 7.12 × 10–2

Emax 0.1 2.11 × 10–1 2.97 × 10–1 2.38 × 10–1

NEE-CE [32] 0.05 3.85 × 10–2 3.90 × 10–2 3.89 × 10–2

[Eq. (30)]
0.1 7.24 × 10–2 7.29 × 10–2 7.38 × 10–2

Present IBB-ECE 0.05 3.27 × 10–3 1.54 × 10–3 6.01 × 10–3

0.1 6.67 × 10–3 2.68 × 10–3 1.02 × 10–2

Halfway DBB [23] 0.05 6.18 × 10–3 1.78 × 10–2 1.02 × 10–2

ERSD 0.1 2.79 × 10–2 4.01 × 10–2 3.88 × 10–2

NEE-CE [32] 0.05 4.10 × 10–3 4.34 × 10–3 5.46 × 10–3

[Eq. (31)]
0.1 1.21 × 10–2 1.22 × 10–2 1.43 × 10–2

Present IBB-ECE 0.05 5.13 × 10–4 2.02 × 10–4 7.34 × 10–4

0.1 7.99 × 10–4 4.01 × 10–4 2.88 × 10–3

the halfway DBB scheme and NEE-CE scheme in Table IV.
We can see that the halfway DBB scheme deviates most
among the three schemes due to the fact that it can only
restore the slip velocity model with q = 0.5. Deviations for
the NEE-CE scheme are also non-neglectable, especially for
Kn = 0.1, where the second-order velocity slip term becomes
large and the influence of fictitious slip velocity also exists. It
is obvious that both the maximum relative deviations and rela-
tive standard deviations of the proposed IBB-ECE scheme are
significantly smaller than those of the halfway DBB scheme
and NEE-CE scheme at different values of Kn and θ .

C. Gas flow around a micro-cylinder

In this section, the gas flow around a micro-cylinder as
shown in Fig. 7 is simulated to show the effect of the second-

order slip term λ2

2!
∂2ug

∂n2 adopted in the present boundary scheme
on the gas velocity at the gas-solid interface. The Reynolds

FIG. 5. Force-driven gas flow in an inclined microchannel.

number of gas flow around a micro-cylinder is defined as

Re = U∞D

ν
, (32)

where U∞ is the incoming gas velocity and D is the diameter
of the micro-cylinder. As shown in Fig. 7, the uniform lattices
are adopted in a computational region of 40D × 20D in the
simulation after a grid independence test (δx = 1

30 D). The
boundary conditions are set as follows: at inlet: ux = U∞,
uy = 0; at outlet: ∂ux

∂x = ∂uy

∂x = 0; at top and bottom bound-

aries: ∂ux
∂y = ∂uy

∂y = 0. The streamlines around the cylinder are
also presented in Fig. 7, in which the velocity slip effect is ob-
viously seen in microgas flow (Kn = 0.015) when compared
with the macroscale flow (Kn = 0.0) at the same Reynolds
number. As the slip phenomenon exists on the solid-gas in-
terface, the kinetic energy of gas flow in the boundary layer
increases; therefore, the separation phenomenon occurs back-
ward and the corresponding trailing vortex region shrinks.

Figure 8 compares the normalized slip velocity distribu-
tions along the micro-cylinder surface, which are obtained
by the present IBB-ECE scheme (adopting the second-order
slip velocity model), the modified DBB scheme (adopting the
second-order slip velocity model) [27], the NEE-CE method
(adopting the first-order slip velocity model) [32], and the
finite-difference method (FDM) (adopting the first-order slip
velocity model) [46]. As shown in Fig. 8, the application of the

second-order slip term λ2

2!
∂2ug

∂n2 causes significant differences in
the prediction of slip velocity, especially under the condition
with relatively larger Knudsen number. The predicted slip
velocities by adopting the second-order slip model are signif-
icantly smaller as compared with those obtained by adopting
the first-order slip model. Also, note that there exists a little
difference between the results obtained by the present IBB-
ECE scheme and those obtained by modified DBB scheme,
which is due to the ignorance of the influence of boundary
curvature in the latter scheme (see Table I). However, this
difference is minor when compared with the difference in-
duced by neglecting the second-order slip term. Thus, it can
be inferred that the second-order slip effect must be taken
considered for an accurate simulation of microgas flow over
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FIG. 6. Comparisons of velocity profiles along y′ direction in inclined microchannel under different values of Kn and q predicted by
halfway DBB scheme [23] (a), NEE-CE scheme [32] (b), and present IBB-ECE scheme (c) with the analytical solutions given by Eq. (29).

curved boundary, especially at a relatively larger Knudsen
number.

D. Couette flow between two micro-cylindrical surfaces

In this section, the gas Couette flow between two cylindri-
cal surfaces is numerically simulated to test the superiority of
the proposed IBB-ECE scheme for a moving curved bound-
ary. As shown in Fig. 9, the inner cylindrical surface with
radius R1 rotates at a fixed angular velocity ω while the
outer cylindrical surface with radius R2 keeps stationary. In
a two-dimensional polar coordinate system (r, θ ), the Navier-
Stokes equations for the Couette flow shown in Fig. 9 can be

FIG. 7. Gas flow around a micro-cylinder.

expressed as

d2uθ

dr2
+ d

dr

(uθ

r

)
= 0, (33)

where uθ is the tangential velocity of gas and r is the local cur-
vature radius. With the proposed second-order slip boundary

FIG. 8. Normalized slip velocity distributions along cylinder sur-
face under different values of Kn predicted by different boundary
schemes.
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FIG. 9. Couette flow between two micro-cylindrical surfaces

model [i.e., Eq. (22)], the gas velocities on the inner and outer
cylinder surfaces can be obtained as

uθ

∣∣
r=R1

= ωR1 + 2 − σv1

σv1

(
λ

duθ

dr
+ λ2

2

d2uθ

dr2
− λ

uθ

r

)∣∣∣∣
r=R1

,

(34a)

uθ

∣∣
r=R2

= − 2 − σv2

σv2

(
λ

duθ

dr
+ λ2

2

d2uθ

dr2
− λ

uθ

r

)∣∣∣∣
r=R2

,

(34b)

where σv1, σv2 are the TMAC for the inner and outer surfaces,
respectively, which are chosen as 1 for fully diffusive walls
and can be removed from the above equations. Thus, the
analytical tangential velocity profile under the second-order
slip boundary condition can be obtained:

uθ = C1

r
+ C2r, (35)

where the parameters C1 and C2 are determined by

C1 = R1
4R2

4ω

−R1
4R2

2+2R1
4R2λ−2R1

4λ2+R1
2R2

4+2R1R2
4λ−2R2

4λ2
, (36a)

C2 = −R1
4ω(R2

2 − 2R2λ + 2λ2)

−R1
4R2

2 + 2R1
4R2λ − 2R1

4λ2 + R1
2R2

4 + 2R1R2
4λ − 2R2

4λ2
, (36b)

in which λ = Kn(R2 − R1) is the mean-free path of gas, and
R1 and R2 are chosen as 30δx and 50δx, respectively.

The comparisons of normalized velocity uθ

ωR1
, which were

numerically obtained by different boundary schemes under
Kn = 0.05 and Kn = 0.1, are demonstrated in Fig. 10. The
numerical results predicted by the present IBB-ECE scheme
agree well with the analytical solutions, except with a minor
underestimation of gas velocity along the outer boundary.
The predictions based on the halfway DBB scheme [23] do
not agree well with the analytical results due to its truncation
errors from the zigzag approximation and ignorance of the
influence of boundary curvature (see Table I).The predictions

of the modified DBB scheme [27] also deviate from the an-
alytical solutions near the boundary due to its ignorance of
the influence of boundary curvature. Note that the NEE-CE
scheme [32] deviates most from the analytical solutions be-
cause the second-order slip term is neglected (see Table I) and
the fictitious slip velocity is not eliminated due to the implicit
CE method adopted in this scheme. As the Knudsen num-
ber increases, the deviations of the halfway DBB, modified
DBB, and NEE-CE schemes become larger, indicating that the
present IBB-ECE scheme is a better slip boundary scheme for
the moving curved boundary under relatively higher Knudsen
numbers.

FIG. 10. Comparisons of normalized velocity profiles of Couette flow between two micro-cylindrical surfaces predicted by different slip
boundary schemes with Kn = 0.05 (a) and Kn = 0.1 (b) with the analytical solutions given by Eq. (35).
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TABLE V. Maximum relative deviations and relative standard deviations of velocities obtained by halfway DBB [23], modified DBB [27],
NEE-CE [32], and present IBB-ECE schemes under different values of Kn.

Emax [Eq. (30)] ERSD [Eq. (31)]

Schemes Kn = 0.05 Kn = 0.1 Kn = 0.05 Kn = 0.1

Halfway DBB [23] 9.87 × 10–2 1.04 × 10–1 2.98 × 10–2 3.52 × 10–2

Modified DBB [27] 1.76 × 10–1 1.98 × 10–1 2.13 × 10–2 2.68 × 10–2

NEE-CE [32] 1.60 × 10–1 1.19 × 10–1 3.85 × 10–2 5.75 × 10–2

Present IBB-ECE 4.12 × 10–2 7.82 × 10–2 6.71 × 10–3 1.14 × 10–2

The comparisons of maximum relative deviations and rel-
ative standard deviations caused by different schemes are
presented in Table V. It can be seen that the present IBB-ECE
scheme achieves the highest accuracy, while the three other
schemes (halfway DBB scheme, modified DBB scheme, and
NEE-CE scheme) fail to predict the velocity precisely, espe-
cially on the boundary nodes, where the slip velocity becomes
the major concern.

The stability test of the present IBB-ECE scheme is also
performed and presented in Fig. 11 to validate the consistency
of the present scheme under a moving curved boundary. The
predicted maximum normalized velocities Umax = uθ,max

ωR1
are

compared with the analytical solutions under various Kn num-
bers within the slip regime (0.001 � Kn � 0.1). The results
show that the present scheme reaches a good agreement with
the analytical solutions under different Kn numbers. Thus, the
present IBB-ECE scheme maintains a good stability against
the variation of Kn numbers to achieve the second-order
slip velocity condition. Furthermore, the experimental order
of convergence for the IBB-ECE scheme is tested. All the
discretization methods adopted in the IBB-ECE scheme is
of second-order accuracy against δx in order to maintain the
second-order accuracy of LB method. As shown in Fig. 12, the
slopes of results obtained by the IBB-ECE coincide well with
slope 2 under various Kn numbers, proving a second-order
convergency.

V. CONCLUSIONS

In this paper, we have proposed an improved curved-
boundary scheme with the second-order slip velocity

FIG. 11. Comparisons of maximum normalized velocities under
various Kn numbers predicted by the present IBB-ECE scheme with
analytical solutions given by Eq. (35).

condition (i.e., IBB-ECE scheme) for MRT-LB simulation of
microgas flow in the slip regime ((0.001 < Kn � 0.1)). The
proposed IBB-ECE scheme is a combination of the interpola-
tion bounce-back method for the density distribution functions
on a curved boundary and the explicit counter-extrapolation
method for gas slip velocity on gas-solid interface. The IBB
method can well consider the effect of the offset between
the lattice node and the physical boundary, while the devel-
oped ECE method can eliminate the influence of fictitious
slip velocity on gas-solid interface by introducing the explicit
extrapolation approach. To get a precise slip velocity on a
curved wall, a slip velocity model, which incorporates both
the effect of second-order velocity slip term and the effect
of boundary curvature radius, is also developed in this work,
from which the gas slip velocity on a curved wall is captured
by discretizing the corresponding slip terms directly. The
proposed second-order slip boundary scheme is then applied
with the MRT-LB model and tested by simulating benchmark
cases including the force-driven gas flow in horizontal (in-
clined) microchannel, the gas flow around a micro-cylinder,
and the Couette flow between two micro-cylindrical surfaces.
Numerical tests show that as compared with the halfway DBB,
modified DBB, NEE-CE, and FDM schemes reported in the
literature, the proposed IBB-ECE scheme is of the highest
accuracy. Indeed, it should be admitted that the proposed
IBB-ECE scheme scarifies a good locality by adopting more
nodes on the normal direction, and may not be appropriate for
coarser grids, but it achieves an improved numerical accuracy

FIG. 12. Relative standard deviations under different lattice
numbers and Kn; slope 2 indicates a second-order convergence.
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and maintains robust results under reduced resolutions or in-
creased Kn. It turns out that the IBB-ECE scheme proposed
in this paper is a precise and easy implementing scheme
for curved boundary with the second-order velocity slip
condition.
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