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Projection of strong coupling interaction with thermal bath in a polymer
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We investigate modifications of a stochastic polymer picture through a shift in the boundary between the
system and an external environment. A conventional bead-and-spring model serving as the coarse-graining model
is given by the Langevin equation for all the monomers subject to white noise. However, stochastic motion for
only a tagged monomer is observed to occur in the presence of colored noise. The qualitative change in the
observations arises from the boundary shift decided by the observer. The Langevin dynamics analyses interpret
the colored noise as the emergence of the polymeric elastic force, resulting in additional heat in the tagged
monomer observation. Being distinguished from coarse-graining based on scale separation, the projection of
comparable internal degrees of freedom is also discussed in light of the fluctuation theorem and the stochastic

polymer thermodynamics.
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I. INTRODUCTION

Identification of thermodynamic quantities at a small scale
is intrinsically involved in a distinct notion from the macro-
scopic framework [1-5]. Remarkable differences arise from
surface effects and fluctuations, both of which are eliminated
at the thermodynamic limit, where the surface-to-bulk vol-
ume ratio approaches zero. Also, the law of large numbers
provides a guide to view thermodynamic quantities as being
definite values. However, at the small scale, the interaction
energy with a thermal bath could be comparable to the system
energy itself. This mode of interaction is referred to as strong
coupling and has been developed to be incorporated into
stochastic thermodynamics [2-5] together with the concept of
entropy at the small scale.

A polymer consisting of numerous monomers is a strong
coupling system. Indeed, a bead-and-spring model well
known as the coarse-grained picture has only an effective
Hamiltonian composed of elastic entropy that does not rely
on details of the specific structures because of relaxation due
to interaction with a thermal bath [6-8]. The polymer system
also poses an interesting issue for projection methods [9,10].
If all the monomers are observed, then they receive direct
thermal agitation, which is commonly modeled by white noise
in a viscous solution [6-8]. However, if only a monomer is
traced and the others are projected, then the other monomers
are only in a position of indirect interaction with the thermal
bath, where the traced monomer is subject to colored noise
[9,11-15]. The change in observed noise is noteworthy from
the perspective of stochastic energetics [1,16,17] because the
issue of how to identify the noise characteristics is closely
related to a definition of heat made to satisfy first law of the
thermodynamics. In light of the second law, in equilibrium,
the elastic entropy change coming from the chain configu-
rations to be projected is produced by heat flow to and out
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of the thermal bath environment, which all the monomers
directly face with. Eliminating degrees of freedom transfers
a part of the system into the environment and shifts the sur-
face boundary with the environment. Hence, reinterpretation
of thermodynamic functions and heat are required. Further-
more, another noteworthy point is that projections based on
scale separation are distinguished from the elimination of
degrees of freedom of the other monomers with a comparable
spatiotemporal resolution, which implies the presence of non-
trivial surface intrinsic to the polymer. We are then naturally
led to the question about how the projection inherent in the
polymer modifies the stochastic physical picture because of
the boundary shift. However, this issue has not been fully
discussed.

This study focuses on how observation of a polymer sys-
tem strongly coupled with a thermal bath is dependent on
the projections of the degrees of freedom, apart from the
scale separation. From this perspective, Sec. I analyzes the
Rouse model in a rigorous manner using Langevin dynam-
ics [18-21], where two observation methods-tracing a single
monomer and tracing all the monomers-are investigated in
view of heat under a stochastic energetics approach [1]. Sec-
tion III describes the development of the general model for
a polymer in a viscous solution by incorporating nonlocal
effects of self-avoidance and hydrodynamic interactions. Sec-
tion IV identifies heat deduced from the fluctuation theorem,
and then Sec. V addresses stochastic thermodynamics based
on a solvated ensemble [5]. Section VI discusses applications
in experiments. In Sec. VII, we summarize the study.

II. ROUSE POLYMER

We begin with the Rouse polymer model in Langevin dy-
namics. A linear polymer chain consists of N monomers of
size a, which are labeled from one end, e.g., x,(¢) denotes
nth monomer’s position along a forced direction. The one
end (Nth monomer) begins to be pulled at + = 0 by force f.
Unless otherwise noted, the Nth forced monomer is referred
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to as the tagged monomer, whose subscript situationally drops
as x(¢) = xy(t). Throughout the article, we consider near-
equilibrium dynamics, where the external force is so weak,
f < kpT/Ro[~ kT /(aN")], that the polymer can qualita-
tively retain its equilibrium shape. Note that Ry = aN" is an
equilibrium coil size, and the Rouse model takeson v = 1/ 2.1

A. Langevin equation

The equation of motion is written with overdamped
Langevin dynamics as [6-8,11-13,15,21]

a0  OHO )
Yor T o,

The left-hand side of this equation represents frictional force
in a Newtonian fluid with frictional coefficient y. On the
right-hand side, the respective terms are, from left to right,
the conservative force produced by the effective Hamiltonian
HP({x,}), the time-dependent external force f,(¢), and ther-
mal agitation ¢,(r). Step force f,(t) = fS,n®(t) is applied
to the tagged Nth monomer, and ®(¢) denotes the Heavi-
side step function. The effective Hamiltonian is responsible
for the internal interaction between the monomers to form
chained configurations. The effective Hamiltonian for the
Rouse model is written as the sum of harmonic potentials
between the adjoining monomers:

+ fu(®) + 8u(0). (D

N

k
HO b = Y 5 G — 5, )

n=-—1

with spring constant k. Technically, x_; = xy and xy; = xn
are assumed to impose a free boundary condition [6]. The
random force of the thermal agitation satisfies the zero mean
and the Gaussian-distributed noise with covariance:

(Ca@)Ew (1)) = 2kpTy 8, 8(t — 1). 3)

Notably, Eq. (1) is the time evolution equation on the coordi-
nate of all the monomers, whereas the generalized Langevin
equation (GLE) (11) is that on the coordinate of only the
tagged monomer. To solve Eq. (1), the normal mode X, (¢) is
used with the following transform:

N N
X, ()= xaOhgu.  xu(t) =D X, Ohl,. @)

n=0 q=0
The kernels are defined as

hyn = %cos (%), h;n = Clcos (%), 5
q

where the discrete expression employs b, =1 for 1 <n <
N — 1 and by = by = 1/2, and ¢ denotes the mode indices;
we set ¢, =1/2 for g > 1 and ¢o = 1. The free bound-
ary condition is maintained by assuming h;q = h;o and

I'The Flory exponents v will be mentioned again after Eq. (29).
2As in the literature [7], a long chain may technically replace
Egs. (4) with

N N
X,(1) = / Oy, 0= 3 X00,,  ©
0

q=0

¥
hq,N-H

= h; ~- The dynamics of each mode is obeyed by
dX,(t)  IHMX)

i ox,

+ F,(t) + Z,(t), 7

where y, = y is the frictional coefficient in the mode space.
Whereas g > 1 represents the internal modes, ¢ = 0 corre-
sponds to a translational mode of a center of mass (indeed,
no restoring force —87—[8A)(X0) /0Xo = 0). The others are con-
verted as F, (1) = ZnN:() Sa@®hy,, and Z,(t) = 22’:0 Ea(t)hg p
in the same rule. The statistics of the Gaussian-distributed
noise Z,(t) is transformed with zero mean (Z,(t)) = 0 and the
following covariance:

(Z,()Zy (1) = 2¢,vgksT [N )8y 8t —1'). ®)

Elastic force is produced by the effective Hamiltonian with a
harmonic potential for g > 1:

k,
Hy (X)) = X, ©)
with k, = 4ksin? (rq/(2N)); we adopt k, >~ k(7 q/N)* ex-
panded around ¢g/N < 1 hereafter. In this case, the free
boundary condition turns to be dx,/dn|,—0 = 9x,,/0n|,=y =0
(see Appendix for details). For ¢ =0, ’H((]A)(Xo) =0 is put
with k,—o = 0. Solving Eq. (7) [13,15,21] and superimposing
the normal modes with Egs. (4) and (5), we draw a trajectory
for each monomer with a set of noise {Z,(¢")} fort' € [0, ] as

LR+ Z,( , .
X, (1) = 2/ dt’ Me—(t—t )(kq/yq)h(,i.n
q=0 0 Yq

+ ) X, (0)e R} (10)
q=0

Note that an initial state is in equilibrium, which satisfies the
Gaussian distribution dictated by (X,(0)) = 0 and the equipar-
tition of energy (X,(0)?) = kpT /(2Nk,).

B. Generalized Langevin equation

Focusing on the tagged monomer with x(f) = xy(t),
Eq. (10) provides an expression with the GLE [13-15]:

d’;(’) :[ ds ju(t — $)£(s) + V), (1D
t 0

where (t) denotes a mobility kernel and n™(¢) is the
colored Gaussian-distributed noise with zero mean and covari-
ance (n®()nW(s)) = kgT u(t — s). The kernel qualitatively
comprises three components: a center of mass pem (), an
instantaneous response [ins(f), and an internal configuration
e (1) as in

2
w(t) = pem. () + Wins () + o (), Hem () = IV_)/S(I)’

—3/2

A (12)

1
Mot(t): 1\

Ty | Tu

2
Mins(t) x~ _8(t)7
4

where the continuum form redefines 4, , as the one with b, =1
uniformly distributed for 0 < n < N. Detail is put in the Appendix.
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where 7, = y /k or T = y; /k; denotes the characteristic relax-
ation time for a monomer or for the entire chain, respectively.
Notably, the normal mode obeyed by Eq. (7) evolves explicitly
with the Markov process; however, Eq. (11) indicates that
the GLE picture takes on the colored noise, which lasts until
the longest relaxation time ¢ < t. The alternation from the
Markovian to the non-Markovian processes is a consequence
of a loss of a perfect set of state variables that describes the
system as Markovian [9]. Despite the change in the noise
recognition, however, the equilibrium condition ensures that
Eq. (11) satisfies the fluctuation-dissipation relation (FDR)
over all the time frames for r > 0 (see Appendix):

J
2kgT
where notations for two types of differences are introduced as
Az(t) = z(t) — z(0) and 8z(t) = z(t) — (z(¢)). Equation (13)
is referred to as an FDR of the first kind.

(Ax(1) = =2 (8 Ax()P), (13)

C. Energy balance

We can now discuss the energy balance (first law of ther-
modynamics) based on the Langevin equation. Recall the
thermodynamic limit, which ensures a surface boundary of
a system surrounded by a thermal bath, and that fluctuations
per unit volume become negligible, as guided by discussion
of the surface-to-volume ratio and the law of large numbers,
respectively. However, a small system manifests a surface
boundary, which may also fluctuate. In addition to the evident
emergence of a surface boundary, there could be multiple
choices of surface boundaries; these boundaries govern the
number of degrees of freedom eliminated by the projection.
For example, whereas N degrees of freedom are retained in
Eq. (1), the projection enables us to reduce N to a single
degree of freedom in the GLE (11) for the tagged monomer
observation.

Let us observe the difference in energy balance altered by
a reduction of the degrees of freedom, which is envisaged as
a surface shift:

AHp(x(2), f(1)) = W) — 0@), (14)

AHD (@), @) = WO - 0D, (15)

where the effective Hamiltonian is modified by incorporating
the term — f(¢)x = —f(t)xy with x = xy as’

Hylx, f) =H@) — fx=—fx, (20)

3Together with H and H“, we introduce H ; and ’H(fA) to facilitate
a discussion of the Jarzynski equality [22] known as nonequilib-
rium work relation, where work is defined as Eq. (22). Besides, the
Bochkov-Kuzovlev relation [23-26] provides the distinct form in
nonequilibrium work relation by employing a definition of mechani-
cal work (say, force times displacement) as

W) =WO@) = fF()Ax(@), (16)

Even if the mechanical work is chosen, the main statement in the ar-
ticle is not modified. In fact, although the energy balance is rewritten
as

AH =WO0) - 0@), a7

HP Wb, £) = HY () — fan

1 N ax, 2

= Zk/O dn < Bn) fxn, (21)
with A representing the temporal difference, e.g., AH; =
Hy(x(@), f(2)) — Hs(x(0), £(0)). The quantities H¢(x, f) for
the tagged monomer observation or ”H;A)({xn}, f) for the all-
monomer observation are distinguished by the superscript
(A). H(x) is introduced in Eq. (20). If conservative force
—0dH(x)/9x acts on the tagged monomer, then a part of the
integrand in the GLE (11) appears as f(s) — 0H/0x|y=x(s)
instead of just as f(s); however, this conservative force is
not present. Thus, H(x) = const. = 0, where an indefinite
constant in H(x) is set to meet with minimum value chosen
in Eq. (2). In the second line of Eq. (21), we take a contin-
uum limit representation, where “~" is replaced with “="" on

N~ fév dn in notation.
By considering f(¢) as an external parameter, we define

work as

fgHW /
W(t)=W<A>(z)=/ dz’a—j{ %:—fx(m, 22)
0 1

where an infinitesimal quantity € is incorporated into ®(r —
€)in f(t) = fO(t — €) by noting dO(t — €)/dt = 6(t — €).
From Eq. (14) [or Eq. (15)], the heat Q(t) [or Q¥ (¢)] gener-
ated along the trajectory for the process from x(0) to x(¢) [or
{x,,(0)} to {x,(¢)}] is identified. Notably, in Eqs. (14) and (15),
the work done on the system or the heat transferred into the
thermal bath, respectively, is assigned as positive.

Equations (14), (15), and (20)—(22) lead to one of the
main consequences of the surface shift concerning the heat
difference:

AHP — At = 01) — 0V (1)

= Ne, AN X )R )2 (23)

=1

Thus, if only the tagged monomer is observed, then the change
in the effective Hamiltonian A’H;A) or the superposition of
AHM(X,) is interpreted as the heat.

To make a more convincing argument, we here verify
the consistency of Eq. (23) from the viewpoint of heat on the
GLE or the mode analyses. Because heat is defined in the
stochastic energetics for the white noise [1], we expect that
the analogous formalism holds true in the heat for the colored

A,H(A) _ W(O,A)(t) _ Q(A)(l), (18)

the difference between the observations maintains the same relation
irrespective of the work definition:

AH® — A = AHY — AH; =0 - QW, (19)

where AH = 0 and AH; = — f Ax. For example, either of the work
definitions leads to Eq. (23).
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noise. For an infinitesimal interval dr [17], we introduce*

d'o@) = UO dsT(t — s)% — n“(r)} odx(t), (24)

where I'(¢) is the frictional kernel and " (¢) is the colored
Gaussian-distributed noise with zero mean and the covariance
given by the FDR: (n")(t)n")(s)) = kgTT(t — s). The kernel
['(r) is related to u(r) via ['(z)/1(z) = 1 on the Laplace do-
main, into which (ﬁ(z) = fooo dt ¢(t)e ™ is used with z being
the real-space variable. The Laplace transformation provides
the other form as equivalent to Eq. (11):

f@) =/ dsT'(t —s)w
0 dS

Applying the force balance Eq. (25) to Eq. (24) and then
using dx(t) = Y_, dX,(t)h} v, we have d'Q(t) = f(1)dx(t) =
Zq f (t)qu(t)h; N=2 g chFq(t)qu(t)(hj;’ v)*.  Further-
more, eliminating F,(z) with Eq. (7), we encounter the
mode-space expression:

— ). (25)

N
d'0t) =Y " c,N[d'OW +dHP (k! >, (26)
q=0

where the first term in the bracket on the right-hand side is
defined as

, dX,
d Qg“ = [y,,d—tq — Zq(t)i| odX,, 27)
and the other dH? is from the effective Hamiltonian [Eq. (9)
without the fx term]. Stochastic modal motion undergoes
the Markov processes; we then explicitly write Eq. (27) with
the Stratonovich multiplication (o). The midpoint definition
in the Stratonovich multiplication is appropriate in light of
the energy balance [1] and symmetricity of microscopic re-
versibility.

We then superimpose d’QéA) or d’HfIA), respectively.
Taking the continuum limit in Eq. (2), we convert
Zlquo ch”;‘{;A)(h;JV)2 = fév dn (1/2)k(dx,(t)/dn)* =
HD({x,}) (see the Appendix). In addition, the total heat is
counted as Z;V:O chd/QflA)(h;[\,)2 = fQN dnd'QW = d'QW.
Note that the heat for the nth monomer is defined as

dx, (1)

doW = |y
O Y

where £,(t) = ) 02 (t)h;n. Consequently, d'Q(t) is found to
consist of d’'Q™W and dHW, ie., d’Q(t) = d' QWY + dHW.

Thus far, we have shown the energy balance in real space

with the variables {x,(¢)}, whose dual is equivalent to the
normal modes {X,(?)}. The question then arises as to whether

- Cn(t)} o dxu(1), (28)

“Looking at Egs. (26) and (27) with dHD (X)) = kX, 0 dX,, we
find the products with infinitesimal displacements odX,(¢) on the
mode space are defined with the Stratonovich multiplication. The
real-space variable x(7) is decomposed into the normal modes X, (),
which is amenable to the midpoint definition on the Stratonovich
multiplication. For that reason, we employ the same notation for the
heat in the real space as the Stratonovich multiplication (o) appearing
in Eq. (27), whereas x(¢) agitates under the colored noise.

the energy balance can be introduced in the mode space. Let
us here define d'Q, [Eq. (27)] as the g-mode components of
the heat. Then, by recalling d'Q¥) = ZIqV:O chd/Q;A)(h; )
and comparing Eqs. (24) with Eq. (26) through the Eq. (7) of
motion, we find that the elastic conservative force produced
by HA = Zq Nc,H, acts as the random force in the tagged-
monomer observation with the GLE.

The energetic components appearing in first law of thermo-
dynamics are work, heat, and internal energy corresponding to
the effective Hamiltonian in the article (without mass flow). At
small scale, the article defines the work through the external
parameters attached to a part of the system not to be projected.
However, heat and the effective Hamiltonian are subtle in
the context of the surface shift since they sit, as it were,
on the boarder “zone.” All the monomers before projection
are directly agitated by the noise provided from the thermal
bath, and the boarder between the system and the external
environment is interpreted as the monomer surface. Heat is
a form of energy transfer between the system and the external
environment, and thus the heat flow may be viewed as oc-
curring on the monomer surface through the friction and the
noise. Since projecting the degrees of freedom corresponds
to the surface shift, the heat definition is altered. The present
argument proposes that the projection of the internal degrees
of the freedom in the polymer turns the change in the effective
Hamiltonian into the heat, whereas the work defined with the
external parameters, which is always attached to the part of
the system regardless of the projection, is kept unchanged.

III. SELF-AVOIDANCE AND HYDRODYNAMIC
INTERACTIONS

Section III generalizes the consequences of the Rouse
polymer by incorporating the self-avoiding (SA) effect and
the hydrodynamic interactions (HIs). Although the local fric-
tion (i.e., y;, = y for the Rouse model) might suggest that
Eq. (28) is trivial in the preceding section, we here introduce
the Hls with y, of Egs. (29), which provide a useful approx-
imation to treat the heat. One of the distinctive features of
the SA effect or the HIs is the long-range interaction. The
developed prescription at the larger spatiotemporal scale is
to integrate them out as the effective spring constant or the
frictional coefficient [7,14,15,27]. As long as the polymer
retains its equilibrium shape under weak perturbations, the
same qualitative treatments as those for the Rouse polymer
are available by modifying the mode coefficients in Egs. (7)
and (9) [7,14,15,27]:°

kq — k(q/N)2V+1, J/q — y(q/N)*U(Zfz)le’ (29)

where v is the Flory exponent. Although an ideal chain,
including the Rouse polymer, takes v = 1/2, the SA inter-
action may increase the exponents, e.g., v = 3/4, ~ 0.588
in two/three dimensions, respectively. In addition, z is the
dynamical exponent that associates the characteristic relax-
ation time t with the correlation length Ry as 7 ~ R§ (z =3

SReference [28] discusses the polymer nonequilibrium stretching
described with time-dependent coefficients.
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for nondraining or z = 2 + 1/v for free-draining) [6,7].° The
independence of modes has been numerically verified as a
good approximation [27], whereas that for the Rouse polymer
is rigorous. The modified coefficients in Eqs. (29) are just sub-
stituted into Egs. (4)—(9) and (27); however, the combination
of Eq. (26) with Eq. (27) leads to

dx,, (t
d'Q;) = [ / P d: ) nnm} o dx, (1), (30)
which is substituted for Eq (28). The summation kernel is
deﬁqed as Yom = D 4 thq 2hg.m- Although the scalings are
modified because of the SA effects or the Hls, the qualitative
arguments related to the noise or the energetics are unchanged
from those for the Rouse model. Thus, the heat for the SA
tagged monomer includes the change in the elastic energy
component, i.e., the effective Hamiltonian in the present
formalism.

IV. FLUCTUATION THEOREM

In Secs. IV and V, we attempt to develop the aforemen-
tioned polymer arguments in light of the fluctuation theorem
(FT) and stochastic thermodynamics.

Section IV discusses the FT. In the preceding section, we
studied the heat in the mode space [Eq. (27)], whose definition
is given under a Markov process with FDR of the the second
kind (Z,(t)Z,(t")) = 2cgksTy,/N)8(t —t'). As in Crooks’
FT on the Markov process [29], our starting point is built on
the Markov process for the normal modes, where an exponen-
tial of the heat divided by the effective thermal energy equates
to a ratio between the probability of realizing a forward trajec-
tory given an initial condition and the probability of realizing
the reverse trajectory:

oMNn 1
P [chBT/N] =

P, X, ()X, (0)]
DO HONE

with Q;A)(t) or ¢;kgT /N being heat or effective thermal en-
ergy, respectively, in the mode space. The trajectory of the
forward process from X, (0) to X,(¢) with the external param-
eter F,(t") [or f(t')] for 0 < ¢’ <t is denoted by {X(-)}; also,
the reverse trajectory along X,/ (") = X,(r — 1”) with external
parameter FqT(t”) = F,(t —t") for 0 <" <t is denoted by
(X (). Py, ()} X, (0)] or P,L{X] ()X (0)] represents the
probability of the forward or reverse trajectory given the initial
position, respectively, on g-mode space. Note that the external
parameters F,(¢) [or f(¢)] are dropped in the arguments for
succinct representation, whereas the external parameters con-
ventionally appear together with stochastic observables X, (-)
as a set on the arguments. The heat in the exponent of Eq. (31)
is obtained by integrating Eq. (27) along the trajectory Q,(IA) =
f{x[,(-)} [y, dX,(t")/dt' — Z,(t")] o dX,(t").

The FT for a non-Markov process has been investigated

analogously [17,30,31]. A direct inspection of the GLE as in
Ref. [17] indicates the FT with the heat definition of Eq. (24):

0@)\ _ PHx()}x(0)]
P\t ) T

PLxT()HxT(0)]
®Modified exponents to a noninteger in the mode space express the
long-range interaction in the real space like a fractional derivative.

€2y

(32)

where P[{x(-)}|x(0)] denotes the probability of realizing a for-
ward trajectory from x(0) to x(#) given an initial position x(0)
and P[{x"(-)}|xT(0)] represents the probability of realizing a
reverse trajectory. Recalling the heat relation between the real
and the mode space [Eq. (26)], we encounter

D 4 AHD
()

cksT /N
1] [ PLX, ()X, (0)] Pq(Xq(O))i|(th;,N)2
PlX) ()X, (0)] Py(Xy (1)) ’

(33)

where Eq. (31) and the probability density P,(X,) =
Aexp[-H /(cqkpT /N)] on g-mode space appear with A
denoting a normalizing factor. It is noticeable that the proba-
bility density for the initial condition P,(X,(0)) or P,(X,(?))
enters the last equation, which results from a difference in the
effective Hamiltonian AH,,.

We proceed further in AH,, from a viewpoint of the colored
noise. The trajectory of {x(-)} with a given x(0) is specified by
a temporal sequence of {n™ ()} in Eq. (11). As discussed in
Refs. [32,33], when a polymer undergoes anomalous sub- or
super-diffusion as the power-law growths ([z(¢) — z(0)]?) ~
t* (0 <o <2, a#1), the stochastic dynamics, which ap-
pears to be a non-Markov process in real space, is cast with
fractional Brownian motion and decomposed into the modal
motion experiencing the Markov process for both the sub-
diffusion (0 < o« < 1) and the super-diffusion (1 < @ < 2).
The present system evolves as subdiffusion. Differentiating
Eq. (10) with respect to time and extracting the stochastic part,
we find that the colored noise in Eq. (11) is decomposed into

t
n(v)(t) — Z[_/ dr’ k_‘lzzq(t/)ef(tft’)(kq/}/q)h;N
0 Y, ’

q=0 q
+ Zq (t ) hT

kq :
— X, (0)e /vyt | (34)
yq Vq q q,N

Thus, {n(-)} is constructed with an additive form of in-
dependently distributed Gaussian white noises (a temporal
sequence of {Zq(~)h;N} between O and ¢), and the initial

position Xq(O)h; » in the mode space. This implies that the
initial conditions appearing in Eq. (33) may be interpreted as
a consequence of X, (O)h;  in the colored noise.

V. STOCHASTIC THERMODYNAMICS

Another remarkable point in the observation difference is
solvation of the polymer, that is, the interaction between the
polymer and solvent particles. Section V attempts to develop
an argument by referring to the notion of a solvated ensemble
introduced by Jarzynski in the context of stochastic thermo-
dynamics [5].

Although we have thus far traced only the positions of
monomers, we here explicitly consider the degrees of freedom
of the solvent particles {y;}. We assume that the total inter-
nal energy, including that of the bath, is divided into kinetic
energy and potential energy. Suppose that the total potential
energy exists in the absence of the applied force (f = 0) and
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is decomposed into

Unor (X2}, (i) = UP ({x,})
FUine (1}, i) + Up (D). (35)

Let the subscripts » and i provide an index for the monomers
and the solvent particles, respectively. The spatial position of
the nth monomer or ith solvent particle is assigned as x,, or y;,
respectively. Note that only the x axis is explicitly dealt with
in the following discussion. Indeed, subsequent main conse-
quences are not altered if another spatial dimension is taken
into account. U, or U, represents the potential energy of the
interaction between the polymer and the solvent particles or
that of the interaction between solvent particles in the thermal
bath, respectively. The thermal bath is sufficiently large that
the effects of the polymer system can be reasonably assumed
to be small perturbations. The potential energy of all of the
polymer and solvent particles is denoted by Uio.

A. Solvated ensemble

Equivalence of ensemble ensures that the identical macro-
scopic thermodynamics is obtained in the thermodynamic
limit even starting with a microcanonical, canonical, T-P, or
grand canonical ensemble. The present study is based on the
solvated ensemble [5] under isobaric-isothermal conditions.
Although scaling up a statistical quantity defined at the micro-
scopic level to a macroscopic quantity is not trivial, Eq. (40)
for the solvated ensemble has been argued to be reduced to
the Gibbs free energy at the macroscopic level [S]. We now
consider the solvated ensemble, whose probability density for
the composite system is given with 8 = 1/(kgT ) by

exp [—B U + PVy)]
Hn,i dxndyi exXp [_ﬁ(utot + va)] ’

Pxal, (vih) = T (36)

where P is the pressure assumed to be exerted with constant
magnitude on the composite system and V,({y;}) is the fluc-
tuating bulk volume.” The volume may be defined through
PV,({y;}) = mgh, where the system plus the bath is in a
container closed by a piston and a weight with mass m is
placed on the top side under acceleration of gravity g. Here,
let {y;} include the container height #.® When the degrees of
freedom {y;} are integrated out, the probability distribution for
the polymer system is given by

P(fx,}) = e FHVuh=6)) 37)

where the effective Hamiltonian is decomposed into two
stochastic quantities: the fluctuating potential energy for the
system UY({x,}) and the additional fluctuating potential

"This argument subtracts the kinetic energy from the outset because
it will eventually be eliminated through the momentum integral on
average quantities as long as kinetic energy is included as an additive
form.

8The conventional notation h is used for height, whereas h, , ap-
pears on the transform.

energy ¢ ({x,}) satisfying
HD{x,)) = UL {x]) + oD (), (38)

f 1_[ dy; e BUin+U+PVy)
i
f l_L, dyl e—BU+PVy)

¢ () = —p" log (39)
Using Eqgs. (37)—(39), the free energy at the small scale and its

partition function are defined as
G= _ﬁ7110g27 Z = / l_[dxn eiﬁH(A)({xn})' (40)

The potential of mean force and its spatial derivative yield the
mean force averaged over the degrees of freedom of the sol-
vent molecules [34,35], and H*)({x,,}) serves as the potential
of mean force.’

We here interpret Egs. (38), (39), and (40) in the sense
of the scale separation between the polymer and the solvent
particles [36,37]. We then note that H4 ({x,}) = UD ({x,}) +
»“({x,}) should correspond to the effective Hamiltonian
appearing in the overdamped Langevin Eq. (1). In termi-
nology, H* ({x,}) is referred to as the Landau free energy
at the intermediate scale level in a textbook on stochastic
energetics [1]. Incidentally, H“)({x,}) invokes the fluctuat-
ing enthalpy at the small scale, such as if the fluctuating
volume is defined as V" ({x,}) = ¢ ({x,})/P in the bare
representation introduced in Ref. [5]. We also note that the
excluded volume conventionally utilized in polymer physics is
introduced through a different notion rather on the basis of the
phenomenological arguments related to two-body interaction
[6-8].

Upon observation of the tagged monomer, the probability
density is given as

P(x) = ¢ FIHO-C, @1

with fluctuating enthalpy H(x)'°

H(x) = UX) + o (x), (43)

f l_[{n}/ l_[i dxndyi e_ﬂ(u(o|+PVb)
S Ty T dxady; e PUAPV)
where a set of the monomer indices {n} excludes the tagged

monomer’s index N. The difference alters the recognition of
the interaction with the solution as

¢p(x) = —p'log (44)

0

9
000~ (6] = ﬁw(m)m p (45)

°The Hamiltonian of mean force is defined as a general formalism
instead of the potential of mean force, as in Ref. [5].
19The partition function for Egs. (37) and (41) is identical:

Z = H/dxn e PP — /dxeiﬁﬂ("), (42)
n

which means that the Gibbs free energy is defined to not be changed
from the observation of all the monomers to the observation of the
tagged monomer.
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where the ensemble average over {x,}  is defined as

(N ey = / [Tdx
{ny

fl_[-dy[ e BUatPVy)
X (- i ’
( )f 1_[{n}’ Hi dx,dy; e~ BU+PVy)

(46)

with the normalizing condition (1), = 1 satisfied. Equation
(45) is one of the manifestations of the solvation due to the
dissolved polymer chain except the tagged monomer. This
equation indicates that part of the solvation arises from the
chain configurations even in a simple model like a Rouse
polymer.

We next consider the other corresponding thermodynamic
quantities at the small scale. Enthalpy and entropy are defined
uniquely as state quantities in a macroscopic system; how-
ever, according to Ref. [5], their consistent representation is
not unique at the small scale. We may have other choices,
where each representation has advantages and disadvantages.
The bare representation is one of the consistent formulations,
where the enthalpy for a respective observation approach is
defined as the state quantities:

HY = f [ T HO ()P (L)), (“47)

H= /dx H(x)P(x). (48)

With Eq. (40) in mind, the definition of entropy as a state
quantity is given by
H% -G H-G
s 2 5= . (49)
T T
From Egs. (49), a change in the entropy is balanced with a
change in the enthalpy:

H® —H
T

The bare representation allows us to exploit the Shannon
formula [SY = — [T],dx, P({x,}) log P({x,}), and S =
— f dxP(x)log P(x)] as an advantage. Moreover, we con-
sider stochastic entropy [38] given by

SY({x, (1)) = —kplog P({x,(1)})
S(x) = —kglog P(x(1)). 51)

When the detailed balance holds in the equilibrium, the dif-
ference in the stochastic entropy is translated into the heat
difference:

sW _g (50)

dHW ((x,(1))) — dH (1))
T

d'Q@t) —d'0W()

= - .

We also note that the left-hand side of Eq. (49)
is distinguished from the entropy defined as §?W =
—kg [ TT,; Pt} i) log P({x,). (i) [S] in the partial
molar representation, which is one of the consistent
formalisms. While the present polymer formalism looks
compatible with the bare representation, the partial

dSM({x, (1)) — dS(x(1)) =

(52)

molar representation could bring a different advantageous
perspective to the polymer system.

VI. DISCUSSION

The main part has theoretically considered a chained
structure. The all-monomer observation in experiments is
formidable to achieve, but we may get the all-monomer
energetics or thermodynamics by assuming hidden chain
structures from monitoring a part of the chain. The fact that
the negative velocity correlations ((v(¢)v(s)) < O for # # )
become manifest except the equal-time positive correlation
({(v(t)v(s) > 0 for t = s) is an indirect evidence of a sim-
ple chained structure [39], whereas the generating physical
mechanism can not be identified only by the mean-square
displacement [40]. When the chain structures are implied,
there may be distinct interpretations depending on choices of
the boundary surfaces.

The idea of the boundary shift is also applicable to the
other morphology like graft polymer, or star polymer and
further to the colloid attached with polymers, besides the
linear polymer considered so far. Let us see, for example,
the colloid being a core, from which the polymer branches
come out. If only the core is considered as a system, then
the branches are not the system, but is a part of the exterior
while mediating the interaction with the solution environment.
In this observation, the system does not have elastic ener-
getic component. However, the polymer branches are viewed
as the system, where the elastic component enters into the
effective Hamiltonian (corresponding to internal energy in
conventional macro thermodynamics). A similar argument is
applicable to the graft polymer comprising of a backbone
and side chains. If focusing only on the backbone, then the
side chains are the exterior of the system, mediating with the
solution environment. However, the side chains can turn to be
the system by alternating observer’s eye.

Furthermore, visualization technique of a specific spot on
microscopy have been experimentally revealing spatiotem-
poral structures of biopolymers in cells, and we get the
all-monomer energetics or thermodynamics by assuming
chain hidden structures. Although this article has focused on
the permanent chained structures, the boundary surface of
transient polymer complex formed by, e.g., genomic DNAs
with mRNAs, etc., would be an interesting issue and require a
close investigation.

VII. CONCLUDING REMARKS

The choice of surface boundaries between the system and
the thermal bath is inherently involved in the polymer ener-
getics or thermodynamics at the small scale. We discussed
the boundary shift in a polymer resulting from the projection
of comparable degrees of freedom in its chainlike structure.
The boundary shift modifies our recognitions of the dynamical
characteristics of noises from the white to the colored and
also qualitatively alters the interpretation of thermodynamics
introduced at the small scale, where the chain elasticity can
be considered as heat. In addition, we have especially focused
on the solvation effects, which rely on the boundary choice in
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the polymer, by utilizing the solvated ensemble in stochastic
thermodynamics.

The information obtained from the tagged monomer dy-
namics is one of the key quantities in experimental cell
observations. Further development of the present approach to-
ward analyses of intracellular dynamics would be interesting.
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APPENDIX

1. Basis in transformation

The basis on the discrete form satisfies orthogonality:

thn 84q'»
Bear in mind by=by=1/2, and b,=1 for

n=12,...,N—-1 of hy, in the above dis-
crete form Eq. (Al) Indeed, for ¢=0, we have

Yoo hgahly =Y 0o ¢y (ba/N)cos (¢'nmt /N) =
;' Yuxs (1/2N) cos (g /N) = 8o, Otherwise,

N
> b
N / L
Zb { I:H(Q+Q)ni|+cos|:n(q q)n]}
ZCan — N N

(A2)

(AL)

1
= 5o Bargo+ dymgol = b

where ¢, = 1/2 for ¢’ > 1 is used. By redefining b, = 1 for
0 < n < N in the continuum limit of n, we rewrite Eq. (A1)
into

N
i

/0 dnhgnhy , = 84q- (A3)

The free boundary conditions in the discrete form x_; =

xo and xy4; = xy are maintained by allowing x,(¢) =

> oo X, (t)h , [the right-hand side of Eq. (4)] to take n = —1

or n =N + 1 with the kernels defined as hJr 4= h 2.0 and

h; Npl = =h q.n» Whereas the summation in the left Eq. 4) is
taken overn =0, 1, --- , N to define X,(¢) (not over n = —1
orN +1).

In the continuum limit, the above definition satis-
fies the free boundary conditions: xo(t) —x_1(t) =0 —
anxn(t)|n:0 =0, and XN+|(I) —xy(@)=0— 8nxn(l‘)|n:N =
0.

The other transformation rule is also available. For ex-
ample, the literature [27] utilizes a different basis in the
transformation between X, (1) = ¥V, Xy (t)hy , and x,(t) =

S o X (O], with

q.n

_ 1 w(n+1/2)q
hy.n cos
N +1 N +1

(A4)

N+1 (A3)

i = Lo [T 1020]
q

where Y\ iy uhl, , = 844 holds. In the transformation, the
trigonometric function appearing in Eq. (AS5) is maintained for
n=—1orn=N + 1 to satisfy the free boundary functions
x_1(t) = xo(t) or xy41(¢) = xy(¢). That is, putting n = —1 or
n =N + 1inEq. (AS), we getx_(¢) or xy+1(¢), which equals
Xo(t) or xy(t), respectively.

2. Discrete elasticity representation

The restoring force (g >
form as

1) is diagonalized on the discrete

k(xn-H - 2xn +xn—l)
_kZX(t) q.n+1 ZhT +hqn 1)

>l
_—Z4ksm( )X (t)|: cos(%)]. (A6)

This paper focuses on the asymptotic dynamics obtained by
the superposition of the low mode g/N <« 1. The higher
modes do not cause a serious problem because we assume that
the microscopic fractal structure persists infinitely downward
on the hierarchy, enabling us to renormalize the parameter
unit.

3. FDR
The solution to Eq. (7) with Eq. (9) is given by

X(t)_/ F(t)—l—Z(t) e~ =10k /vy)
Yq

+X,(0)e~ka/ ot (A7)

Recall the step force F,(t) = (f/N)(—1)7 for t > 0; we then
find the FDR for each mode is written as

2 (BAX, (1))

Fy(AX, (1) = 2( TN

(A8)

We can ensure that the FDR holds on the real space
[Eq. (13)] using Eq. (AS8). Specifically, the calcula-
tion utilizes Y3 cgFy(AX, (1)) () \)* = (f/N)(Ax(1)) and

ZI(,V:()(c?AXq(I)Z)(h'N)Z (8Ax(1)%).

a. Cumulant expansion

Another approach is cumulant expansion. A characteristic
function for the Gaussian distribution is given up to the second
moment.

<ex [_fo(z>]>_eX [_f(Ax(t» .
Py || TP kT

f2<5AX(t)2)}
2(ksT)?
(A9)

014501-8



PROJECTION OF STRONG COUPLING INTERACTION ...

PHYSICAL REVIEW E 105, 014501 (2022)

Also, we proceed along a similar line on the mode
space.  Because  fAx(t) = Y, c;NF,AX,(t)(h, \)* =
> (~DINF,AX ()R] , we have

fAx@T\ > (DIF, AX (Oh)
exp | — kBT =(exp|—

(kgT /N)
= H <exp [—
q

[ (—DIF(AX, (1)
= e | -
q

ksT /N
1 FHBAX,(1)*) (g )
2 (kgT /N )?

(—DIF,AX, (DR
ksT /N

}. (A10)

Given that h' gy = (—=1)7/cg and comparing Egs. (A9)
and (A10), we obtaln

CfAx(@) | FA8AxE)
kgT 2(kgT)?
e FpAX, (1) | 5 BAX,0) ] (=1) .
= —cq4 Fq7 5 hq’N.
= kgT /N 2(kgT /N) cq

(A11)
Thus, if Eq. (A8) holds, then we arrive at Eq. (13).

4. Effective elastic energy

Applying integration by parts, we calculate the heat for
infinitesimal interval dt:

N
/ dnd' QW

0

N 2
- / dn (ka ;”2(” + fO@)SN — € — n)> o dxa(t)
0

[k /N 3x,(1) 8xn(t)i|
2 Jo on on

where the boundary conditions ax,(t)/dn|,—onx = 0 are im-
posed and where € denotes a positive infinitesimal. The first

term in the last line of Eq. (A12) corresponds to the change in
the effective Hamiltonian H“ ({x,}). This term is rephrased

as
k /’V 3x, (1) 3x,(t)
— dn
2 0 8n 8”

[k axn(t)aZX,,(t)}"‘N k/N xn(t)
= — - A dn n( )
2 an on* ], 2Jo
:f an Y k() Xy wn
qq’>1
=2 5quxq(t)z. (A13)
=1

5. Difference in solvation
We here show the derivation of Eq. (45). First, the deriva-
tive of Eq. (39) with respect to xy is explicitly written as
0@ (1)) _ [ Tlidys g e Ptertir
axN - f I_L, dyl e~ BUin+Up+PV)) ’ ( )
Taking an average ((:))y,y, we have

<3¢(A)({xn})>
)

BxN

f 1_[ dy; %;3[ o BUin+Uy+PV)

[ T1, dyi e PUnttts+PVe)

/de,,

{ny
[Tl dy: e~ BUD +Un+U+PV)
X
f H{n}’ ni dxndyi e*ﬁ(ummLPVh)
3Uim - uo[ PV,
S T dy o g=BlhatPV)

= dx ‘
/ L_}[’ ’ f H{n}’ d-xn I—[i dyl e_ﬂ(u(o[+PVb)

(A15)

Next, an explicit expression for d¢(x)/dx is written with x =
XN as

0 (x)
dx
S Ty doa T dys (B2 4 Buc) o=p@otPVe)

dxy dxy

S Ty dxa [T, di e PGtV
Comparing Eq. (A15) with Eq. (A16), we arrive at Eq. (45).
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