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Asymptotic densities of planar Lévy walks: A nonisotropic case
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Lévy walks are a particular type of continuous-time random walks which results in a super-diffusive spreading
of an initially localized packet. The original one-dimensional model has a simple schematization that is based
on starting a new unidirectional motion event either in the positive or in the negative direction. We consider
two-dimensional generalization of Lévy walks in the form of the so-called XY model. It describes a particle
moving with a constant velocity along one of the four basic directions and randomly switching between them
when starting a new motion event. We address the ballistic regime and derive solutions for the asymptotic density
profiles. The solutions have a form of first-order integrals which can be evaluated numerically. For specific values
of parameters we derive an exact expression. The analytic results are in agreement with the results of finite-time

numerical samplings.
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I. INTRODUCTION

The idea of Lévy walks (LWs) [1,2] can be sketched as
follows: A particle moves, straightforwardly and with the
constant velocity vy, for some time t;, then stops, changes,
instantaneously and randomly, the direction of its motion, and
starts to move along the newly chosen direction. The particle
is launched from the origin at the initial instant of time and
the process is iterated until the time reaches the set thresh-
old ¢, vazl T+ Tver =1, 0 < Ty < Tva (that is, the last
motion event is stopped once the time threshold is reached).
The duration of a motion event is drawn from a probability
density function (pdf) with a slowly decaying power-law tail,
V¥ (t) 77177, 0 < y < 2. During the past two decades, this
simple—at first glance—model has found applications in dif-
ferent fields, ranging from physics and chemistry to biology
and sociology, as an instrument to describe and understand
complex transport phenomena [3].

Most of the existing theoretical results were derived for
one-dimensional LW models [3]. Although the 1D setup
allows for a lot of flexibility in tailoring of a particular
experiment-relevant model, the geometry of the resulting
process is simple: the particle moves either to the right or
to the left at any instant of time. Generalization of this
scheme to 2D is not straightforward and several models
have been proposed [2,4], with two of them being most
intuitive.

In the uniform model [4], the direction of the next flight
is determined by choosing, randomly and uniformly, a point
on a unit circle (on the surface of the unit sphere S¢ in the
d-dimensional case [2,5-7]). The resulting process is spatially
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isotropic and this allows to reduce the set of spatial variables
to a single one, r = |r|.

In the XY model [4,8], the motion of the particle is re-
stricted to four basic Cartesian directions; see Fig. 1. When
initiating a new motion event, one has to roll a four-sided
die [9], draw duration 7;, and then set the particle into a bal-
listic motion along the corresponding direction. The resulting
process is essentially nonisotropic and that is imprinted in the
shape of pdf P(r, t) specifying the probability of finding the
particle at a vicinity of point r at time 7 [4,7]. The XY model is
not just an abstract mathematical construction. For example,
it reproduces Hamiltonian kinetics in egg-crate potentials [8]
and in infinite horizon billiards [10]. Depending on the sym-
metry of a potential or size of the scatterers in a billiard, the
motion can be restricted to four, eight, or larger even number
of basic directions [11]. The XY model can be generalized to
reproduce kinetics of these systems [12].

In the ballistic regime, 0 < y < 1, mean flight time (7) =
fOOO Ty (t)dt diverges and the mean-squared displacement
(MSD) of the corresponding LW processes exhibit universal
ballistic scaling, (r’@t)) = f(; r2P(r,t)dt o t?. A method to
compute asymptotic pdf’s for one-dimensional ballistic Lévy
walks was presented in Ref. [13]. Consequently, asymptotic
pdf’s of the uniform model were evaluated in Refs. [5,6].

Here we advance further along this line and address
ballistic regime of the XY model. Evidently, the corre-
sponding spatially nonisotropic spreading is more complex
than the one generated by the uniform model. Remark-
ably, as we demonstrate, even in this case it is possible
to compute the asymptotic densities and derive analytical
expressions.

©2021 American Physical Society
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II. MODEL AND BASIC EQUATIONS

Following the basic idea of LWs [2,3], we consider a
particle which moves with constant velocity vy and performs
instantaneous reorientations at random instants of time. The
time between two consequent reorientation events is a random
variable distributed according to pdf

1 14
7o (1+7/70)! 7’
where 179 > 0. The reorientation process is determined by pdf
h(v) which specifies the direction of vector v, |v| = vy.

The particle starts from the origin at the initial instant of
time. The probability to have the particle moving without
reorientation up to time ¢ is V() = floo dty(t). Pdf P(r, t),

J

Y(r) = 0<y<l, (1)

Pk, s) =

after being transformed into the Fourier-Laplace domain,
obeys the equation

[ dv¥(s+ ik - vV)h(v)
1= [dvy(s+ik-V)h(v)

Pk, s) = (@)

where k = {k,, k,} and s are coordinates in the two-
dimensional Fourier and one-dimensional Laplace spaces,
respectively.

In the case of the XY model, we have reorientation pdf
h(v) = [8(Jvg| — v9)d(vy) + 8(vx)8(Jvy| — v9)]/4. The ballis-
tic front has the form of a square defined by the equation
|x| 4 |¥] = vot; see Fig. 1. In this case Eq. (2) can be trans-
formed into

LW + ikevo) + W(s — ikevo) + W(s + ikyvo) + W(s — ik,vo)]

By multiplying both the numerator and the denominator by
4 and grouping the terms in the denominator, we get

D eerc Y(s + ikvo)
Y eercll = (s +ikvo)l’

where K = {£k,, k,}. The structure of the equation high-
lights the fact that P(r, ) is an even (symmetric) function with
respect to the space coordinates and is also invariant under
permutation x <> y. Henceforth, we assume that vy = 1 and
consistently renormalized time which now is measure in units
of space. It would be enough to replace ¢ — vyt in the final
expressions to obtain the answer for arbitrary vg.

In the long-time limit, the waiting-time distribution Eq. (1)
can be approximated in the Laplace domain as

Y(s) =1 =1 D1 —y)s” + O(s). “4)

In the limit k, s — O (which corresponds to both r and ¢
are going to infinity), we obtain from Eqgs. (3) and (4) the
following expression:

Pk, s) =

3)

Yexc(s +ik) !

Pry (k. s) = Yoeec(s+ik)y

(&)
|

1 — 1[4 (s + ikyvo)] + ¥ (s — ikevo) — Y (s + ikyvo) — WY (s — ikyvo)]

(

Note that, in this limit, s and components of k are comparable,
i.e., they approach zero with comparable speeds. This implies
that, in the original domain, the components of vector r/(vot)
are of the order O(1).

It is noteworthy that, by using the notion of fractional ma-
terial derivatives [14—16], a deterministic equation governing
the evolution of the pdf in the original space, can be derived.

II1. DERIVATION OF ASYMPTOTIC PDF P (%, 7)
We start with recasting Eq. (5) into
Pxy (K, s) = Q(ky, ky, 5) + Q(ky, kv, 5), (6)
where
(s + ik ) ™" + (s — ik ) !
ks, ky, s) = . (N
2k (8 + i)

It is enough therefore to find the inverse of function
QO(ky, ky, s) [the inverse of Q(ky, ky, s) could be obtained by
permuting x <> y].

We introduce the following two functions:

(B[54 Tl (-

() =[] (14

By implementing identity
o0
1/o = / due™ (Reg > 0), (10)
0
we can recast Eq. (7) as

1 [ ik ik,
Q(kx,ky,s>=—/ dugl<l—,u>g2<l—},u)- (11)
s Jo s s

By using properties of the Laplace transform for a derivative
and a convolution (which we denote with o), from Eq. (11) we

20l
— ) +(1-— . ®
s s

obtain

(

O, y,t)= %/OO duGi(x,t,u)o Ga(y, t,u), (12)
0

where
1 ik,
Gl<x,t,u)=fx1.c‘{—g1<’—,u)}, (13)
S

1 ik,
Gz(y,hu):]'—ylﬁ1{;82<Ty,u>}~ (14)
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FIG. 1. XY model of planar Lévy walks. A particle is allowed to
move, with a speed vy, only along one Cartesian axis at a time, which
is chosen randomly at the reorientation points o. The ballistic front
is determined by the square |x| + [y| = vot. Geometry of the process
imparts the shape of the corresponding trajectory which exhibits a
distinctive rectangular weblike pattern with long ballistic relocations
along the two axes. The parameters here are y = 1/2, vp = 1 and
Tp = 1.

Thus, we obtained the expression for Q(x,y,t) which de-
mands not a three-step inverse transform, .7-";1.7-"; L7, but

a pair of two-step inverse transforms, 7' £~ and F; 'L,
of functions % g1 (%) and % gz(% ), respectively. To find the in-
verses, we follow a procedure similar to that given in Ref. [17]
(see Appendix A) and obtain

1 1
Gi(x,t,u)=— li — ,
(%7, u) 2wix 0+ |:g1< x/t +ie u)
—g| - ! u (15)
&1 x/t +ie’
and
Gy(y, t, u) ! li !
s b = - m - )
2 27iy e—0+ &2 v/t +ie "
—g5 —; u (16)
2\ Vi)

J

1
R(xt,)’z) — xt—y/ dn[(l _ 77)y—lem(y—l)_i_ (1 _ n+x’)y—1]{
0

1

For the principal values of functions (1 & ¢ )" the following
holds:

: y 1 — 1 /el oy Lon@)
Jim (U 7| egiey = 11— /&7 eFm7Ton®),

i Y4 — Y pFinyLi-1,0(§)
6li>n()l+(l ¢) |C=71/(E:l:ie) =1+ 1/8"e TR

where we use the indicator function

1, £cA,

La(§) = {07 v (17
Taking into account that both functions, Gi(x, ¢, u) and

G>(y,t, u), are even (symmetric) with respect to x and y [this

trivially follows from the fact that functions Eqgs. (8) and (9)

are even with respect to k, and k,], we can rewrite Egs. (13)

and (14) in the following form:

Gt = - 200, (1) )

27 ||

_h;1<|);_|>e—”h§(f'):|, (18)

Gy(y, t, u) = —%[e—“hv(‘%‘) — e—uh’;("%‘)], (19)
where

hy(€) = |1 — 1/€[7e™ + 14+ 1/]". (20)

Substituting Egs. (18) and (19) into Eq. (12), after some
derivation, we obtain

1 9 M
0. y.1) = (O,z)(|x|+|)’|)Re_/ drh, x|
272 |x]|y| ot Jy t—t

1 1
) [hy(%) +hy(8) () +hy('f—')}'

Finally, by substituting t = (¢t — |x| — |y|)n + |y| and intro-
ducing notations

2|x| 2|y
X =——, z=—y, (22)
t— x| — |yl t— x| =1yl
pdf Pxy (x, y,t) can be represented as
PXY(XJ’J):Q(M)’,l)‘f‘Q(y,xJ), (23)
where
Ox, y, 1) ! R 0 R( ) (24)
s Vs = —5 —Kke— 5
X y 27T2|y| at ‘xl )’t
and
1

A=+ A —n4+x)1+y, "[n7e™ ™ + (n+y)”]

A= nyem + (A —n+x) 14y, e + (n + )]

} (25)

if [x| 4 |y| <t and Pxy(x, y, t) = O if otherwise [henceforth, we assume that Q(x, y, ) and all related functions are multiplied
with the indicator function, Eq. (17)]. Again, expressions for Q(y, x, t) and R(y;, x,) can be obtained from Egs. (24) and (25) by

permuting x < y.
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It will be easier to compute Pyxy(x,y,t) if we take derivative with respect to time in Eq. (24) and in the corresponding

expression for Q(y, x, t). As the result we obtain

PXY()C, Y, t) = Ql(x’ Y, t) + Qz(x7 Y, t) + Ql(y’ X, t) + Q2(y7 X, t)7 (26)
where
A=y 7y /1 i 1
01,3, ) = ————— [ dn(1 —n+x)""Rey— , — ;
: a2y Jo f X 7L =0 e™ + (1 —n+x) 1+, [n7e= + (n+ )]

1

I = e + (L —n+x) 14y, e + (+ )]

vy
4r2|yl?

Or(x,y,1) =

} , 27)

1
f dn[x 77 A = n+x) 37+ y)" T Re[(1 = ) YD 4 (1 - 4277
0

1
X
{ A =nyre + (L =04+ x) 14y, 07 e 7 + (g +yz)’/]}2

1

By introducing coordinates
1 [ x 1! y
X=- v(tH)dt' ==, y=—-| v(EHdt ==, 29
Xx=- /0 ) o Y=7 /0 ) ; (29)
for which the pdf has the form

P, y) = t*Pyy (1%, 19, 1), (30)

we can obtain an expression that does not depend on ¢ in the
explicit way. We will not write it here; it can be obtained
straightforwardly from Eq. (26) by replacing x - X, y — ¥y
andt — 1.

IV. ALTERNATIVE REPRESENTATION OF P(x,y)

Here we derive an alternative expression for Pyy(x,y,t)
which will be used to derive exact analytical expression for
y = 3 in Sec. VL.

First, we recast Eq. (5) as

Pxy (K, s) = H(ky, ky, 8) + H(—ky, ky, 5)
+ H(ky, ke, s) + H(—ky, ky, 5), 3D
where
(s + ik, )y !
Deexc(s+iK)r

We use Eq. (10), together with the definition of the Laplace
transform of a convolution, to obtain

H(kx’ ky7 S) = (32)

H(x,y,t):/ duH(x,t,u)o Hy(y,t, u), (33)
0

where
Hl ()C, ¢ I/l) — ./T";I,C71 {(S + ikx)yflefu(&l*ikx)yefu(sfik,,)y }’
(34)
Hy(y, t,u) = F ' L7Hem "0+ gmus=ibT) (35)

Next we use the property of the Fourier transform of a convo-
lution (which we denote with e) to rewrite Eqs. (34) and (35)

. (28)
7L = nyrem + (L= n+x) 1+ 3 e + (0 +y)' 1) }

(

as
Hi(x, t,u) = F LT (s + k)7 e ot

X O ey ]:X_lﬁ—] {e—u(s—ikx)y }’ (36)
Hy(y, t,u) = ]-"y*lgfl et )
X o ey ]-“y*lgfl {efu(sfiky)V I 37)

It is now clear that we are dealing with one-sided y-stable
Lévy distribution £, (t) = £7'{e™*"} [18]. It is easy to see that
for u > 0 we have

L} {ef’”y} = zfl/yﬁy(ufl/yt),

Eil{syfleﬂ”y} = Lufl/y Ey(lfl/yt).
yu
Using these expressions together with the property of a
shifted inverse Laplace transform, L~ {f(s + b)} = e f(¢),
and the fact that f;l{e”’k*b} = §(x + b) (the same stands for
y), from Egs. (36) and (37) we obtain

w2l 4 x t+x t—x
Hi 10 = Lo (W) — 76 (5,077 )& (5,07

2 2ul/v 2ully
(33)
and
u=v t+y t—y
Hy(y, t,u) = Loy ) Z”(2,41/y) V<2u1/y>' (39)
Substituting Egs. (38) and (39) into Eq. (33), we get
]l oo
H(x,y, 1) = Lon(xl + ) / duu 7!
8y 0
t—|x|
X / dt(t — 1+ x)
Iyl
r—74+x r—7—x
X Zy( 2ully )Zy( 2ully )
T4y T—y
x zV(Zu"”’)eV(Zu—'/V)' (40)
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Finally, by changing variables, t = (t — |x| — [y])n + |y|
for the internal integral in Eq. (40) and u = (’_l’“2ﬂ)y1‘/1
for the external one, from Pxy(x,y,t)=H(x,yt)+
H(—x,y,t)+H@,x,t)+ H(—y,x,t) [see Eq. (31)] we
obtain

Pxy(x,y,1) = L/wdﬁ P Hr=1
y( —IxI = 1yD* Jo

: 17 n
x /0 d”“( 91/ )ZV(W)
l—n+x n+y
x ey( T )zy( 7 ) (41)
if |x| 4+ |y| <t and Pxy(x, y, t) = O if otherwise.

Equation (66) is less complex than the one obtained in the
previous section but it includes a double integral and seems
to be less convenient for numerical evaluation. However, as
we will show in Sec. VI, this form allows us to derive an
exact analytic expression for the case y = 1/2. Moreover,
from this representation we see that Pxy(x, y, t) is indeed a
nonnegative function and hence it is a legitimate pdf [while
the normalization condition is obviously holds due to the fact
that Pyy (K, $)|k=0 = 1/s].

By changing variables in Eq. (66), 9~/ > 9, X = x/t,
and y = y/t, and introducing new variables,

_ 2R __2p] @)
S T R
|
_ 2(1—y)
q(n;%,y) =

72 "y (1 — 3] — 312

we obtain the following expression for P(X, y):

4 oo 1
PEy) = —"— dz?z?3/d2 91 —
v (1—|7c|—|y|>3/0 , 1t =l

X Ly (M, [P (1 —n +x)18, [ (0 + )], (43)
when |X| + |[y| < 1 and P(xX, y) = 0 otherwise [19].

V. NUMERICAL ANALYSIS

A. Numerical evaluation of P(x,y)

Here we show how to compute asymptotic pdf P(x,y).
From Eq. (26) we have

where Q),(x,y) = Q12(x,y,t = 1). In Egs. (27) and (28)
we replace variable 1 +— HT" This allows us to extend the
integration interval from [0,1] to [—1, 1] and then imple-
ment Gauss—Jacobi quadrature [20]. We chose this particular
method because it is very convenient to deal numerically with
integrals which includes power-law singularities.

We now write
1
Qlo-c,y):/ (=Y '@, @)
-1

1
O (x,y) = /1 dn (1 =1 "'q(n;%,3), (40)

with functions

(1= (1 —n+2x) 2

1

Re - — -
{x/[(l — e + (1 —n+2x) 14y, "[(1 +n)re ™ + (1 41+ 2y,)”]

! } (47)
1k

I =) em + (1= n+ 26071+ 3 [(L+ )Y e + (141 + 2y,)

@(;X,y) = —
72x (1 — x| — [31)?

2
Y [l (1= 426 457 (1 + 20,77

x Re[e” V™D + (1 =)' —n+2x,)""]

1

X
{ (1A = e + (1= 5+ 26071+ 3,7 [+ e + (Lt +2y,)71)

1 |
, (48)

{7 1A =nyem™ + (1 —n+2x) 14y, [(L+n)re™ + (1 4+n+ 2yr)y]}2

which have no singularities with respect to n (for any fixed values of x and y).

Following the Gauss—Jacobi quadrature recipe [20], we
obtain

QIEY) ~ Y wiqi(n};X, ¥), (49)
j=1

QX F) ~ Y wiga(n};X, ), (50)

J=1

(

where weights are

Cn+a+b+2)I(n+a+1)
(n+a+b+1)’Tn+a+b+1)
F(n—i—b—i— 1)2a+b+1

X
T(n+2)J I (n))

U)j=

(SD
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v =0.35 (a)

=l

1

¥=05 ®)

v =0.75 ©)

FIG. 2. Asymptotic probability density functions P(x, y) for different values of y. The functions are obtained by using Eq. (44). Note that
in cases (a) and (b) P(x,y) is singular along lines X = 0 and y = 0, while minimal absolute values of X and y used to plot the functions are
1073, In the case (a), P(X, y) is also singular along the ballistic front |x| + |y| = 1 and the outward points used to plot the functions are at

distance 103 from the front.

and n; are roots of Jacobi polynomials J@D (7). In our case
a=y—1landb=0.

In the functions under the integrals in Eqgs. (45) and (46),
we separate singular multiplier (1 — n)?~!, and then compen-
sate it with (1 — )!~” in some places [21]. Figure 2 shows
asymptotic pdf computed for three different values of y.
Note that, for y = 0.35 and 0.5, the corresponding pdf’s are
singular along lines x = 0 and y = 0 [22]. Additionally, for
y = 0.35, the pdf is also singular along the ballistic front [22].
The numerically calculated pdf’s have finite height because
the mini3mal distances of the grid points from the singular lines
are 107°.

B. Comparison with the results of finite-time samplings

Here we discuss a procedure to compare analytical results
with numerically sampled finite-time histograms.

We first split the domain where the pdf takes nonzero
values, i.e., inside the ballistic square |X| + |y| < 1, into a set
of bins.

Consider now bin A of area S(A). Then the average prob-
ability density function over bin A is

1
Pa= m fL P(x,y)dxdy. (52)

The corresponding pdf (which will be estimated through the
numerical sampling) is

mm _ 1 N4
AT S(A) N

Here N 4 is the number of realizations which ended up, after
fixed time ¢, in bin A, while Ny is the total number of real-
izations. Then, for large enough Niora, We expect Py ~ P,

If function P (X, y) is continuous over .4, then, according to
the mean value theorem, there is point (X, y,.) € A such that
Pa=P.,y,.). If, in addition, A is small (compared to the
characteristic scale over which P 4 varies substantially), then,
by using Taylor series, we have P(x,y) =~ P(X.,y,) for all
(x,y) € A. Therefore, in a sufficiently small domain A, pdf
P(x,y) can be approximated by the average density over the
domain such that P(X, ¥)|z 5ea = Pa =~ PR

(53)

We partition the interior of square |x| 4+ [y| < 1 into set of
bins with a set of lines parallel to the main Cartesian axes and
distance ¢ between two neighboring lines. By doing that, we
obtain M? bins, M = 2/e.

Bin A;; is defined as x; <X < X;41 andy; <y <y, with
Xiy1 —X; = Y1 —y; = €. We have

_ 1
—S(A)

Pa, / P(x,y)dxdy
.A,‘,'

1 il LYjr1
== / P(x,y)dxdy.
& % v
Xi Vi

By introducing variables X = =Xy 4 filth

Vi1—Y; y/ + Vi1 1y,
s s

and y =

which maps intervals
[yj, yjﬂ] onto the interval [—1, 1], we get

[x;, Xiy1] and

P =1/1/173[5(x’+1>+7« SO 1)+ Jdvay
L A A ) "2 g

~ % Z Z wmlmeP[g(x;m +1)

m1=1 m2=1
_ €, _
i 50l + D+, - (54)

In the second line of Eq. (54) we approximated the integral
by using orthogonal Legendre polynomials of order m (they
can be obtained as a particular case of Jacobi polynomials
by setting a = b = 0). Therefore, in this case weights w,,, ,
follow from Eq. (51) with a = b = 0, while x,,, and y,,, are
roots of Legendre polynomial P,,(§) = J{0(§). To find P ,,,
we have to calculate P[5 (x,,; + 1) +Xi, 50, + 1) +¥,]1 by
using the above described method. For the bins in which
P(x,y) has singularities [22], we can use the same scheme,
by taking into account the corresponding singularity order in
Eq. (54).

We denote the averaged (over the bin) probability density
P a;; as Puin(x, y), where (x,y) are coordinates of the center
of bin 4;;. Figures 3-6 present probability density functions
obtained by averaging pdf P(x,y), Eq. (30), over the bins of
a 400 x 400 grid, together with normalized histograms (by
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P in f7_
i i4 v) Theory

~=0.35

Simulation

FIG. 3. Averaged probability density functions Py, (X, y) for y = 0.35 obtained (a) with Eq. (54) and (b) by sampling a histogram for
t = 10° with 108 realizations. To calculate the functions, the square [—1, 1] x [—1, 1] was divided into a grid of 400 x 400 with cells. Sections
y = 0 (black dashed line) and y = X (white dashed line) are presented on Figs. 5(a) and 6(a), respectively.

using the same grid), obtained with a finite-time sampling.
While for y = 0.35 and 0.5 sampling for ¢ = 10° yields his-
tograms that are in a perfect agreement with the theoretical
results, for y = 0.75 the peak at the origin develops slowly in
time. This is because of the proximity to the super-diffusion
threshold, y = 1, beyond which asymptotic scaling do not
exist.

VI. EXACT SOLUTION FOR y = 1/2

For y = 1/2 we have Lévy-Smirnov distribution [18]
o 1/(40)
2 /mt3/?

By substituting it into Eq. (43), after some elementary calcu-
lations, we obtain

Lipp(t) =

where
pm) =0 +x — A —nn(n+y,) (55)
and

~ 1 1 1 1
= + + =+ :
P p(n)<1+xr—n I—n 7 n+yr>

Next, we take into account that

P(n) = =2+ x+y.)0—n)n—n),

where

l+x \/(1 +x)(1 +yr)(1 + x, +yr)
N2 = . (56)
2+ x, +yr

Since 1 — x| — |y| = 2++r+y, [as it follows from Eq. (42)], we

can recast the expression for the asymptotic pdf in the form

4 Ydn/p(n) 24+x+y [! dn/p(n)
P 5) = M f WP P 5) = / RNCY
= BA R = %) 27 by G=mPa—mp O
Prin(T,y =0.75
i (4 9 Theory U Simulation

FIG. 4. Averaged probability density functions Py, (X, y) for y = 0.75 obtained (a) with Eq. (54) and (b) by sampling a histogram for
t = 10° with 10® realizations. To calculate the functions, the square [—1, 1] x [—1, 1] was divided into a grid of 400 x 400 bins. Distributions
along the sections y = 0 (black dashed line) and y = X (white dashed line) are presented on Figs. 5(c) and 6(c), respectively.
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4
Y =05 (b)

37l
1>
5 2f
&l

0 . . . . .

-1 -05 0 0.5 1 -1 -05 0 0.5 1 -1 -05 0 0.5 1
T T T
—— Theory e Simulation for t = 10° + Simulation for ¢ = 10*

FIG. 5. Sections of Py, (%, y) along line y = O for three different values of y. Blue solid curves are theoretic results, red circles are result
of the sampling for time ¢t = 103, and green stars [on panel (c)] are result of the sampling for time # = 10*. Number of the sampled realisations

is 10% in all the cases.

Because p(n) is polynomial of the fourth order, the integral
in Eq. (57) can be expressed through elliptic integrals [23] (see
Appendix B for more details):

1 1
PG, 5) = sza,m[(mx, ) )K(l B )
(X, y) w* (X, y)

1
2uEx,WE(1— ——— 1, 58
HEw D) ( uza,y)ﬂ o9
where
e CHxty)?
N
\/(l—f‘xr)(l"’_)’r)_\/l"'xr +yr (59)
(1+xr)(1+yr)(1+xr+yr) '
W(EF) = NA+x)A+y)+ /T +x +y, 60)

VO+x)T+y) = /T+x +y

with K(m) and E (m) being complete elliptic integrals of the
first and second kind, respectively.

A. Spatial asymptotic behavior of P(x,y) for y =1/2

Here we consider the asymptotic behavior of the pdf in
three different domains: (a) along one of the basis axes, (b)

near the ballistic front, and (c) near one of the four ballistic
peaks. In all cases we address the leading terms only.

Case (a). Here we consider P(x,y) along the whole line
y = 0 except the origin and the corners of the ballistic front,
ie., [y = 0, |x] -» 0 and 1 — |x| -~ 0. Due to the invariance
of P(x,y) with respect to the permutation X <> y, the results
also apply to the case x (|x] = 0, |y| -» O and 1 — |y| - 0).

From Eqgs. (42) and (60) it follows that in this domain we
have w(x,y) — oo. Then, denoting z = 1 — 1/u?(x,y), we
see that the asymptotics of functions K(z) and E(z) atz — 1~
have to be found.

It is noteworthy that the complete elliptic integrals of the
first and second orders can be recast by using the hypergeo-
metric functions, namely, K(z) = %zFl(%, %; I;z)and E(z) =
Z,Fi(—13, 3; 1;2). Then, by taking into account properties of
hypergeometric functions [24], it is straightforward to show
that for K(z) and E (z) the following series expansions hold:

K(z) ~ —%ln (11_6Z) +0[(1-2In(1-272)], (61

E(z) =1+ 0[(1 —z)In(1 — 2)] (62)

at the limit z — 1. In the complex z-plane functions K(z)
and E(z) have branch cut along the real axis from z = 1 to
00, therefore, the expressions are valid for real z — 17, as
required.

4
v=0.35 (a) v=0.5 (b) v=10.75 (©)

3 L
&
&

§ A

0 o - - — ' : -

—-0.5 —=0.25 0 0.25 0.5-0.5 —0.25 0 0.25 0.5-0.5 —0.25 0 0.25 0.5
T T
—— Theory e Simulation for ¢ = 103 * Simulation for ¢t = 10%

FIG. 6. Sections of Py, (%, y) along line y = X for three different values of y. Blue solid curves are theoretic results, red circles are result
of the sampling for time ¢+ = 103, and green stars [on panel (c)] are result of the sampling for time # = 10*. Number of the sampled realisations

is 10% in all the cases.
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102 i

1 —05 0 05 1
T

—— Theory - = = Asymptotics

(b)

107! : ' :
0 0.25 0.5 0.75 1

T

FIG. 7. Sections of re-scaled pdf P(x,y) (blue solid lines),
Eq. (26), for y = 1/2 and its asymptotic expressions (red dashed
lines) (a) along the line y =y, = 1073, Eq. (63), and (b) along the
linex +y = 1 — € with e = 1073, Eq. (65).

Hence, taking into account Eqs. (61) and (62), and expan-
sions of functions w(x, y) and 6(x, y) at |y| — 0 (|x] -» 0 and
1 — |x] -» 0) [see Egs. (59) and (60)], one obtains

2
1 in |:4(1 X )i|’ 63)

2(1 —)_62)3/2 6’2|)_Cy|

PEx,y) ~ -

where we neglected all the terms of the infinitesimal order.
Therefore, in case (a) the pdf has a logarithmic singularity. On
Fig. 7(a) we compare sections of the rescaled pdf (obtained by
using the exact expression) to the ones obtained by using the
corresponding asymptotics.

Case (b). Here we consider the pdf at the vicinity of
the ballistic front (excluding the corners), i.e., in the limit
1 —|x| — |y] — O with |x] -» 1 and [y| - 1. As in the pre-
viously considered case, we will evaluate only leading term
of asymptotics, but in this case with respect to 1 — |x| — [y
(instead of [y|).

In the considered domain, as follows from Egs. (42)
and (60), u(x,y) — 1. Then, using the Taylor series for K(z)
and E(z) atz — 0,

T

K@ =2+ 72406, E@ =2 -"2406)
Z—2 3 <) Z—2 3 <),

(64)

and the asymptotics of functions w(x,y) and 0(x,y) at 1 —
x| —|¥] = 0 (]x] -» 1 and |y| - 1), we get

1

(65)
Again, here we neglected all the terms of the infinitesimal or-
der. The pdf is finite and along the lines |x| 4 |y| = 1 reaches
minimal value P(x,y) = 1/(27) in the middle points with
|x| = |y| = 1/2. Sections of P(x,y) and its asymptotic ex-
pressions are compared in Fig. 7(b).

Case (c). Here we evaluate the shape of Pyxy(x, y, ) at the
corners of the ballistic front. We address the corners |y| — 0
and |x| — 1 (for other two, |x| — 1 and |y| — 0, the corre-
sponding results can be obtained by swapping X and y).

In this limit, [y| and 1 — |x| are small and formally both can
be used as expansion parameters. The pdf can be considered as
a two-dimensional function with respect to these variables and
therefore asymptotic expansions of the function will depend
on the path along which the limit of small |y| and 1 — x| is
approached. Here we consider two regimes, |[y| < 1 — |x| and
Iyl oc 1 — [x].

If we approach the corner at |[y| < 1 — |x]| it is not diffi-
cult to demonstrate that the result derived in case (a) apply
here as well. This is due to the fact that in the considered
domain similar calculations can also be performed provided
that 1‘_}]'}' — 0. Consequently, asymptotic expansion Eq. (63)
holds but because of the contribution from the vicinity of
|x] = 1 (not only of |y| = 0, as before), the singularity be-
comes stronger.

Finally, we approach the corner along line |[y| o< 1 — x|,
i.e., when P(x,y) approaches points (x = £1,y = 0) along
the lines |x| 4 c|y| = 1 with arbitrary ¢ > 1.

Under these conditions, we have [y] - 0, 1 —|x| — 0
and 1 — |x| — |[y| = O(|y]) = O(1 — |x|). By evaluating cor-
responding asymptotics of w(x,y), 6(x,y) and z, we find the
singular leading term

QEn~—

Zr_l Zr_l
—— l— [——
w2 (1 =[x = [\ zr + 1 Z+1
2./ —1
(25
Zr + Z%_l

/22 =
— (Zr +/22— 1)[{&)} (66)

Zr + Z,z_l

PR, y) =

where we introduce new variable z, = ll—yl‘xl (note that it is

finite and larger than 1 in the considered domain).

In the general case, the asymptotic behavior of P(X,y) is
specific and depends on the value of y. Below we briefly
overview the results of the corresponding analysis [22].

In case (a), for y < 1/2 the pdf has a power-law singular-
ity, namely, P(x,y) = O(|y|>’~!) and for y > 1/2 P(x,y) is
finite (i.e., the leading term of its expansion does not depend
on y) and has the cusp along the basis axis. In case (b),
PX,y) = O[(1 — x| — [y)*>* "1, therefore, for y < 1/2 the
pdf has a power-law singularity and for y > 1/2 itis arbitrary
small. Finally, in case (c), there are power-law singularities,
namely, in the limit |y| <« 1 — [x| for y < 1/2 the singularity
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order is O[%] and for y > 1/2 it is O[(1 — |x])*~21;
and in the limit [y| oc 1 — |x| the pdf has a power-law singu-

larity of the order O[(1 — |x| — |y])? ~2].

VII. CONCLUSIONS

In this work we present a detailed theoretical analysis
of a particular two-dimensional Lévy walk (LW) model in
the ballistic regime. With this, we wanted to demonstrate
that a planar spatially anisotropic LW process [4] can be
evaluated analytically up to fine details. This is highlighted
with Eqgs. (26) and (28), which show that in this case the
pdf can be represented as a sum of four single integrals. By
noting that these integrals belong to the class of the so-called
“integrals with weak singularities” [25,26] and using Gauss-
Jacobi quadratures [20], we found a way to make an accurate
comparison of these results with the numerically sampled
finite-time probability distributions.

Perhaps the most prominent feature of the pdf’s is the sin-
gularities and cusps (depending on ) going along the ballistic
front, |x| + |y| = 1, and the principal axes. The singularities
at the corners of the ballistic front are expected since they are
present in one-dimensional case [13]. However, singularities
along the front and axes are a new feature which appears due
to the stepping into two dimensions. We presented a detailed
analytic evaluation of these singularities for the case y = 1/2.

For the general case y # 1/2, the evaluation of the asymp-
totics is a more complicated task and the analysis could be
performed [22] by using results obtained for the asymptotic
behavior of integrals with weak singularities [25,26]. Here
we would like to mention one of the main outcomes that is,
near the ballistic front, pdf P(x, y) has the order O[(1 — |x| —
[9])?*~']. Therefore, the change of the front is discontinuous
with y, namely, P(x,y) — oo for y < 1/2, P(X, V) is finite
for y =1/2, and P(x,y) — O for y > 1/2. It is interesting
to compare our case to the case of the uniform LWs. Un-
fortunately, the behavior of the pdf near the ballistic front
and character of a (possible) singularity are not addressed in
Refs. [5,6]. We expect that the singularity is of the power-
law type, with the exponent depending on the parameter y.
However, a more detailed analysis has to be performed to
corroborate this statement.

Our work constitutes a next step in the direction set in
Refs. [10,12], where this program was realized for the border
between diffusion and super-diffusion, i.e., for y = 2. The
super-diffusive regime, 1 < y < 2, is partially addressed in
Ref. [7]. This regime, however, is the hardest one to evaluate
analytically. In this case P(x,y, t) does not obey a universal
scaling but rather two different ones, a Lévy scaling governing
the bulk of the pdf and covariant scaling [27] governing the
ballistic ends. In 2D, due to the dependence of the scaling
functions on the direction, the position of the “meeting” point
of the two functions depends now not only on time (as in the
one-dimensional case [27]) but also on the direction. We hope
that a progress will be made in analysis of the super-diffusive
regime and it would be possible, e.g., to relate analytical
results and numerical simulations of the transport in two-
dimensional Hamiltonian systems [8].
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APPENDIX A: INVERSE FOURIER-LAPLACE
TRANSFORM IN 1D CASE

Here we briefly review the method presented by Godreche
and Luck in Ref. [17].

Assume there is scaling G(x,t) = %CD(f). We denote X =
7 and obtain

© O(F)d%
G(k, s)=]-"x£{G(x,t)}=/ lkf_cx—)i-.):

1 1 1 [k Al
s\ 4+ %)? =\
According to the Sokhotski—Plemelj theorem [28]

lim b = Find(&)+ gzé

e~>0t & £ je
(a letter &7 denotes that the Cauchy principal value is taken),
and therefore, §(§) = —%Im 6l_i)r{)l+ e
Then, taking into account that
D) = (8 — X)), (A2)
we obtain

- 1 . 1
d(x) = —;Im lim <—>

>0t \X — X + ie
:—l lim Im[_ 1. g(—_ 1. >:| (A3)
T e—0* X +ie X+ 1€
Therefore,
G(x,t) = —L lim Img(— : - ) (A4)
X e—>0F x/t +ie

Next we show that the method proposed by Godreche and
Luck is related to the Stieltjes transform.
Namely, from Eq. (A1) follows (here we introduce notation

ik/s = )
[T d()dx
w=[ i

We replace { = —1/z and obtain

lg<_l> _ / ¥ 2®dx (AS5)
z z oo I—X

The right-hand side of Eq. (AS) is the Stieltjes transform of
®(x). Denoting S(z) = 1 g(—%), taking into account that the
inverse Stieltjes transform is defined as [29]
Sx —ie)—Sx +ie)

2mi ’

®(x) = lim
e—>0*t

and using the identity Im f = %, we arrive at the Eq. (A3).
Therefore, it is clear now that the method, in principle, is
a particular case of the implementation of the inverse Stieltjes
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transform. Usually it is used for the probability density func-
tions. However, it is not specific and can be used for general
functions [29], like functions in Eqgs. (13) and (14).

APPENDIX B: LEGENDRE’S NORMAL FORM
FOR ELLIPTIC INTEGRALS

Assume that R(7) is a fourth-order polynomial and S(7) is
an arbitrary rational function. We will follow Ref. [23] (Sec.
VIII in there), and describe a method to reduce integrals of the

following type:
' S()dn
I =/ (B1)
o +vR(m)

to elliptic ones. We are only interested in the case when all
roots of R(n) are real; we also set the leading coefficient of
the polynomial equals to one. We write R(n) = (n — a;)(n —
ay)(n — az)(n — as) and apply to Eq. (B1) the following lin-
ear fractional transform

aw+b
T word B2
where we also assume ad — bc # 0. Next we take into ac-
count that
(a —caj)w+b—da;
cw+d

’

n—aj=

with j = 1,4 and
d ad — bc
=  ———douw,
7 (cw + d)?

and arrive at
[— /‘_bl (ad — bc)o (w)dw 7 (B3)

_b 4
¢ \/]_[[(a—caj)a)+b—daj]
j=1

aw+b

ot d) is a rational function.

where o (w) = S(
Next we write

4
n[(a —caj)w+b—da;] = (qoa)2 +qio+q)
j=1

X (how® + hyw + hy), (B4)
with coefficients
go = (a — cay)(a — caz),
g1 = (a —ca))(b—day) + (a — ca)(b — day),
g = (b—da))(b—day),
hy = (a — caz)(a — cay),
hy = (a—caz)(b—das) + (a — cas)(b — daz),
hy = (b —daz)(b — das).

We choose a, b, ¢, d such that in polynomial Eq. (B4) coeffi-
cients for w?® and w are nullified. Whence it follows conditions

qoh1 + hog1 =0,
which hold for g; = h; = 0.

qihy + hig2 =0,

We obtain therefore a system of equations:
d ¢ dc
2— |-+ - Ja+a)+2-—aja =0,
b a ba

d ¢ dc
22—\ -+ - )a+ay)+2—-—aza, =0, (B3)
b a ba
from which the expressions for % + £ and %; can be obtained.
From four variables a, b, ¢, d we can choose two as parame-
ters and solve the system of equations for the remaining two.
Integral in Eq. (B3) can be written now as
. “& (ad — be)o (w)dw , 56)
-t V(oo + q2)(how? + h2)
and can be reduced to a combination of elliptic integrals of the
first, second, and third orders [23].
We apply the above described approach to the integral in
Eq. (57)

1
d
I / n pz(n) y (B7)
o ~p() (n—=m)*(n —mn2)
= I (V)
We set R(n) = p(n), S(n) = =52 =,7 and
a=14+x, a=1, a=0, a4=-y,.
After applying the linear fractional transform Eq. (B2) with
parameters a = —1 and b = 1 (just a convenient choice), we
get solutions of the system Eq. (B5):
_1+x+vD _ 1+x,—+D
B (1 +x)y, ' (T + x)yr ’
14+x —~D 1 +x, ++/D
c=— T NT g= TV (B
(1 4 x)y, (1 +x)yr
where
D= (1+x)( 4y )L +x + y,). (B9)

It is not important which pair to choose; we take the second
one from Eq. (B8), which guarantees ad — bc > 0.
Thus, we get
2v/D b

- . . - = 1a
I+x)y,  a

b—d _ (+x)(1+y)+vD
a—c  (I1+x)1+y)—~D

ad — bc =

and
_ (d+x+y FVDIA +x)1 +y,) F /DI
102 (A +x.)y? ’
JD
hyr, =+ . B10
02 T (B10)

After substituting Eq. (B2) and taking into account the above
results, we arrive at

(qow?® + q2)(how* + hy)

p(n) =

(cow + d)* ’
q2
qo®” + q> = |qo <— - 602),
Iqol

how? + hy = ho(w® — 1),
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2 (I+y)1+x+y)+D

co+d Q2+ % + Y1)y,
2 (+y)d+x+y)—+D
n—m=-— w
cw+d 2 +x + )y
2+ X + )42
o(w) = lgol Ao

C16(1+ y )2 (1 +x, +30)?

x<—a)2+£+1— e 2>.
g0l Igolew

Here we took into account that gy < 0, iy < 0 and hy, = —hy.
Reducing Eq. (B6), we get

dw

i
1=9/
1 \/(% —wz)(a)z— 1)

x(—w2+£+l— e ) (B11)
Iqol lgo|e?
where
0 Q+x+y)
8D
x [V +x)1+y)—V14+x+y] B12)
:_b—d_(1+xr)(1+yr)+«/5 B13)

a—c  (I+x)1+y)—+D
From Eq. (B10) we obtain
@ [VD+14x+y](0+x)1+y)+ VD]
90l [vD — (1 +x +y)I(1 +x)(1 +y,) — VD]’

Next we use Eq. (B9) and identity

MAVAry VAt Ay

M—AA  VAidr—Ar

and we find out

A+x)0+y)+vD _ VD+1+x+y,
(1+x)1+y)—=vVD VD—(+x+y)

Therefore, the following holds:

_ VD+1+4x +y, @,

IS , =pu. (B14)
\/5_(1+xr+yr) g0l
Integral Eq. (B11) takes a form
w d 2
I=6/ 2 <—w2+u2+1—“—2>.
LV — o) 1) ®
It is easy to see that —+ur+1- Z—z > 0 for w € [1, ul,

and therefore I > 0.
Finally, by using table integrals [30], we get

I=0[(u+ /WK —1/p*) —2pE — 1/u)], (B15)

where
/2 d
K(m) = / L — (B16)
0 1—msin’¢
/2
E(m):/ doy/1 — msin® ¢ (B17)
0

are complete elliptic integrals of the first and second orders,
respectively.
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