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Novel technologies are revealing that chromosomes have a complex three-dimensional organization within the
cell nucleus that serves functional purposes. Models from polymer physics have been developed to quantitively
understand the molecular principles controlling their structure and folding mechanisms. Here, by using massive
molecular-dynamics simulations we show that classical scaling laws combined with finite-size effects of a
simple polymer model can effectively explain the scaling behavior that chromatin exhibits at the topologically
associating domains level, as revealed by experimental observations. Model results are then validated against
recently published high-resolution in situ Hi-C data.
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I. INTRODUCTION

Within the cell nucleus, chromosomes are folded into a
complex, nonrandom, multiscale three-dimensional (3D) ar-
chitecture [1–5]. Such a spatial organization serves important
functional purposes as, for instance, gene expression is regu-
lated via the formation of chromatin loops between regulatory
elements and their target genes. Also, alterations of chromatin
folding have been linked to congenital diseases [6,7]. Novel
technologies, such as Hi-C [8], genome architecture mapping
(GAM) [9], and split-pool recognition of interactions by tag
extension (SPRITE) [10], have shown that chromosomes are
highly compartmentalized, forming a hierarchy of multiple
genomic interactions ranging from loops [11] and topolog-
ically associating domains (TADs) [12,13] to, above the
mega-base scale, metaTADs [14], A/B compartments [8], and
lamina-based domains [15]. Also, different chromosomes in
turn interact [11] and form a nonrandom network of contacts
[16]. On the other hand, recent single-cell Hi-C [17–20] and
super-resolution multiplexed-fluorescence in situ hybridiza-
tion (FISH) imaging experiments [21–24] have revealed that
chromatin interactions are highly stochastic and contact do-
mains broadly vary from cell to cell.

To understand the molecular mechanisms underlying the
complex spatial organization of chromosomes, different poly-
mer models and computational methods have been developed
[25–34]. Here, we consider the textbook scenario envisaged
by the strings and binders switch (SBS) model [30,31], where
diffusible DNA-binding molecules establish chromatin loops
via thermodynamics mechanisms by bridging distal polymer
sites. The SBS model has been shown to explain key proper-
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ties of chromosome large-scale 3D organization [35] as well
as the folding of specific genomic loci [36] at the single-
molecule level [37], and also to predict in silico the effects
of pathogenic structural variants [38].

Here, by use of massive molecular-dynamics (MD)
simulations at different polymer lengths we investigate the
effect of the system size on relevant dynamic and equilibrium
properties of the model. First, we focus on the folding
dynamics and find that the polymer self-assembly time, i.e.,
the time required to fold an initial coil (i.e., randomly folded)
conformation into an equilibrium globule, exhibits a nontrivial
scaling law that can be mechanistically linked to the SBS in-
teraction process between polymer binding sites and binders.
Next, we study size effects on our equilibrium, globulelike,
polymer conformations, focusing on the average pairwise
contact probability, Pc(s), of polymer sites at a given contour
distance s. Measurements of Pc(s) from Hi-C experiments
have revealed a power-law behavior at genomic distances at
least within the range 0.5–7 Mb, Pc(s) ∼ sγ (γ < 0) [8], with
an average exponent γ ≈ −0.75 inside individual contact
domains [25]. It has been also shown that γ is not conserved
across different systems and chromosomes [31,39–43], point-
ing out that a single universal architecture, described, e.g., by
the attractive “fractal-globule” polymer model [44,45], poorly
describes genome folding [31,46,47]. Here, we show that the
exponent γ depends on the size of the simulated polymer
conformations and it decreases upon increase of the polymer
length. Our results are then compared against recent ultradeep
in situ Hi-C data in mouse neural differentiation [48], where
we compute γ inside individual contact domains in different
cell types. Intriguingly, we find that the experimental contact
probability exponent scales with the genomic size of the
domains as predicted by our physical simulations. Overall, our
data indicate that the observed variability of γ exponents at
the TAD level can be explained by basic concepts of polymer
physics.
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FIG. 1. (a) Cartoon of the SBS polymer model. Diffusing molecular binders bring distal polymer sites into close spatial proximity, thus
looping the chain. (b) According to the binder concentration or affinity, two main thermodynamics phases of the model are established: the coil
state, where the polymer folds into randomly open conformations belonging to the universality class of the free SAW [49], and the globule state,
where the system spontaneously collapses, above the � line, into a compact closed conformation. Polymer 3D configurations with N = 1000
beads.

II. MODEL AND SIMULATION DETAILS

A. The model

In the SBS model, a chromatin filament is represented as
a self-avoiding walk (SAW) polymer chain having binding
sites for diffusing cognate binders, which can form loops by
bridging together pairs of polymer sites [30,31,35] [Fig. 1(a)].
According to the concentration and/or interaction affinity of
binders, the system undergoes a phase transition from an
initial coil state, where entropic forces fold the polymer into
random open conformations, to an equilibrium globule state,
where the system shrinks in closed globular conformations
due to attractive interactions. As dictated by polymer physics
[49], all system 3D conformations fall in those two main
folding classes corresponding to its thermodynamics phases.
A phase transition line, corresponding to the � point, marks
the boundary between the two phases [Fig. 1(b)].

B. MD simulations

In this study, we focus on the simplest case of SBS poly-
mer models, i.e., homopolymer chains where all beads are
identical and interact with only one type of binder. Despite
their simplicity, toy homopolymer models have been used to
understand large-scale features of chromatin folding [31,35]
and indeed provide a good proxy to study average properties,
e.g., contact probabilities, within individual globular contact
domains.

We perform massive MD simulations of SBS homopoly-
mers at different lengths, considering systems made of N =
100, 200, 500, 1000, 2000, and 5000 monomers. We use
standard interaction potentials developed in classical poly-
mer physics studies [50] and set all details of computer
simulations as in Refs. [35,37]. Briefly, we model: (i) the
hard-core repulsion between two adjacent polymer sites using
the Weeks-Chandler-Andersen (WCA) potential:

VWCA(r) = 4ε

[(
σ

r

)12

−
(

σ

r

)6

+ 1

4

]
, (1)

where ε = KBT is the energy unit (KB is the Boltzmann con-
stant and T is the temperature), σ is the bead diameter, and r
is the distance between two particle centers (VWCA = 0 if r >

21/6σ ); (ii) the attractive bond between consecutive monomers
of the chain by a finitely extensible nonlinear elastic (FENE)

potential with standard parameters [50]:

VFENE(r) = −1
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where k is the strength of the FENE spring and R0 is its max-
imal extension, i.e., the maximal length of the bond (VFENE =
∞ if r > R0); and (iii) the interaction between polymer sites
and binders by a short-ranged, attractive Lennard-Jones (LJ)
potential [27]:
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(3)

where σbb is the sum of bead and binder radii, εint is the control
parameter for the intensity of the polymer-binder interaction,
r is the bead-binder center-to-center distance and rint is the
cutoff distance value that sets the interaction range (VLJ = 0
if r � rint). For simplicity, polymer beads and binders have
the same diameter, σ .

The polymer system is subject to the Langevin equation:

m
d2

dt2
x(t ) = −ζ

d

dt
x(t ) − ∇U (x(t )) + ξ(t ), (4)

where x(t ) is the 3D vector of the particle coordinates, m
is the mass of the particle, ζ its friction coefficient in the
solvent, U is the total potential acting on the particle, i.e.,
the superposition of (1), (2), and (3), and ξ(t ) the randomly
fluctuating force. The equation is numerically solved using the
velocity-Verlet algorithm within the LAMMPS software [51]
and parameters are set as in Ref. [35].

The system evolves up to 108 MD timesteps when sta-
tionarity is reached (see next section). To remove boundary
effects, we impose periodic conditions in the simulation
box. We sample in our simulations a spectrum of bind-
ing energy affinities in the weak biochemical energy range,
from 2.7 to 4.0KBT , which ensure the coil-globule transition
for binder concentrations falling in the fractions of μmol/l
range [35,37], values compatible with the nuclear concentra-
tions of transcription factors. For each considered number of
monomers N, we produce a thermodynamics ensemble of 200
independent polymer conformations.
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FIG. 2. (a) Polymer gyration radius, Rg, averaged over the ensemble of polymer conformations and normalized by its SAW value as
a function of the MD simulation timesteps (logarithmic x scale). Three cases shown with N = 100, 1000, and 5000 monomers. Its sharp
decrease signals the transition of the system from the initial coil state to the equilibrium globule phase. (b) Exponential fit of gyration radius
vs time (MD units), logarithmic x scale. Two examples are shown with N = 500, 1000 (χ2 < e−2, chi-squared test). (c) The polymer folding
time Tf , i.e., the time to fold the initial free SAW polymer chain into an equilibrium globule, scales as a power law of the system size, Tf ∼ N1.5,
where the exponent is the slope of the best-fit line on log-log axes (r-squared r2 = 0.99; statistical errors <5% and contained within the point
size). Time values on y axis are in MD units, τ being the time unit. (d) Time dynamics of the number of binders, n(t ), progressively attached
to the polymer binding sites during the simulation. Three cases plotted with N = 100, 1000, and 5000. (e) The bonding time, measured by
exponential fit of n(t ), scales as N1.5 (log-log axes, MD units, r2 = 0.99), i.e., with the same exponent of the polymer folding time. Hence, the
dynamics of diffusible DNA-binding molecules affects the polymer folding time in a size-dependent manner.

III. RESULTS

A. Polymer folding dynamics

The initial states of our MD simulations are distinct SAW
conformations, prepared as described in Ref. [50]. Then, the
binders are randomly introduced within the simulation box
and interact with the polymer beads [35,37]. To monitor the
system dynamics, we observed the time course of the gy-
ration radius of the polymer chain, Rg [49,52]. The sharp
decrease of Rg as function of the time (expressed as MD
time iteration steps) signals the phase transition of the system
from the initial coil state (high Rg), to an equilibrium folded
state in which Rg takes lower values and plateaus [Fig. 2(a);
three cases with N = 100, 1000, and 5000 are shown]. A
similar dynamical behavior is observed for the total potential
energy (i.e., the bead-bead FENE and the bead-binder LJ
interactions) [37].

As expected, shorter polymers reach earlier the plateauing
of Rg, whereas a larger time (>106 MD timesteps) is required
for longer polymers. To quantitatively investigate how the sys-
tem size affects the polymer self-assembly folding time, we
fitted the gyration radius using the function g(t ) = ae−bt + c
[Fig. 2(b); two examples with N = 500, 1000. χ2 < e−2,
chi-squared test). The folding time, Tf , is then defined as the
ratio 3/b, since at this time the fit function spans nearly 95% of
its y range, and we found that Tf increases with the system size
as N1.5 [Fig. 2(c); r-squared r2 = 0.99; τ is the MD time unit).

By comparing this exponent with textbook results of polymer
physics [52], we noticed, for instance, that it is lower than
the relaxation time of the Rouse chain (∼N2), where polymer
dynamics is governed by the Brownian motion and excluded
volume effects are not considered. Similarly, this exponent
also differs from the usual reptation time, as the formation
of the entangled equilibrium globule is a diffusive, very slow
process with equilibration time ∼N3 [44,45]. Conversely, the
model exponent turns out to be consistent with the relaxation
time of the Zimm model, which includes solvent-mediated hy-
drodynamic interactions between different parts of the chain
[52]. Thus, we reasoned that the scaling time behavior ob-
served in our model traces back to presence of the binders, as
they drive the folding by bridging distal polymer sites.

To provide a mechanistic understanding of such exponent,
we considered the number of binders, n(t), that progres-
sively attach to the polymer chain during the folding process
[Fig. 2(d); three cases with N = 100, 1000, and 5000 shown].
The function n(t ), differently from Rg, increases in time until
stationarity is reached, as the polymer needs in its folding
dynamics a growing number of binders to stably loop the
chain into an equilibrium globule conformation. Also, n(t )
is affected by the system size, because shorter polymers re-
quire fewer binders to achieve thermodynamics equilibrium
than longer polymers, as shown, e.g., in Fig. 2(d), where the
plateau level of n(t ) differs by a factor 102 when the polymer
length switches from 100 to 5000 monomers. As before, we
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FIG. 3. (a) Top: double-logarithmic plot, at different polymer lengths N, of the average pairwise contact probability of the model, Pc, as a
function of the polymer contour length, s, in the equilibrium globule phase (MD units, σ is the model length scale). For each N, the contact
probability decays with s and reaches a plateau at large contour distance. Bottom: zoom of Pc(s) at intermediate contour lengths, where the
function scales as a power law (i.e., straight line on log-log axes). The contact probability exponent γ , measured as the slope of its best-fit
line in that region, becomes smaller as N increases and thus depends on the polymer size. Three examples are shown with N = 500, 2000,
and 5000. (b) Top: the model-derived contact probability exponent, γ , is plotted against the polymer size. The exponent decays as a function
of N, spanning a range of values from −0.55 to −0.90. Statistical errors <2% and confined within the point size. Bottom: 3D snapshots of
equilibrium globule conformations at different polymer lengths. The exponent γ decreases with the system size, thus hinting that its observed
biological variability can be recapitulated by basic scaling concepts of polymer physics.

used an exponential function to fit n(t ) and defined the bond-
ing time, Tn, as the time required to reach 95% of its y range.
We found, as expected, that the bonding time is well described
by Tn ∼ N1.5 [Fig. 2(e), r2 = 0.99], i.e., by the same power
law of the gyration radius Rg(t ). This result suggests that the
binding process of molecules directly influences the polymer
folding time in a size-dependent manner and provides a mech-
anistic rationale of the time exponent of the model.

To give a sense of the physical times involved, by taking,
for instance, a reference time unit of a few milliseconds (e.g.,
20 ms) [27,35,53,54], the power-law relation found provides
that the self-assembly time of a chromatin filament lies in
the typical temporal scales of biological processes, ranging
from seconds to hours [27,35,54]. The folding dynamics en-
visaged by the SBS model, driven by diffusing molecular
particles that mediate chromatin long-range interactions, is
consistent with the emerging biological picture where coop-
erative multimolecular assemblies, such as combinations of
RNA polymerase II with transcription factors and cofactors,
as the Mediator complex, control gene activity by the forma-
tion of functionally relevant, phase-separated, chromatin hubs
[55–59].

B. Contact probability scaling exponent depends
on the polymer size

Next, we investigated the effects of the system size on
equilibrium properties of the model in its globule phase. We
focused on the average pairwise contact probability, Pc(s),
which can be accessed by Hi-C experiments and measures
how frequently two chromatin loci contact each other as a

function of their genomic linear distance s. From our simula-
tions, Pc(s) is easily computed by setting a distance threshold
Mσ , where M is a positive number, that defines two polymer
beads in contact [35,38]. We set M = 3.5 in our simulations,
but we also checked that different values of M return similar
results [60]. For each value of the polymer length N, Pc(s)
is averaged across the ensemble of single-molecule confor-
mations. Importantly, as dictated by polymer physics [49],
the contact probabilities computed in the equilibrium globule
state do not depend on the model finer details, such as the
exact value of the binder concentration or energy affinity [see
Appendix B, Fig. 6(a)].

The model contact probability derived from our simulation
monotonically decays for every N with the polymer contour
length s (i.e., the genomic separation if mapped onto genomic
coordinates) until a plateau, P∞, is approached [Fig. 3(a),
top]. As expected from the globular topology of the chain,
such a plateau decreases as N grows and scales with the poly-
mer length as N–0.9 (Appendix A). At short and intermediate
contour distances the behavior of the contact probability is
more complex, as measurements of Pc(s) from Hi-C data
have identified in the genomic region 0.5–7 Mb a power-law
behavior, Pc(s) ∼ sγ (γ < 0) [8]. The scaling exponent γ can
be thus measured as the slope of the best-fit line on Pc(s)
when plotted on log-log axes, as shown for our simulations
in Fig. 3(a) (bottom, zoom within the linear fitted region,
three examples with N = 500, 2000, and 5000). We fitted the
contact probabilities within a range of distances [s0, s∗], with
s0 = 5σ and s∗ satisfying Pc(s∗) = 1−0.95(1 − P∞), avoid-
ing in this way boundary effects in the computation of γ . We
also checked that different choices of s∗ within the power-law
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FIG. 4. (a) Top: average pairwise contact probability Pc(s) of chromosome 15 in ES cells within each identified group of domain sizes from
Ref. [48]. The function decays with the genomic distance (expressed in kilobase pairs, kb) and scales as power law at intermediate distances
(linear segment on log-log axes). Bottom: zoom of the intermediate power-law region in the range 10–200 kb. The slope of the best-fit line
on Pc(s), γ , depends on the group of contact domains, as it declines with their size. (b) Boxplots reporting the genomewide distribution of γ

exponents for each group of domains. Results are shown for ES (top left, in blue), NPC (top right, in green), and CN cells (bottom, in red). In
all three cell types, the contact probability scaling exponent γ decreases with the domain size, as found in our physical simulations. The boxes
extend from the lower to upper quartile values of the data, with mean highlighted in yellow. The x value of each box is the average size of the
corresponding group of domains. The y axis is different in the different cell lines to better highlight the cell-type specific range and scaling
of the contact exponents. (c) The overall experimental range of γ values within all groups of domains, computed across all chromosomes and
cell types (“merged” in our notation), is similar to that derived in our model by varying the polymer length (p = 0.55, Welch’s t test), showing
that simple size scaling effects of polymer physics can recapitulate the observed variability of exponents emerging from the experiments.

regime do not change our results [see Appendix B, Fig. 6(b)].
Interestingly, we found that γ is affected by the polymer size
and decreases as N grows, spanning a range from −0.55 to
−0.90 [Fig. 3(b), top; a summary cartoon is sketched below
with 3D polymer snapshots at different lengths). Notably,
this range is consistent with the experimental variability of γ

detected within contact domains across different human cell
types [11], where an average value γ ≈ −0.75 is observed
[25]. To further assess the robustness of our results, we also
computed with a similar procedure the scaling exponents of
the mean-square spatial distance at the small contour length
regime. Consistently, we found that those exponents span the
same range of values derived for γ , albeit they increase with
the system size as contacts and distances are inversely related
[61,62] [see Appendix B, Fig. 6(c)].

Overall, our results indicate that the contact probability
exponent γ depends on the system size, thus hinting that
finite-size effects can recapitulate its biological range of
variability.

C. Model scaling is validated against high-resolution Hi-C data

To test the dependence of γ on the system size in real cells,
we computed the contact probability scaling exponent within
topological domains using recently published ultradeep in situ
Hi-C data [48], which are available at high resolution (1 kb)
across different cell lines in mouse embryonic stem (ES) cells,
neural progenitors (NPC), and cortical neurons (CN). First, in

order to identify a discrete number of domain sizes for each
cell line, we clustered the contact domains from Ref. [48] into
six, cell-type-specific groups based on their genomic length
[see Appendix C, Figs. 7(a) and 7(b)]. Then, we computed the
average contact probability Pc(s) of each chromosome within
each identified group and derived the corresponding value
of the scaling exponent γ in that group. That allowed us to
quantitively investigate how the size of the contact domains
affects the value of γ .

As an example, we reported in Fig. 4(a) (top) the Pc(s)
of chromosome 15 in ES cells computed within our six dif-
ferent groups of domains. The function decays, as expected,
with the genomic separation and exhibits in all groups a
power-law behavior (linear segment on log-log axes) at in-
termediate distances, roughly in the genomic distance range
10–200 kb. Interestingly, this range is consistent with our
simulations [Fig. 3(a), bottom], once the dimensionless MD
units of the models are mapped into genomic base pairs by
using standard mapping coefficients expressing the genomic
content of the polymer bead, which are typically in the range
1–10 kb [31,54,63]. Hence, we fitted the Hi-C contact proba-
bility in the power-law regime and derived the experimental γ

[Fig. 4(a), bottom; zoom of the fitted region for three different
groups of domains]. Notably, the scaling exponent γ depends
on the considered group, i.e., on the size of the contact do-
mains and decreases as the average domain size increases. We
also implemented the same procedure on chromosome 15 in
NPC and CN cells and observed an analogous behavior of the
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scaling exponent [see Appendix C, Fig. 7(c)]. Similar results
are then found in other individual chromosomes.

Next, we extended our analysis on Hi-C data genomewide,
considering for each cell type and group of domains the dis-
tribution of γ exponents from all chromosomes [boxplots in
Fig. 4(b) for ES (blue), NPC (green), and CN (red) cells;
sexual chromosomes excluded]. Interestingly, γ monotoni-
cally decays in the different cell lines as a function of the
domain size, with its mean value decreasing by about 20%
moving from the first to the last group of domains. Hence, γ

depends on the size of the contact domains as predicted by
the model and its range of values, for all the three cell types
considered, is consistent with the range of our polymer simu-
lations. Indeed, to estimate the overall experimental variability
of γ during cell differentiation, we computed the genomewide
distribution of exponents from all groups of domains and cell
types and found that it significantly matches the cumulative
range of γ values (from −0.55 to −0.90) derived by our
simulations at different polymer lengths [Fig. 4(c), p = 0.55,
Welch’s t test].

Taken together, our analyses show that size scaling effects
observed in a simple, classical polymer physics model can re-
liably capture the variability of contact probability exponents
observed in the experiments.

IV. CONCLUSIONS

Models combining polymer physics and computational
methods are now an essential tool to quantitatively investigate
chromosome spatial organization. In this work, we focused
on the classical scenario where diffusing binding molecules
can establish and dynamically change, by switchlike ther-
modynamics mechanisms, polymer architectural patterns, as
described by the SBS model [30,31]. Upon increasing binder
concentration or binding affinity, the polymer model under-
goes a phase transition from an initial coil, i.e., randomly
folded, to an equilibrium globule state [35,37].

Here, by performing massive molecular-dynamics sim-
ulations, we investigated how dynamic and equilibrium
properties of the model are affected by the system size. We
found that the characteristic time of the coil-to-globule tran-
sition increases as power law of the polymer length, with
a scaling exponent 1.5 lower than expected from classical
reptation models of polymer physics [52]. Such time be-
havior results from the physical mechanism underlying the
self-assembly of polymer conformations in the SBS model,
where molecular binders fold the chain into equilibrium glob-
ule conformations by bridging together distal polymer sites.
The binder-driven mechanism of chromatin folding envisaged
by the model is consistent with recent experiments where reg-
ulatory proteins, e.g., transcription factors, and biomolecular
phase-separated condensates have been shown to compart-
mentalize biochemical reactions within cells and control gene
expression via cooperative interactions [55,56,59,64,65].

Finally, we studied the effects of the polymer size on
equilibrium properties of the model, focusing on the contact
probability Pc(s). We showed that its scaling exponent γ is
affected by the polymer length, as it decays with the polymer
size. To validate model results, we performed a genomewide
analysis of contact probabilities within topological domains

using recent high-resolution in situ Hi-C data from Ref. [48]
in mouse neural differentiation. Importantly, we found that
the experimental γ depends on the genomic length of the
contact domains and decays with their size as predicted by our
physical simulations. Also, the overall experimental variabil-
ity of γ during neural differentiation significantly matches the
range of exponents derived by the model. Remarkably, such a
variability spontaneously emerges from a simple scaling anal-
ysis of finite-size polymer simulations, without any additional
fine-tuning of system parameters.

In this work we considered a basic homopolymer toy
model as a first approximation to study the contact prob-
abilities within TADs of different domain sizes. However,
TADs are not isolated domains, as they are involved in higher-
order interactions extending across genomic scales up to the
range of entire chromosomes [14]. Therefore, more sophisti-
cated polymer models, such as interacting block copolymers
or active mechanisms, could further improve the agreement
between simulations and experiments. Despite the basic in-
gredients of the models employed here, our results indicate,
overall, that basic concepts from polymer physics and finite-
size effects can recapitulate the observed scaling behavior of
chromatin within contact domains.
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APPENDIX A: EQUILIBRIUM GLOBULE PHASE
OF THE MODEL

The plateau of Pc(s), P∞, is expected to scale as N–0.9 in
the equilibrium globule phase of the model. Such a behavior
can be easily assessed as follows. For every N, we computed
the average pairwise squared Euclidean distance, R2, of poly-
mer sites at a given contour distance s. The function R2(s),
which can be accessed by FISH experiments, increases with
the genomic separation up to plateauing [Fig. 5(a), left]. The
plateau value of R2, R2

∞, scales as N0.6 consistent with the
globular topology of our polymer conformations [Fig. 5(a),
right]. Thus, by taking contacts proportional to the inverse of
the volume V occupied by the polymer, we have P∞ ∼ V –1 ∼
(R∞)–3 ∼ N–0.9, as indeed shown in Fig. 5(b).

APPENDIX B: ROBUSTNESS OF THE MODEL-DERIVED
CONTACT EXPONENTS

To test here the statistical robustness of the model con-
tact exponents discussed in Sec. III B, we first checked that
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FIG. 5. (a) Left: average pairwise Euclidean distance, R2(s), as a function of the contour length at different polymer sizes (log-log axes,
MD units). Right: R2 plateau, R2

∞, scales as N0.6, as expected because the equilibrium chain is globulelike. (b) Double-logarithmic plot showing
the plateau of Pc(s) as a function of the polymer size N. It scales as N–0.9 in the equilibrium globule phase of the model.

different binder concentrations in the equilibrium globule
phase do provide, as expected from polymer physics [49], the
same contact exponents. Precisely, the molar concentration of
binders is c = P/V NA, where NA is the Avogadro number,
V is the simulation box volume, and P is the number of
binders in the box. In all our simulations we set P = 0.5N ,
which provides binder concentrations high enough such that
the polymer is in the completely globule state [35]. However,
changes around this reference value do not affect the contact
probabilities. Indeed, in Fig. 6(a) (left panel) we reported
the contact probability as a function of the genomic distance
for N = 1000 by using different concentration values in the
equilibrium globule phase, i.e., 20% higher (dark brown, P =
0.6N) and lower (orange, P = 0.4N) than the value used in
the main text (brown, P = 0.5N). As expected, the curves
collapse all on the top of each other (χ2 < e−2, chi-squared

test) and, importantly, they provide the same contact exponent
[Fig. 6(a), right panel; the relative error in the estimation of
the exponent is less than 2%].

Next, we checked whether the contact exponents derived
from the model sensitively depend on the power-law region
used in the fit (i.e., on different choices of s∗). To that aim, we
computed the contact probability exponents by varying s∗ in a
wide range within the Pc(s) power-law regions of the models
[Fig. 6(b); two cases shown with N = 1000 and N = 5000].
Our analysis shows that the values of the exponent γ upon
changing s∗ are all consistent with each other within the statis-
tical errors and do not depend on this parameter. In particular,
for a given N, the value of γ averaged over the different
choices of s∗ differs less than 1% from the exponents reported
in Fig. 3(b) [Fig. 6(b)].
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FIG. 6. (a) The equilibrium properties of the system, such as the contact probability, do not depend on the exact value of the binder
concentration in the thermodynamics equilibrium globule phase. Left panel: contact probability as a function of the genomic distance for
N = 1000 by using different concentration values in the equilibrium globule state, i.e., 20% higher (dark brown, P = 0.6N) and lower (orange,
P = 0.4N) than the value used in the text (brown, P = 0.5N). As expected, the curves collapse all on the top of each other. Right panel: the
contact probabilities at different binder concentrations provide all the same γ exponent (relative error less than 2%). (b) The estimation of
the γ exponent is robust in the power-law region [s0, s∗] upon change of the parameter s∗. Two cases shown here with N = 1000 (top) and
N = 5000 (bottom). Error bar is the fit statistical error. The horizontal line is the average γ computed over the different values of s∗ reported in
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054402-7



MATTIA CONTE et al. PHYSICAL REVIEW E 104, 054402 (2021)

(b)

F
re

qu
en

cy

0 2000 4000 6000

ES cells
Bonev et al. 2017

0.0

0.1

0.2

0.3

0.4

F
re

qu
en

cy

0 2000 4000 6000
0.0

0.1

0.2

0.3

0.4

F
re

qu
en

cy

0 2000 4000 6000

CN cells
Bonev et al. 2017

0.0

0.1

0.2

0.3NPC cells
Bonev et al. 2017

8000

(a)

ES NPC CN
group 1 0.00-0.26Mb 0.00-0.31Mb 0.00-0.32Mb

group 2 0.26-0.45Mb 0.31-0.51Mb 0.32-0.53Mb

group 3 0.45-0.71Mb 0.51-0.79Mb 0.53-0.82Mb

group 4 0.71-1.24Mb 0.79-1.32Mb 0.82-1.35Mb

group 5 1.24-4.11Mb 1.32-4.91Mb 1.35-4.05Mb

group 6 4.11-6.98Mb 4.91-8.51Mb 4.05-6.74Mb

gr. 1

gr. 2

gr. 3

gr. 4

gr. 5

gr. 6

(c) NPC cells
Bonev et al. 2017 

Chr.15

101 102 103100

C
on

ta
ct

 p
ro

b.
 P

c(
s)

104

10-2

10-1

100

101

102

10-3

gr. 1

gr. 2

gr. 3

gr. 4

gr. 5

gr. 6

CN cells
Bonev et al. 2017 

Chr.15

101 102 103100 104

10-1

100

101

102

Genomic distance s (units of kb)

Domain size (units of kb) Domain size (units of kb) Domain size (units of kb)

FIG. 7. (a) Genomewide distribution of the size of contact domains at 1-kb resolution from Ref. [48]. Sexual chromosomes are excluded
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green) and CN cells (right, in red) computed within our identified groups of domains from Ref. [48].

Finally, we computed, as with Fig. 3(a), the scaling ex-
ponents of the mean-squared distances, R2(s), reported in
Fig. 5(a). At the small contour length regime, the functions
R2(s) exhibit a power-law behavior for each of the consid-
ered polymer lengths [Fig. 6(c), left]. The scaling exponents
depend on the polymer size, N, and return the same range
of values derived for γ , albeit they increase with the system
size as contacts and distances are inversely related [Fig. 6(c),
right]. That finding strengthens our results, i.e., opposite
trend.

APPENDIX C: Hi-C TOPOLOGICAL DOMAINS
ARE GROUPED BASED ON THEIR SIZE

We clustered the contact domains reported in Ref. [48]
based on their genomic length. By using the genomic co-
ordinates identifying topologically associating domains in
Ref. [48], we derived the genomewide distribution of do-

main sizes in ES, NPC, and CN cells [histograms shown in
Fig. 7(a); sexual chromosomes excluded in our analyses].
Then, in order to group domains according to their size, we
initially split the distributions of domain sizes into quintiles,
as this choice provides a robust statistical ensemble (500 do-
mains on average falling within each group). However, as the
last quintile of the distributions is related to multiple larger
domains spanning from 1 Mb to more than 7 Mb, we further
divided it in two equal parts to avoid underestimating γ in
that group. Based on this procedure, we identified overall
six, cell-type-specific clusters of domain sizes [see Table in
Fig. 7(b)], referred to in the text and figures as group 1–6.
For a given chromosome, we computed the average contact
probability Pc(s) within each group and thus the correspond-
ing value of the scaling exponent γ in that group. In Fig. 7(c),
we reported, as additional examples, the contact probabilities
of chromosome 15 in NPC and CN cells within the identified
groups of domains.
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