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Collective dynamics of phase oscillator populations with three-body interactions
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Many-body interactions between dynamical agents have caught particular attention in recent works that
found wide applications in physics, neuroscience, and sociology. In this paper we investigate such higher
order (nonadditive) interactions on collective dynamics in a system of globally coupled heterogeneous phase
oscillators. We show that the three-body interactions encoded microscopically in nonlinear couplings give rise to
added dynamic phenomena occurring beyond the pairwise interactions. The system in general displays an abrupt
desynchronization transition characterized by irreversible explosive synchronization via an infinite hysteresis
loop. More importantly, we give a mathematical argument that such an abrupt dynamic pattern is a universally
expected effect. Furthermore, the origin of this abrupt transition is uncovered by performing a rigorous stability
analysis of the equilibrium states, as well as by providing a detailed description of the spectrum structure of
linearization around the steady states. Our work reveals a self-organized phenomenon that is responsible for the
rapid switching to synchronization in diverse complex systems exhibiting critical transitions with nonpairwise
interactions.
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I. INTRODUCTION

Collective synchronization in large systems consisting of
many interacting agents is a universal emergent behavior that
can be observed in a wide variety of realistic systems [1].
Noted examples range from fireflies flashing [2] and colonies
of yeast cells [3] to applause formation in a large audience [4].
In addition, as one of the most well-known cooperative phe-
nomena in nature, synchronization process plays a prominent
role for the functionality in a wide range of applications
including arrays of Josephson junction [5], power grids [6],
and wireless communication components [7]. Unraveling the
fundamental mechanism behind such organizational behav-
iors has been an object of study in the area of nonlinear
dynamics and network science that extends our understanding
of the macroscopic dynamics in a vast number of complex
systems [8–10].

A system of coupled phase oscillators has been a partic-
ularly important paradigm used to shed light on collective
synchrony in many rich parts of science. The remarkable ex-
ample is the Kuramoto model introduced in 1975 [11], which
consists of a system of globally coupled phase oscillators
with the natural frequencies distributed across the population
and interacting via the sinusoidal function of phase difference
between each pair. In this simple framework, the onset of syn-
chronization can be elucidated as a result of phase transition
characterized by the order parameter occurring from the inco-
herence to coherence [12]. In terms of various applications
in physics, biology, and social systems, the Kuramoto-like
oscillators are the most popular and widely used models for

*xucan@hqu.edu.cn

exploring synchronization that afford analytical insights in
uncovering the emergence of collective rhythm in diverse
systems containing self-sustained oscillators [13–17].

Most existing models defined by the Kuramoto dynam-
ics have the strong assumption that the interactions between
phase oscillators are pairwise. Specifically, the net inter-
action of a phase oscillator can be expressed in terms of
the linear superposition of two-body interactions that are
quite general in classical mechanics and many other fields
of physics. However, recent works in neuronal networks
and social science have highlighted the potential impor-
tance of many-body interactions between dynamic units, i.e.,
three- or four-way interactions [18,19]. Such higher order
(many-body) interactions take place between three or more
dynamical units that are organized via a simplicial complex
or the hypernetwork topology formed by different dimen-
sions [20–22]. Using phase reduction, it has been shown that
the higher order interactions arise in generic oscillatory sys-
tems [23,24], which have significant influences on shaping
collective dynamics that one can find beyond the typical pair-
wise interactions [25,26]. Investigating the dynamical effects
induced by the simplicial complex has been a topic of high
interest across a number of disciplines including brain dynam-
ics, social interactions, data analysis, and so on [27–33].

Very recently, research has revealed that there is an in-
terconnection between the many-body interactions and the
irreversible explosive desynchronization transitions character-
ized by an abrupt switch between the coherent and incoherent
state [34–37]. This type of explosive synchronization can be
achieved in oscillator networks by incorporating higher order
structures in addition to establishing correlations between the
oscillator’s dynamics and network topology [38,39]. Despite
these advances, a basic problem in this direction still lies in
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understanding the mathematical foundation of the observed
abrupt synchronization transition generated by the many-body
interactions and the associated structure properties of the
eigenspectrum of the equilibrium states in the thermodynamic
limit.

The aim of this paper is to study the generic collective
dynamics induced by many-body interactions. Specifically,
we investigate synchronization dynamics in a large ensemble
of globally coupled heterogeneous phase oscillators by incor-
porating three-body interactions with arbitrary combination
coefficients. We uncover that the abrupt desynchronization
characterized by an irreversible explosive synchronization via
an infinite hysteresis loop is an intrinsic dynamic phenomenon
that is not present in the absence of higher order interactions.
Importantly, we present a general framework for analytically
capturing the collective dynamics emerging from three-body
interactions, and for unveiling the dynamical nature for such
abrupt transition to happen. In particular, we establish an
explicit criterion for the occurrence of abrupt desynchro-
nization, and the dynamical stability of equilibrium states
involved in the coupled system is addressed by analyzing the
corresponding spectrum structure of linearization. Our work
demonstrates that the many-body interactions provide a natu-
ral mechanism for the emergence of abrupt transitions in the
coupled oscillatory systems.

The remainder of this paper is organized as follows. In
Sec. II we present the dynamic model by considering three-
body interactions with arbitrary combination coefficients. In
Sec. III we formulate the self-consistent equations describ-
ing the generalized order parameters characterizing the long
term macroscopical dynamics of the system. In Sec. IV we
explore the stability of equilibrium states described by the
self-consistent equations providing a complete description of
the associated spectrum structure of linearization by invoking
in the celebrated Ott-Antonsen manifold. A general criterion
for the emergence of abrupt desynchronization is obtained.
Section V illustrates with an example to get a sense of dynam-
ics with many-body interactions. Finally, we conclude with a
discussion of our results in Sec. VI.

II. DYNAMIC MODEL

We propose an extension of the classical Kuramoto model
by considering three-body interactions, whose motion of
equations are formulated as

θ̇i = ωi + K

N2

N∑
j=1

N∑
k=1

sin(αθ j + βθk + γ θi ). (1)

Here θi is the phase of oscillator i, with i = 1, . . . , N , ωi is
its natural frequency chosen randomly from a prescribed dis-
tribution g(ω) [40]. K > 0 accounts for the global attracting
coupling strength of the system. The combination coefficients
involved in the coupling function α, β, γ are integers.

Unlike the conventional Kuramoto model and its variants,
in which only the phase difference between each pair of
individual oscillators is considered (pairwise interactions).
Equation (1) involves a triplet (θ j, θk, θi) with arbitrary combi-
nation coefficients. We proceed with the analysis by assuming
that α + β + γ = 0. Physically, this constraint implies that

the system given by Eq. (1) remains invariant under the global
phase shift, i.e., the coupling term vanishes so long as the
indexes j, k, i are identical.

Equation (1) represents a typical model of three-way in-
teractions, which comes from the phase reduction of limit
cycle oscillators [23,41]. It defines the 2-simplex interactions
corresponding to a fully connected hypergraph. In particular,
if α (or β) = 0 and γ �= 0, Eq. (1) reduces to the generalized
Kuramoto model, where the interactions are defined between
each pair of nodes (links). In contrast, for α, β, γ �= 0, the
interactions are defined on the triangle formed by the nodes
θ j , θk , and θi.

For instance, if γ = −2, α = β = 1, previous studies
demonstrated that Eq. (1) stands for a sort of higher order
nonlinear coupling displaying a number of novel collective
behaviors, such as clustering, multibranch entrainment, and fi-
nite size induced phase transitions [42,43]. More importantly,
the interesting dynamical features induced by the high order
interactions play a center role in brain dynamics. The forma-
tion of multiclusters, as well as the extensive multistability
accompanied by a continuum of abrupt desynchronization
transitions, naturally enables the system to store informa-
tion and memory [39,43,44]. The dynamic mechanisms of
such nontrivial collective behaviors were further addressed
from both macroscopic and microscopic perspectives in recent
works [36,37].

To get a complete understanding of the dynamics described
by three-body interactions in large coupled phase oscillator
systems, here we restrict our consideration to the case |γ | = 1.
Without loss of generality, we set γ = −1 (since the case
γ = 1 can be discussed in a similar way). Accordingly, com-
bination coefficients should satisfy the condition

α + β = 1. (2)

Our goal is to uncover the generic dynamical properties in-
duced by the three-body interactions by providing a nontrivial
and analytically tractable model described by the Kuramoto
dynamics.

To facilitate the analysis, we make the following two sim-
plifying assumptions. First, the size of the system N is large
enough (N → ∞), so that the state of the ensemble can be
described by a phase distribution. Second, g(ω) is unimodal
and symmetric, i.e., g(ω) = g(−ω), and g(ω) is nonincreasing
for ω > 0.

III. MEAN-FIELD THEORY

Having introduced the model, we turn our focus to finding
the equilibrium states given by the system of Eq. (1). To do
so, it is useful to introduce the generalized complex order
parameters, which are

Zα (t ) = |Zα (t )|ei�α (t ) = 1

N

N∑
j=1

eiαθ j (t ), (3)

with α = 0, ±1, ±2, . . . . |Zα| and �α are the amplitude
and argument of Zα , respectively. In particular, Z0 = 1, Z1

corresponds to the classical Kuramoto order parameter, and Zα

with |α| > 1 are the so called higher order parameters [45,46].
Additionally, it follows that Z−α (t ) = Z̄α (t ), here and in the
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following, “−” denotes the complex conjugate. We thus have
|Zα| = |Z−α| and �−α = −�α . As we shall see below, the
generalized order parameters play the same role as the classic
Kuramoto order parameter. In other words, |Zα| characterizes
the degree of the coherence of the system, while �α denotes
the phase of the centroid of the configuration {eiαθ j }. Broadly
speaking, in the case |Zα| = 0 with α �= 0, the oscillators
are spread roughly around the unit circle, while for the case
|Zα| ≈ 1, a number of oscillators are tightly concentrated
around a common phase. We thus interpret |Zα| = 0 as the
incoherent state and |Zα| > 0 as the partially synchronized
states (α �= 0).

The definition of Eq. (3) allows us to rewrite Eq. (1) in a
more simple form as

θ̇i = ωi + K|Zα||Zβ | sin(�α + �β − θi ). (4)

In this setting we may interpret each oscillator as in-
teracting not necessarily with the others individually, but
collectively through a simple mean-field ZαZβ .

We next briefly outline the self-consistent approach pro-
posed by Kuramoto. First, passing to the limit N → ∞, where
the overall state of the oscillators may be well characterized by
a distribution function ρ(θ,ω, t ), ρ(θ,ω, t )dθdω represents
the fraction of the oscillators with the natural frequencies
between ω and ω + dω and phases between θ and θ + dθ

for a fixed time. Furthermore, ρ(θ,ω, t ) should satisfy the
normalization condition

∫ 2π

0 ρ(θ,ω, t )dθ = 1. Second, the
conservation of oscillator number implies a continuity equa-
tion for the phase distribution of the form

∂ρ

∂t
+ ∂ (ρv)

∂θ
= 0, (5)

with the velocity v(θ,ω, t ) given by

v(θ,ω, t ) = ω + KIm(ZαZβe−iθ ), (6)

Eq. (5) defines a nonlinear partial differential equation, whose
steady solutions comprise two parts, i.e., the phase-locked
case and the drifting ones. In both cases, the macroscopic
order parameters Zα and Zβ are time independent. Note that
the assumed symmetry of g(ω) and constraint about the com-
bination coefficients Eq. (2) imply that one may set �α (t ) =
�β (t ) = 0 by shifting initial conditions.

To ease notation, let Q = K|Zα||Zβ |. In the first scenario,
|ω| < Q, v = 0, the oscillators are entrained by the mean
field, and the stationary distribution formed by the trapped
oscillators is expressed as

ρl (θ, ω) = δ(θ − θω ), (7)

with

sin θω = ω

Q
(8)

and

cos θω =
√

1 −
(

ω

Q

)2

. (9)

However, in the second scenario, |ω| > Q, where v �= 0. The
corresponding stationary distribution formed by the drifting

oscillators (untrapped) is given by

ρd (θ, ω) = Cω

ω − Q sin θ
, (10)

with Cω being the normalization constant obtained as

Cω = sgn(ω)
√

ω2 − Q2

2π
. (11)

Here sgn(ω) stands for the sign function with respect to ω.
For the sake of mathematical simplicity, it is convenient to
introduce two intergration symbols

ĝψ (ω) =
∫ +∞

−∞
g(ω)ψ (ω)dω (12)

and

[φ(θ ), ϕ(θ )] =
∫ 2π

0
dθφ(θ )ϕ(θ ). (13)

For the order parameters we have that

Zα = ĝ(eiαθ , ρ) = ĝ(eiαθ , ρl ) + ĝ(eiαθ , ρd ), (14)

the first term on the right-hand side of Eq. (14) corresponds to
the contribution to the order parameter from the phase-locked
oscillators, while the second term is generated by the drifting
ones. Substituting Eqs. (7)–(11) into Eq. (14), we obtain

ĝ(eiαθ , ρl ) = ĝeiαθω

= ĝ(cos θω + i sin θω )α

= ĝ
α∑

n=0

α!

n!(α − n)!
(cos θω )α−n(i sin θω )n

= ĝcos αθω + iĝ sin αθω = ĝcos αθω

=
α∑

n∈even

α!

n!(α − n)!

∫ +∞

−∞
dωg(ω)

× (cos θω )α−n(i sin θω )n, (15)

the result above uses the fact that sin θω is an odd function with
respect to ω, and so is sin αθω, hence the integral ĝ sin αθω

vanishes automatically.
Regarding the drifting populations, the calculations be-

come more complex, since

(eiαθ , ρd ) =
∫ 2π

0
eiαθ Cω

ω − Q sin θ
dθ

=
∮

|z|=1

zαCω

iωz − Q(z2 − 1)/2
dz, (16)

where we have used z = eiθ . Note that the integral above has
two simple poles z±

d = i
Q (ω ±

√
ω2 − Q2) located, respec-

tively, within and outside the unit circle on the complex plane.
Therefore, Eq. (16) can be evaluated by using Cauchy residue
theorem, which yields

ĝ(eiαθ , ρd ) = ĝ

(
i
ω − sgn(ω)

√
ω2 − Q2

Q

)α

= ĝ[zd (ω)]α.

(17)
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Clearly zd (ω) is an odd function to ω, if α ∈ odd, ĝ(zd )α =
0, implying that the untrapped oscillators have no contribution
to the mean field. Otherwise, for α ∈ even, ĝ(zd )α �= 0, indi-
cating that the contribution to the order parameters from the
drifting populations may not be neglected. Hence, the order
parameters Zα reduce to a simple form

Zα = |Zα| = ĝcos αθω + ĝ[zd (ω)]α. (18)

Likewise,

Zβ = |Zβ | = ĝcos βθω + ĝ[zd (ω)]β. (19)

Considering the definition of Q, we lastly arrive at the self-
consistent equation describing the equilibrium states yielding

1

K
= F (Q), (20)

where the characteristic function of the coupled system is
defined by

F (Q) = Q−1ZαZβ

= Q−1{ĝcos αθω + ĝ[zd (ω)]α}{ĝcos βθω + ĝ[zd (ω)]β}.
(21)

The self-consistent equation (20) gives an implicit function
dependence of the generalized order parameters on the cou-
pling strength K . Specifically, for a fixed value of K , we may
solve for Q from Eq. (20), which in turn determines Zα, Zβ

according to Eqs. (18) and (19), respectively.
In particular, α = 1, β = 0, F (Q) = Q−1ĝcos θω. Then we

have
1

K
= 1

Q

∫ Q

−Q
dωg(ω)

√
1 − (

ω

Q
)2, (22)

which reproduces the self-consistent equation of the classic
Kuramoto model [12]. In contrast, for the case α �= 0 and 1,
F (Q) becomes more complex. For example, if α = 2 and β =
−1, we have that

1

K
= 1

Q

∫ Q

−Q
dωg(ω)

√
1 −

(
ω

Q

)2
[∫ Q

−Q
dωg(ω)

(
1 − 2

ω2

Q2

)

−
∫

|ω|>Q
dωg(ω)

(
ω − sgn(ω)

√
ω2 − Q2

Q

)2]
. (23)

In addition to the incoherent state Q = 0 that exists for all
K , we here summarize the properties of the self-consistent
equation given by Eq. (20) with the aim of clarifying syn-
chronization transitions with three-body interactions. In fact,
Eq. (20) defines a map from Q ∈ R to K ∈ R, and the as-
sociated inverse map gives the synchronization profile and
bifurcation features of the coupled system. For instance, if
α = 1 and β = 0, the resulting expression of F (Q) is con-
siderably simplified by choosing a unimodal and symmetrical
g(ω). More precisely, the function F (Q) is strictly decreasing
for Q > 0, the corresponding inverse map is one to one [the
red solid line of Fig. 1(a)]. Only one branch of solution exists
for a sufficiently large K . Accordingly, the phase transition
from incoherence to coherence is of second order that takes
place at a critical point Kc = limQ→0+ F (Q)−1 [Fig. 1(b)].
This picture coincides with the previous results about the clas-
sic Kuramoto model, which behaves qualitatively the same as
long as the distribution g(ω) remains unimodal.

FIG. 1. (a) The characteristic functions F (Q) with Gaussian

distribution g(ω) = 1√
2π

e− ω2
2 . α = 1, β = 0 (red solid line), α =

2, β = −1 (green dash-dotted line), α = 3, β = −2 (blue short-
dashed line). (b)–(d) Corresponding phase diagrams of the Kuramoto
order parameter R = |Z1| versus the global coupling strength K ,
respectively. The orange triangles and the black circles represent
forward and backward transitions of the numerical simulations with
N = 100 000, respectively. In the forward continuations, the initial
conditions {θi(0)} for each K are uniformly distributed in [0, 2π ].
In the backward continuations, the initial phases for each K are
identical, i.e., {θi(0)} = 0, ∀i = 1, . . . , N . The black solid lines are
the stable branch of solutions predicted by the mean-field theory,
the black dashed lines represent the unstable solutions of the self-
consistent equation.

Apparently there are important consequences when the
three-body interactions are considered. On the one hand, it is
knowing that the incoherent state Q = 0 (Zα and Zβ = 0) re-
mains stable for all K > 0 due to the higher order interactions.
This nonlinearity implies that a transition from the unsyn-
chronized state to the synchronized states can never occur
spontaneously. On the other hand, the function F (Q) exhibits
a complicated structure approaching the maximum at some
Qc ∈ (0,+∞), and limQ→+∞ F (Q) = 0 [Figs. 1(a) and 2(a)].
All equivalently, the inverse of Eq. (20) does not exist at all for
K > Kc = F (Qc)−1, beyond which there are two branches of
solution and the abrupt desynchronization transition is man-
ifested [Figs. 1(c) and 1(d) and Figs. 2(c) and 2(d)]. In the
next sections we will prove that Qc determines a critical point
marking the bifurcations and phase transitions of the system,
and the solutions along the branch Q > Qc are attracting,
while as the solutions along the branch Q < Qc are unstable.
Particularly, Qc determines the critical case, the corresponding
solutions are metastable, and the phase transition is hybrid
[the red solid line of Figs. 2(a) and 2(b)] [12].

IV. STABILITY ANALYSIS

A. Ott-Antonsen reduction

The self-consistency approach gives a basic understanding
of macroscopic behaviors as well as phase transitions to-
wards synchrony. Moreover, the characteristic function F (Q)
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FIG. 2. (a) The characteristic functions F (Q) with uniform dis-
tribution g(ω) = 1

2 , ω ∈ [−1, 1]. α = 1, β = 0 (red solid line), α =
2, β = −1 (green dash-dotted line), α = 3, β = −2 (blue short-
dashed line). (b)–(d) Corresponding phase diagrams of the Kuramoto
order parameter R = |Z1| versus the global coupling strength K ,
respectively. The orange triangles and the black circles represent
forward and backward transitions of the numerical simulations with
N = 100 000, respectively. In the forward continuations, the initial
conditions {θi(0)} for each K are uniformly distributed in [0, 2π ].
In the backward continuations, the initial phases for each K are
identical, i.e., {θi(0)} = 0, ∀i = 1, . . . , N . The black solid lines are
the stable branch of solutions predicted by the mean-field theory,
the black dashed lines represent the unstable solutions of the self-
consistent equation. In all cases, Qc � 1 implying that the partially
synchronized states with Q < 1 are unstable.

features the bifurcation that leads to transitions between dif-
ferent collective states as the system’s parameters are varied.
It can be seen that the three-body interactions are crucial
ingredients for the formation of abrupt desynchronization
transitions.

In order to better understand the generic properties of this
phase transition, we now turn our attention to explore the
asymptotical stability of the equilibrium states described by
Eqs. (18)–(20). In doing so, we give the main sketch of the
Ott-Antonsen method pioneered in [47,48], which consists
of an invariant manifold of solutions of Eq. (5). Note that
ρ(θ, ω, t ) is a 2π -periodic function with respect to θ allowing
for the Fourier expansion as

ρ(θ, ω, t ) = 1

2π

[
1 +

+∞∑
n=1

z̄n(ω, t )einθ +
+∞∑
n=1

zn(ω, t )e−inθ

]
,

(24)

where the complex quantity zn(ω, t ) represents the nth Fourier
coefficient, and z̄n(ω, t ) denotes its complex conjugate. In
this form, determining the distribution function ρ(θ, ω, t ) is
equivalent to determining the set of {zn(ω, t )}. Furthermore,
the Ott-Antonsen ansatz pointed out that all Fourier coef-
ficients collapse onto a condition, i.e., zn(ω, t ) = zn(ω, t ).
Inserting the ansatz Eq. (24) into Eq. (5), the Fourier

coefficient z(ω, t ) satisfies a single differential equation

dz

dt
= iωz + K

2
[X (t ) − X̄ (t )z2], (25)

with X (t ) = Zα (t )Zβ (t ).
Notice that Eq. (25) must be closed by using the fact that

in the thermodynamic limit N → ∞, the generalized order
parameters take the form

Zα,β =
∫ +∞

−∞
g(ω)dω

∫ 2π

0
ei(α,β )θρ(θ, ω, t )dθ = ĝzα,β (ω, t ).

(26)

Equation (25) together with Eq. (26) forms a closed de-
scription of the macroscopic dynamics of Eq. (1). Specifically,
Eq. (25) governs the evolution of z(ω, t ) in terms of ZαZβ ,
while Eq. (26) determines Zα,β (t ) as a function of z(ω, t ).

We next seek solutions of Eq. (25) in terms of the equi-
libriums states and imposing small perturbations away from
them. By equilibrium states, it means that ż = 0 and X (t ) is
time dependent, which yields

z0(ω) =
⎧⎨
⎩

√
Q2−ω2+iω

Q = eiθω , |ω| < Q,

i
ω−sgn(ω)

√
ω2−Q2

Q , |ω| > Q.

(27)

It is noteworthy that |z(ω, t )| � 1 and Q > 0, therefore,
other branches of solution of z0(ω) have been ruled out.
Remarkably, the first branch of Eq. (27) is precisely Eq. (7)
corresponding to the trapped oscillators, while the second one
is exactly Eq. (17) corresponding to the drifting populations.

B. Stability of the incoherent state

The first task is to study the stability of the incoherent state,
in which z0(ω) = 0 and Zα = Zβ = Q = 0. Let

z(ω, t ) = 0 + εη(ω, t ), (28)

with 0 < ε 	 1 being the magnitude of perturbation function.
For clarity of representation, we consider only the case α �
1, and the result can then be generalized to the case β � 1.
According to Eqs. (3) and (26) with zα = zα and zβ = zβ , we
have that Zβ = ĝzβ = Z̄−β = ĝ(z̄)−β = ĝ(z̄)α−1.

The corresponding perturbed mean-field X (t ) is X (t ) =
ĝzα ĝzβ = ĝzα ĝ(z̄)α−1 = ε2α−1ĝηα ĝ(η̄)α−1. Substituting these
terms into Eq. (25) up to the leading order of ε, we then have

dη

dt
= iωη + K

2
ĝη, α = 1, (29)

and

dη

dt
= iωη, α > 1. (30)

Let λ ∈ C be the eigenvalues of linear evolution equation
[Eqs. (29) and (30)], i.e., dη/dt = λη for α = 1, multiplying
both sides of Eq. (29) by the operator ĝ, the self-consistent
equation for λ reads

1

K
= 1

2

∫ +∞

−∞
dω

g(ω)

λ − iω
, λ �= iω. (31)

The critical point Kc characterizing the instability of
the incoherent state is obtained by imposing λ → 0+, then
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(λ − iω)−1 → πδ(0) and Kc = 2/πg(0) corresponding to the
result of the classic Kuramoto model, where the eigenvalues
are empty for K < Kc, and the incoherent state remains sta-
ble [49]. However, the eigenvalues with positive real parts
appear as long as K > Kc implying the instability of the inco-
herent state. In contrast, for α > 1, Eq. (30) shows that λ = iω
(continuous spectrum) indicating that the incoherent state is
stable for all K . This is because the high order interactions
involved in Eq. (25) do no contribute to linear equation of the
perturbation making no effects on the emergence of discrete
spectrum of the linearization. This result establishes that the
asynchronous state is always stable as long as the many-body
interactions are considered.

C. Stability of the coherent states

We now carry out the stability analysis of the coherent
states z0(ω) given by Eq. (27). To this end, we write z(ω, t ) as
a sum of a steady part and time-dependent small perturbation,
i.e.,

z(ω, t ) = z0(ω) + εη(ω, t ). (32)

Recall that the mean-field X (t ) under perturbation be-
comes X (t ) = X0 + εX1(t ), where X0 = ĝzα

0 ĝzβ

0 and X1(t ) =
aĝ(ηzα−1

0 ) + bĝ(η̄z̄α−2
0 ), with a = αĝzβ

0 and b = −βĝzα
0 .

Substituting this definitions into Eq. (25) and neglecting
the high order terms of ε, we obtain the linear evolution
equation of η(ω, t ), which is

dη

dt
= cωη + K

2

(
X1 − X̄1z2

0

)
, (33)

where the coefficient cω is given by

cω = iω − KX̄0z0 =
{

−
√

Q2 − ω2, |ω| < Q,

isgn(ω)
√

ω2 − Q2, |ω| > Q,

(34)

which corresponds to the continuous spectrum.
For completeness, we need to consider the linear evolution

of η̄(ω, t ) at the same time. Defining a vector V = (η, η̄)T ,
then Eq. (33) together with its complex conjugate can be
written in a compact form

dV
dt

= MV + K

2
SĜV, (35)

where the multiplication matrix M is M = (cω 0
0 c̄ω

), and the

2 × 2 matrix S is given by S = ( a −z2
0 b̄

−z̄2
0a b̄ ), and the operator

matrix Ĝ = (ĝzα−1
0

b
a ĝz̄α−2

0
ĝzα−2

0
ā
b̄

ĝz̄α−1
0

).

Following the standard procedure for treating linear oper-
ator, let dV/dt = λV with λ ∈ C be the eigenvalues of the
linearization. We get

K

2
SĜV = (λI − M)V. (36)

Multiplying both sides with the inverse operator (λI −
M)−1 and applying the operator Ĝ to both sides of Eq. (36),
we then have

K

2
JĜV = ĜV, (37)

with the matrix J being J = Ĝ[(λI − M)−1S], whose entries

are respectively calculated as J11(λ) = aĝ( zα−1
0

λ−cω
) − bĝ( z̄α

0
λ−c̄ω

),

J12(λ) = −b̄ĝ( zα+1
0

λ−cω
) + |b|2

a ĝ( z̄α−2
0

λ−c̄ω
), J21(λ) = aĝ( zα−2

0
λ−cω

) −
|a|2

b̄
ĝ( z̄α+1

0
λ−c̄ω

), and J22(λ) = −b̄ĝ( zα
0

λ−cω
) + āĝ( z̄α−1

0
λ−c̄ω

).

Clearly a nonzero solution of the vector ĜV requires λ to
be a root of the determinant

det
(

I − K

2
J
)

= 0, (38)

or equivalently,(
1 − K

2
J11

)(
1 − K

2
J22

)
− K2

4
J12J21 = 0. (39)

For a real eigenvalue λ ∈ R, we show that J11(λ) = J22(λ)
and J12J21 = (ax − by)2 with x = ĝ[zα+1

0 /(λ − cω )] and y =
ĝ[z̄α−2

0 /(λ − c̄ω )]. After some tedious calculations, we arrive
at a pair of spectrum equations determining the eigenvalues of
the linearization about the synchronized states, That are

1

K
= Hc(λ) = 1

2

∫ +∞

−∞
g(ω)

(
azα−1

0 + bzα−2
0

)(
1 − z2

0

)
λ − cω

dω,

(40)

1

K
= Hs(λ) = 1

2

∫ +∞

−∞
g(ω)

(
azα−1

0 − bzα−2
0

)(
1 + z2

0

)
λ − cω

dω.

(41)

The stability of the coherent states is entirely controlled by
the sign of λ. They are stable for λ < 0, otherwise they are
unstable. Particularly, λ = 0 indicates the bifurcation between
different steady states.

D. Discussion about the eigenvalue equations

We introduce several parameters to simplify notation. Let
s = ω/Q, q = sgn(s)

√
s2 − 1, h = s − q. We also define two

integral operators to separately consider the locked and drift-
ing populations labeled as ĝ1 → ĝ|ω|<Q and ĝ2 → ĝ|ω|>Q.

As the first step we are able to prove that K−1 = Hs(0)
holds for all values of K > Kc. This is because

Hs(0) = (ĝ1 + ĝ2)

(
azα−1

0 − bzα−2
0

)(
1 + z2

0

)/
2

−cω

. (42)

Notice that z0 = eiθω for |s| < 1, and z0 = ih for |s| > 1.
Correspondingly, cω = −Q cos θω for |s| < 1, and cω = iQq
for |s| > 1. Using these relations we have

Hs(0) = ĝ1

(
azα−1

0 − bzα−2
0

)
z0 cos θω

Q cos θω

+ ĝ2

(
azα−1

0 − bzα−2
0

)
(1 + isz0)

−iQq
, (43)

where we have used the identity (1 + z2
0 )/2 = z0(z−1

0 +
z0)/2 = z0 cos θω for |s| < 1, and the relation z2

0 = 1 + 2isz0

[see Eq. (27)]. From now on we should always keep these
in mind. Therefore, the first term on the right-hand side of
Eq. (43) reduces to 1

Q ĝ1(azα
0 − bzα−1

0 ).
Regarding the second term above, the calculations now be-

come more involved. Here and in the following, assuming that
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α � 1 is an odd number, then β � 0, which is even. Recall
that the functions z0(s), h(s), q(s), and s itself are odd func-
tions with the argument s on the symmetrical interval |s| > 1,
respectively. So the quantity ĝ2[azα−1

0 (1 + isz0)/(−iQq)] van-
ishes automatically leading the second term above to be

1

Q
ĝ2

bzα−2
0 z0(1 + isz0)

iqz0
= 1

Q
ĝ2

bzα−1
0 (1 − sh)

−qh

= − 1

Q
ĝ2bzα−1

0 , (44)

in which we have used the identity (1 − sh)/(qh) = 1, using
this result we get

Hs(0) = 1

Q

[
ĝ1

(
azα

0 − bzα−1
0

) − ĝ2
(
bzα−1

0

)]
= 1

Q

(
aĝ1zα

0 − bĝz−β

0

) = 1

Q

(
αĝzβ

0 ĝzα
0 + βĝzα

0 ĝzβ

0

)
= 1

Q
ĝzα

0 ĝzβ

0 , (45)

where we have considered the relations ĝz−β

0 = ĝzβ

0 (since
Zβ is real), ĝ1zα

0 = ĝzα
0 (because ĝ2zα

0 = 0), and α + β = 1.
Remarkably, Eq. (45) is precisely the self-consistent equation
obtained in Eq. (20), i.e., Hs(0) = K−1. This identity shows
that λ = 0 is always a trivial solution of Eq. (41) originating
from the rotational invariance of the phase dynamics Eq. (1).

Turning to the nonzero eigenvalue λ �= 0, we introduce the
difference

�(λ) = Hc(λ) − K−1. (46)

Next, we will prove the identity

�(0) = QF ′(Q). (47)

To proceed, let Y = [(azα−1
0 + bzα−2

0 )(1 − z2
0 )/2]/(−cω ),

we have

�(0) = ĝ1Y + ĝ2Y − K−1. (48)

On the other hand, observe that

QF ′(Q) = Q

(
ĝzα

0 ĝzβ

0

Q

)′

= Q

[(
ĝzα

0 ĝzβ

0

)′
Q − ĝzα

0 ĝzβ

0

Q2

]
= (

ĝzα
0 ĝzβ

0

)′ − K−1.

(49)

Therefore, proving the identity Eq. (47) is equivalent to prov-
ing the following identity:

ĝ1Y + ĝ2Y = (
ĝzα

0 ĝzβ

0

)′
. (50)

The right-hand side of Eq. (50) can be directly obtained as(
ĝzα

0 ĝzβ

0

)′ = ĝ
(
zα

0

)′
ĝzβ

0 + ĝzα
0 ĝ

(
zβ

0

)′

= ĝ
(
zα

0

)′ a

α
− b

β
ĝ
(
zβ

0

)′ = ĝ(zα
0 )′

a

α
− b

β
ĝ
(
z̄−β

0

)′

= ĝ
(
zα−1

0 z′
0a + bz̄−β−1

0 z̄′
0

) = ĝ
(
azα−1

0 z′
0 + bz̄α−2

0 z̄′
0

)
= ĝ

(
azα−1

0 z′
0

) + ĝ
(
bz̄α−2

0 z̄′
0

)

= ĝ
(
azα−1

0 z′
0

) + b

α − 1

(
ĝz̄α−1

0

)′

= ĝ
(
azα−1

0 z′
0

) + b

α − 1

(
ĝzα−1

0

)′

= ĝ
(
azα−1

0 z′
0

) + ĝ
(
bzα−2

0 z′
0

)
, (51)

where we have used the fact ĝ(zα−1
0 ) = Zα−1 which is real.

According to Eq. (27), the derivative of z0 with respect to Q
reads

z′
0 =

{−i sin θωz0
Q cos θω

, |s| < 1,

sz0
Qq , |s| > 1,

(52)

substituting Eq. (52) into Eq. (51) we have that

(
ĝzα

0 ĝzβ

0

)′ = ĝ1

[(
azα−1

0 + bzα−2
0

)−i sin θωz0

Q cos θω

]

+ ĝ2

[(
azα−1

0 + bzα−2
0

) sz0

Qq

]

= ĝ1

[(
azα−1

0 + bzα−2
0

)(
1 − z2

0

)/
2

Q cos θω

]

+ ĝ2

[(
azα−1

0 + bzα−2
0

)(
1 − z2

0

)/
2

−iQq

]

= ĝ1Y + ĝ2Y, (53)

in which we have used sin θω = 1
2i (e

iθω − e−iθω ) = 1
2i (z0 −

z−1
0 ), for |s| < 1 and 1 − z2

0 = −2isz0, for |s| > 1. This com-
pletes the proof.

The identity Eq. (47) is the most important result that can
be used to justify the stability properties of the synchronized
states. For instance, if the frequency distribution g(ω) is sup-
ported on a finite interval, e.g., ω ∈ [−1, 1], a fully locked
state is achieved as long as Q > 1. In this scenario, the con-
tinuous spectrum cω = [−Q,−

√
Q2 − 1] is confined to the

negative real axis, and the integral ĝ2 vanishes. The stability
of the fully locked states become evident. It can be shown that
both functions Hc(λ) and Hs(λ) are negative for λ < −Q and
are singular for λ ∈ [−Q,−

√
Q2 − 1]. Hence, the location of

an eigenvalue that is a solution to Eqs. (40) and (41) must
satisfy λ > −

√
Q2 − 1.

On the other hand, it can be seen that, both functions Hc(λ)
and Hs(λ) are strictly decreasing for λ ∈ (−

√
Q2 − 1,+∞).

Moreover, lim
λ

0−→−
√

Q2−1
Hc(λ) = lim

λ
0−→−

√
Q2−1

Hs(λ) =
+∞, and limλ→+∞ Hc(λ) = limλ→+∞ Hs(λ) = 0. Therefore,
only one root with λ > −

√
Q2 − 1 to Eqs. (40) and (41)

exists. We have proven that λ = 0 is a trivial root to Eq. (41)
due to the rotational symmetry. Thus a nontrivial eigenvalue
with λ �= 0 is completely determined by Eq. (40).

In the case of �(0) > 0, which is equivalent to F ′(Q) >

0, one must have a solution λ > 0 implying an unstable
fully locked state. However, for the case �(0) < 0, which
is F ′(Q) < 0, we have λ < 0 implying a stable fully locked
state. Consequently, we conclude that the stability of the fully
locked states are completely determined by the shape of the
characteristic function F (Q). Specifically, F (Q) is increas-
ing or F ′(Q) > 0, the fully locked states are unstable. While
F (Q) is decreasing or F ′(Q) < 0, the fully locked states are
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attractive along this branch. Particularly, F ′(Qc) = 0 locates a
critical point Qc manifesting a bifurcation wherein an abrupt
desynchronization transition takes place (Fig. 2).

For the partially synchronized states with the coexistence
of locked oscillators (|s| < 1) and the drifting ones (|s| > 1),
in this situation ω ranges over [−Q,+Q] and the second
integral ĝ2 must be considered. Accordingly, the continu-
ous spectrum cω = [−Q, 0]

⋃{isgn(ω)
√

ω2 − Q2, |ω| � Q}
exhibits a T shape on the complex plane [50]. Likewise,
both functions Hc(λ) and Hs(λ) are negative for λ < −Q and
are singular for λ ∈ [−Q, 0). So, the solutions to Eqs. (40)
and (41), if they exist, must satisfy λ � 0. We remark that
Hc(λ) and Hs(λ) are not necessarily decreasing functions
with respect to λ for λ ∈ [0,+∞). The discussion about the
stability of the partially synchronized states becomes more
complicated. Nevertheless, in the case of �(0) > 0, we must
have λ > 0 since limλ→+∞ Hc(λ) = 0, which implies that
the partially synchronized states are unstable provided that
F ′(Q) > 0. On the contrary, something different happens if
one encounters �(0) < 0 or F ′(Q) < 0. In fact, the eigenval-
ues of Eqs. (40) and (41) with λ �= 0 do not exist at all [51]. In
this sense, the partially synchronized states are asymptotically
stable, rather than linearly stable [52].

V. AN EXAMPLE

In this section we give an explicit example to get analytical
insights of the dynamics of coupled phase oscillators with
three-body interactions. For this purpose we make the special
choice of a Lorentz distribution for g(ω), i.e., g(ω) = γ

π
1

ω2+γ 2

with γ being the half-width of the distribution. The order pa-
rameters can be evaluated using the Cauchy residue theorem
by closing the contour to a semicircle with an infinitely large
radius in the upper complex plane, which reads

Zα (t ) = ĝzα (ω, t )

=
∫ +∞

−∞

(
γ

π

1

ω2 + γ 2

)
[z(ω, t )]αdω

= 1

2π i

∮
C

(
1

ω − iγ
− 1

ω + iγ

)
[z(ω, t )]αdω

= [z(iγ , t )]α = Zα (t ), α � 1. (54)

Similarly, Zβ = Z̄−β = ĝz̄−β = Z̄−β (since β < 0).
Using Eq. (25) by replacing ω with iγ , the evolution of the

Kuramoto order parameter Z (t ) is obtained as

dZ

dt
= −γ Z + K

2
(ZαZ̄−β − Z̄αZ−βZ2). (55)

It is convenient to introduce polar coordinates. Let Z = Rei�.
Then Eq. (55) reduces to

dR

dt
= −γ R + K

2
Rα−β (1 − R2), (56)

d�

dt
= 0. (57)

It becomes apparent that the term ∼Rα−β appears as a
result of the many-body interactions. As a consequence, when
α = 1, the incoherent state R = 0 loses its stability at K =

Kc = 2γ . Otherwise, for α > 1, the factor Rα−β turns out to
be a high order term making no effects on the stability of the
incoherent state, which is always stable corresponding to an
eigenvalue λ = −γ .

For the coherent states with R �= 0, steady solution of
Eq. (56) requires that 2γ K−1 = Rα−β−1(1 − R2). Obviously
when K is sufficiently small, no solutions exist. However,
when K is increased beyond a certain threshold Kc, two so-
lutions appear located on either side of the critical point Rc,
respectively. One is stable with R > Rc, and the other with
R < Rc is unstable. Straightforward calculations show that the
associated critical points are

Kc = γ (α − β − 1)
1+β−α

2

(α − β + 1)
β−α−1

2

(58)

and

Rc =
√

α − β − 1

α − β + 1
. (59)

In particular, α = 1 and β = 0, Kc = 2γ , and Rc = 0 charac-
terizing a second order (continuous) phase transition towards
synchronization, which is consistent with the classic Ku-
ramoto model. When α > 1 and β < 0, Rc > 0 giving rise to
an abrupt desynchronization transition observed in Sec. III.

VI. CONCLUSIONS

In conclusion, this paper uncovers the effects of three-body
interactions on collective synchronization of a population of
globally coupled phase oscillators with distributed natural
frequencies. We find that the nonlinearity in the coupling en-
coded by the simplicial interactions has significant dynamical
consequences giving rise to abrupt desynchronization transi-
tions that allow the system to switch between the incoherence
and synchronized states via an explosive way. We provide
a generic framework for analytically capturing the collec-
tive dynamics induced by the higher order interactions, and
for systematically exploring the dynamical stability of the
steady states. A universal condition for the onset of abrupt
desynchronization was established in terms of characteristic
functions. The mathematical mechanism of such an abrupt dy-
namical pattern was further addressed by providing a detailed
description of spectrum structure of the equilibrium states in
the Ott-Antonsen manifold. The goal is to clarify the dynam-
ical consequences of many-body interactions by investigating
a particularly simple and tractable extended Kuramoto model.
Our hope is that such an investigation may bring us a step
closer toward exploring the dynamics of many-body inter-
actions with simplicial complexes in a variety of complex
systems.
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