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Remote synchronization implies that oscillators interacting not directly but via an additional unit (hub) adjust
their frequencies and exhibit frequency locking while the hub remains asynchronous. In this paper, we analyze
the mechanisms of remote synchrony in a small network of three coupled Stuart-Landau oscillators using recent
results on higher-order phase reduction. We analytically demonstrate the role of two factors promoting remote
synchrony. These factors are the nonisochronicity of oscillators and the coupling terms appearing in the second-
order phase approximation. We show a good correspondence between our theory and numerical results for small

and moderate coupling strengths.
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I. INTRODUCTION

Remote synchrony (RS) is an interesting manifestation
of the general and highly significant nonlinear phenomenon
of synchronization [1]. RS implies adjusting rhythms of os-
cillators that do not interact directly but only through an
asynchronous unit (hub). The effect was briefly reported by
Okuda and Kuramoto as early as 1991; observation of an indi-
rect synchronization of several oscillators was a by-product of
their detailed analysis of interacting oscillator populations [2].
A more recent paper by Bergner et al. [3] stimulated interest
in exploring RS through numerical and experimental studies
[4]. Understanding RS is crucial, e.g., for the interpretation of
functional connectivity in brain networks [5,6].

Previous studies analyzed RS in starlike and complex net-
works of Stuart-Landau (SL) or phase oscillators [3,4,6,7].
The results uncovered the role of amplitude dynamics [3,7]:
RS appeared in a network of isochronous SL units but not
in its first-order phase approximation, i.e., in the Kuramoto
network. Furthermore, Vlasov and Bifone [6] demonstrated
that RS emerges in networks of phase oscillators with the
Kuramoto-Sakaguchi interaction [8], but not in the case
of zero phase shift in the sine-coupling term. Since the
Kuramoto-Sakaguchi model is the first-order approximation
of coupled nonisochronous SL oscillators, this result indicates
the role of nonisochronicity in promoting RS. However, the
understanding of mechanisms leading to RS is yet incomplete.
This paper uses a simple motif of three coupled SL oscillators
to analyze the transition to RS. In contradistinction to Ref. [6],
we consider nonidentical peripheral oscillators. Using recent
results on higher-order phase reduction [9], we explain the
contribution of both the nonisochronicity and the amplitude
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dynamics and quantitatively describe the transition to RS. We
demonstrate the importance of higher-order phase approxima-
tion in the explanation of RS.

The paper is organized as follows. In Sec. II, we intro-
duce the model and its second-order phase approximation.
Next, we demonstrate the transition to RS in this model. In
Sec. III, we derive the condition for this transition, and in
Sec. IV, we present our results. Section V concludes and
discusses our findings.

II. REMOTE SYNCHRONY IN COUPLED
STUART-LANDAU OSCILLATORS

Consider three SL oscillators coupled in a chain as 1 <

2 < 3. Thus, peripheral units 1 and 3 are not interacting
directly but only through the central oscillator. Let the (gener-
ally different) natural frequencies of the oscillators be w; 2 3.
Correspondingly, we denote the frequencies of interacting
units (observed frequencies) as €2, 3. Following Bergner
et al. [3], we say that the network reaches a state of RS if
with an increase in coupling strength €2; becomes equal to
Q3 whereas Q2 # ;. If all frequencies coincide, Q) = Q, =
3, then we speak about complete synchrony (CS). We em-
phasize that Refs. [10] use the term RS in a different context.

In the rest of this section, we first specify our model and
present its second-order phase approximation. Next, we nu-
merically demonstrate transitions from asynchrony to RS and
CS in the full model and its phase-reduced versions.

A. Model and its phase approximation

The governing equations of the model are as follows:
An= [+ i + Ay — (L +ia)lA Ay + el (1)

where A, € C, n=1,2,3, w, is the natural frequency of
the nth oscillator, and « is the nonisochronicity parameter,
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common for all units. The parameter ¢ and the terms I} =
Ay, L = A + Az, I3 = A, describe the strength and structure
of the coupling, respectively. We emphasize that the form
of the governing equation ensures the independence of au-
tonomous frequencies on nonisochronicity « [11].

It is well known that for sufficiently weak coupling, the
dynamics of interacting limit-cycle oscillators reduce to that
of phases. For the coupled SL oscillators, the first-order phase
approximation in ¢ can be performed analytically because

J

the phase of this system can be readily obtained from the
state variable A; the reduction yields the celebrated Kuramoto-
Sakaguchi phase equations [8]. However, phase reduction
beyond the first-order approximation remains challenging and
is a subject of ongoing research. Here, we use the results of
Gengel et al. [9], who provided expressions for the second-
order reduction of coupled SL oscillators [12]. Let the phase
of the nth oscillator be ¢,. The second-order phase approxi-
mation of the system (1) reads

@1 = w1 + &[sin(pr — @1) — & cos(pz — ¢1)] + &2 [D3; cos2z — @1 — @3) + Caa sin(2p2 — @1 — ¢3)

— Dy cos(¢3 — ¢1) + Cxasin(pz — @)1 + O(e?),
@2 = wy + &[sin(epr — @2) — o cos(@r — @2) + sin(@3 — ¢2) — a cos(p3 — ¢2)]

+&7[(D12 + D32) cos(2; — @1 — ¢3) + (Ci2 + C2) sin(29; — @1 — @3)

— (D12 + D) cos(g — ¢3) + (Cia — C) sin(g) — ¢3)] + O(e?), (2)
@3 = w3 + &[sin(pr — ¢3) — & cos(@z — @3)] + £°[D12 cos(2p2 — @3 — @1) + Cra sin(2p2 — @3 — @)

— D1z cos(g1 — ¢3) + Crzsin(gr — ¢3)] + O(e?),

where
1+o?
Ci=—"——", 3
T A (0 — 0 ®
and
1 +a? W — W;j
D;; = — ). “)
2 4+ (0 — w))

Keeping in Eq. (2) only the first-order terms ~¢, one ob-
tains the Kuramoto-Sakaguchi model,

@1 = w1 + elsin(gz — ¢1) — & cos(g2 — 1),
@2 = wy + &[sin(g; — @2) — a cos(g1 — ¢2)

+ sin(gs — ¢2) — a cos(p3 — ¢2)], (5)
3 = w3 + &[sin(gy — ¢3) — a cos(pr — @3)].

For isochronous oscillators & = 0, the model simplifies to the
Kuramoto network.

B. Remote synchrony in the full and reduced models

This section compares and contrasts the regions of RS ob-
tained using the SL system (1) and the phase approximations,
see Eqgs. (5) and (2). To this end, we fix the natural frequencies
of all three oscillators [13], numerically simulate the govern-
ing equations, and detect regions of asynchrony, CS, and RS
upon varying the coupling strength and the nonisochronicity
parameter. (The description of the numerical procedures are
deferred to Sec. IV.) This results in two-parameter bifurcation
diagrams on the ¢-« plane shown in Fig. 1.

Figure 1 provides us with two insights. First, we note that
the first-order approximation does not accurately reproduce
the transition to RS. This approximation’s failure results from
not accounting for the amplitude modulation in the coupled
SL oscillators. On the other hand, the second-order approx-
imation fares well and is accurate for small and moderate

(

coupling strengths. Second, the nonisochronicity parameter
essentially affects the transition to RS. Generally, RS in the
SL system (1) appears for both the isochronous (o = 0) and
the nonisochronous (o # 0) cases. However, this feature is
captured only by the second-order approximation; the first
approximation does not exhibit RS for « = 0, in agreement
with the results by Vlasov and Bifone [6].

III. THEORETICAL ANALYSIS OF THE PHASE
DYNAMICS

We use the phase equations (2) to investigate the tran-
sition to RS. It is straightforward to reduce Egs. (2) to a

0.5

FIG. 1. Numerically computed bifurcation diagrams illustrating
the dependence of the system’s observed state on the coupling
strength ¢ and nonisochronicity parameter «. The oscillators’ natural
frequencies are (a) w; =1, wy = V2, w3 = 1.002, and (b) w; =
1, w, = v/7, wy = 1.01. The white, blue (dark gray), and red (light
gray) regions correspond to asynchrony, RS, and CS, respectively,
upon numerical simulation of Eq. (1). The solid black line de-
picts the RS transition border as computed using the second-order
phase approximation, see Eqgs. (2). The dashed black line shows
the RS transition obtained for the first-order phase approximation,
see Egs. (5). The diagrams demonstrate the crucial role of the non-
isochronicity parameter «. Furthermore, the diagrams clearly show
the advantage of the second-order approximation.
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FIG. 2. Illustration of the RS transition using the phase approx-
imation equations upon increasing the coupling strength. (a) and
(c) Phase plane representations of the phase difference dynamics at
low and moderate coupling strengths, respectively. The bold blue
(dark gray) and red (light gray) trajectories in panel (c) depict the
stable and unstable limit cycles. (b) and (d) Poincaré maps cor-
responding to the flows shown in panels (a) and (c), respectively,
constructed using the Poincaré section yj, = 27w. The birth of a
stable limit cycle (fixed point) in the phase plane plot (Poincaré map)
corresponds to the onset of RS. (The plots shown here are computed
using the first-order approximation [Eq. (5)] but they are qualitatively
identical for the second-order phase reduction case as well.)

two-dimensional system for the phase differences,

Y2 =¢1— @2 . (6)

The resulting equations represent the dynamics on a two-torus
and can be studied using standard phase plane analysis tech-
niques. In terms of the phase differences, the asynchronous
state corresponds to an unbounded growth (or decline) of ;3
and y;,. Upon increasing the coupling strength, one observes
RS, wherein y;3 is bounded whereas y;, is unbounded. For
transparency and brevity, we present our theory by analyzing
the first-order phase equations. Then we provide the results of
the same approach applied to the second-order model.

Y13 = @1 — @3,

J

dyiz

A. Poincaré map

The transition to RS corresponds to the appearance of a
stable limit cycle (LC) on the torus. Figure 2(a) depicts a
typical situation for the asynchronous regime at low coupling
strengths. There are no attractors on the phase plane, the
motion is quasiperiodic, and the phase differences y;3 and
y1» are unbounded. Figure 2(c) exemplifies the RS state once
the coupling strength increases. A stable and an unstable limit
cycle are born via a saddle-node bifurcation of LCs. Note that
on the LC, y;, is unbounded whereas y;3 is bounded, which
indicates the emergence of RS. Note also that we consider
w; < w, for definiteness for the remainder of this article.
Hence, the flow is from right to left. We have verified that
our conclusions hold equally well for the other case.

For the following derivation, it is instructive to construct a
Poincaré map, choosing the line 1, = 27 as the Poincaré sec-
tion. A trajectory that begins on this section intersects it next
at y1» = 0 since the flow on the torus is leftwards. Thus, we
have y13(0) = P[y13(27)], where P(-) denotes the Poincaré
map. The Poincaré map corresponding to Figs. 2(a) and 2(c)
are shown in Figs. 2(b) and 2(d), respectively. Evidently, RS
in the system equates to a stable fixed point of the Poincaré
map. We exploit this observation to derive the condition for
RS analytically.

B. First-order phase dynamics
Starting with Eqgs. (5), using Eq. (6), and introducing the
new time T = (w; — w)f, we obtain a two-dimensional sys-
tem for phase differences,
Yi3 =V +E[—sin y1n — a cos yip — sin(yiz — yi2)

+a cos(yiz — yi2)l,

(7)
Y1, = —1 +&[=2 sin y12 — sin(y12 — y13)
+a cos(yia — y13)l,
where
TP Sk R S ®)
Wy — Wi ) — Wi

and (-)' denotes differentiation with respect to 7.
To derive the Poincaré map y,3(0) = P[y13(27)], we di-
vide the preceding equations to obtain

v +€[—sin y12 —a cos yio — sin(yiz — y12) + « cos(yi3 — yi2)]

9

dyin

We solve Eq. (9) with the initial condition y;3(27) using a
perturbation approach for which we assume the following:

ek 1.
(10)
Note that the first pair of assumptions formally encapsulates
our previous qualitative description: The peripheral oscillators
are near identical, whereas the hub oscillator is markedly

lw; — w2| ~ O(1), 0 <o —w3] K1,

—1 +%[=2 sin yj» — sin(y12 — y13) + @ cos(yi2 — y13)]

(

different. Equivalently, in terms of the parameters present in
Eq. (7), the assumptions result inz < 1 and v < 1.

The solution presented in Appendix A provides the condi-
tion for the existence of the Poincaré map’s fixed point,

&%a 1
> 11

(w1 — w3)(w; — )|~ 2
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This inequality yields the necessary condition for RS in the
first-order phase reduction Egs. (5). Its validity depends on
the smallness of ¢. It indicates that upon increasing the cou-
pling strength, RS appears due to nonisochronicity. Hence,
RS is impossible in a chain of three nonidentical Kuramoto
equations. This result agrees with the observation reported in
Ref. [3] and theoretical analysis in Ref. [6].

C. Second-order phase dynamics

Now, we use the same technique to construct the Poincaré
map from the second-order phase dynamics equations. For
this goal, we rewrite Egs. (2) in terms of phase differences
and then obtain an equation for % that is similar to Eq. (9)

but contains additional terms proportional to 2. Solving this
equation by the perturbation technique (see Appendix B for
details), we arrive at the following condition for RS:

e’a — (o) — 02)C12] 1

> —. (12)
(w1 — w3)(w1 — ) 2

This condition differs from the inequality (11), derived in the
first approximation by the term (w; — w;)Cj, alone. (Note that
C12 & C3;.) This term is proportional to the amplitude of the
synchronizing terms sin(gs — ¢;), sin(¢; — ¢3) in Egs. (2).
These terms indicate the presence of an “invisible” coupling
between oscillators 1 and 3. This coupling exists despite the
absence of a physical link between the first and the third
units; the first-order phase reduction does not reveal it. Thus,
RS is promoted by nonisochronicity and by indirect coupling
through the hub.

IV. RESULTS

To validate our derivations, we compare the bifurcation
diagram on the -« plane obtained using the various approx-
imations against those obtained for the exact SL equations.
Before discussing the plots, we briefly recall the approxima-
tions made and clarify the terminology used to distinguish
between them. The results from the numerical computations
using the SL system (1) will be referred to as “exact.” If
the numerical calculation used the first-order [Eq. (5)] or
the second-order [Eq. (2)] phase reduction, the corresponding
result will be termed as “NPR1” or “NPR2,” respectively
[14]. Finally, the theoretical results obtained for the first-order
[Eq. (11)] and second-order [Eq. (12)] phase reduction are
coined as “TPR1” and “TPR2,” respectively [15].

As a first step, we compared the NPR1 and TPR1 border-
lines of the RS transitions. We found that TPR1 very well
reproduces the numerical results shown by dashed lines in
Fig. 1. This result confirms the capability of the perturbation
approach to capture RS in the Kuramoto-Sakaguchi model (5).

Figure 3 presents our main result. Here, we compare the
NPR2 and TPR2 borderlines of the RS transition against the
exact ones. When the frequency detuning |w; — ws| is very
small as in Fig. 3(a), all borders are practically identical for
low coupling strengths. As the coupling strength ¢ increases,
the normalized coupling g [see Eq. (8)] is no longer small,
which causes the observed deviation between the TPR2 and
NPR2 borders. Note that the NPR2 border accurately re-
produces the exact RS transition throughout the considered

0.5
(b)
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FIG. 3. Comparison of theoretical and numerical results. Two-
parameter bifurcation diagrams on the e-o plane (coupling strength
versus nonisochronicity) depicting the system’s state. Exact domains
of RS, CS, and asynchrony are shown in blue (dark gray), red (light
gray), and white, respectively. The solid black line shows the RS
borderline obtained numerically using the second-order phase reduc-
tion (NPR2). The dashed black line is the corresponding theoretical
solution (TPR2). The oscillators’ natural frequencies are (a) w; =
I, @ =2, 03=1.002and (b) ; = 1, 0, = V7, w3 = 1.01.

range of coupling strengths. The bifurcation diagram for a
second set of natural frequencies is presented in Fig. 3(b).
Again, for low coupling strengths, the agreement between the
approximations and the exact solution is perfect. However,
both NPR2 and TPR2 borders deviate from the exact border
of the RS transition for higher values of coupling strength.
This deviation occurs because ¢ (and likewise Z) are no longer
small quantities. We mention in passing that the dynamics for
higher coupling strengths is often not trivial. For instance,
the transition to CS in Fig. 3(b) near the fingerlike structure
around the point (¢ = 0.5, o = 0) exhibits complex, possibly
chaotic, dynamics, presumably due to the effects of strong
coupling. Interestingly, near this point, there exists a window
of RS straddled by regions of CS on either side.

V. CONCLUSIONS

To summarize, we analyzed the mechanisms of RS in a
chain of three SL oscillators. We demonstrated that the RS
transition is determined by the interplay of the nonisochronic-
ity and the amplitude dynamics. The impact of the latter
factor renders the standard first-order phase dynamics descrip-
tion of the RS phenomenon invalid. Our result emphasizes
the importance of higher-order phase reduction and highlights
the crucial role amplitude dynamics may have in governing
the behavior of networks of nonlinear oscillators.

We believe that the effect of the amplitude dynamics ne-
glected in the first-order phase approximation and revealed by
the higher-order one holds for general limit-cycle oscillators.
This belief is supported by the results of numerical net-
work reconstruction from data [16], which demonstrated the
emergence of coupling between indirectly interacting units.
It will be interesting to investigate how the unit’s complexity
may bring about qualitatively new changes to the RS tran-
sition [4,17], and if they can be explained under the present
framework.
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APPENDIX A: PERTURBATIVE SOLUTION FOR THE
FIRST-ORDER PHASE APPROXIMATION

Let us assume a power series expansion for y13(y12) in € as
follows:

Y13(v12) = Y130(712) + Ev1z1 (V12) + Evize(vi2) + 0@).
(AD)
The next step is to substitute this expansion in Eq. (9) and
gather the terms with matching powers of . However, it is

J

dys.
0@0): V13,0 - v,

unclear where the terms involving v will be grouped as the
relation between v and € is unknown. This is not a problem
since we may arbitrarily assume any order for v; its cor-
rect scaling near the RS transition is found as part of the
derivation by the principle of dominant balance [18]. For illus-
tration, we have grouped v with the O(1) terms. [Alternatively,
one may want to group it with O(g?) terms as that makes
Egs. (A2) shorter.] Now, we collect the terms at each order as
follows:

dyi»
v dyiz .
O(E"): dve = —a(v + 1)cos(yi2 — y13,0) + @ cos(y12) + 2v sin(y12)
12
~+ v sin(yi2 — y13;0) + sin(y12) — sin(y2 — y13.0), (A2)
dyis; . .
0F*): d;,z = [a cos(y12 — Y13;0) — 2sin(y12) — sin(y12 — ¥13,0)]
12
X [—a(v + 1) cos(yi2 — v13:0) + @ cos(y12)
+2vsin(y12) + vsin(y12 — y130) + sin(y12) — sin(y12 — y13,0)]
—yizla(v + Dsin(yi2 — yi30) + (v — 1) cos(yi2 — v13.0)]-
[
The initial conditions associated with the differential equation the expression P[y;3(27)] = y13(27) leads to
of each order are as follows: b — 224 sin[y13(277)] 4+ O@v) = 0. (AS)

Y131(27) =0,  y132(27) =0.
(A3)
Equations (A2) along with the initial conditions in
Egs. (A3) are solved sequentially, providing the solutions for
Y13:0, V131, and y13.. These terms are now substituted back
into the series expansion Eq. (A1). By evaluating the resultant
expression at y;, = 0, we arrive at a functional relation be-
tween y13(2) and y,3(0), which is the desired Poincaré map.

The described procedure yields

v13,0(27) = y132m),

Y13(v12) = vizolvi2; vi32m)] + €vizalyvizs yiz 2m)]
+ & yi3alyin: vzl + OF),
¥13(0) = y13:0[05 ¥13(27)] + €y13.10; y13(27)]
+8y13200: y132m)] + OF) = Plyis2n)],
(A4)

where the solution’s dependence on the initial condition
y13(2m) has been explicitly pointed out using a semicolon
notation.

With the expression for the Poincaré map derived, the final
step involves solving for the map’s fixed points. Evaluating

J

(By the principle of dominant balance, Eq. (A5) indicates that
v ~ O(£?). Thus, we have found the correct scaling for v in
the neighborhood of RS.) Upon neglecting the higher-order
terms, the preceding equation is tantamount to

sin[y13(27)] = 23,%“ (A6)

For the above equation to have a solution, the absolute value

of the right-hand side must be lesser than unity. This gives

o 1

—_— > . (A7)
% 2

Finally, we revert back to our original parameters w;, w,, and
¢ using Eq. (8) to obtain
1

>3- (A8)

e

‘ 2

(w1 — w3)(w) — )

APPENDIX B: PERTURBATIVE SOLUTION FOR THE
SECOND-ORDER PHASE APPROXIMATION

This Appendix derives the condition for RS using the
second-order phase approximation. As performed earlier, we
exploit the assumptions formulated in Eq. (10). This allows us
to simplify Eq. (2) as follows:

@1 = w1 + e[sin(ga — ¢1) — a cos(@a — ¢1)] + °[D12 cospr — @1 — @3) + Cra sinps — @1 — @3)

— Discos(p3 — ¢1) + Crzsin(g3 — @1)],

@2 = wy + e[sin(g; — @2) — @ cos(e) — @2) + sin(gz — @2) — & cos(g3 — ¢2)]

054202-5
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+&%[2D13 cos(2gy — @1 — @3) + 2C12 sin(2ps — @1 — @3) — 2Dy cos(pr — 93], (B1)
@3 = w3 + e[sin(ga — ¢3) — @ cos(@z — ¢3)] + &°[D12 cosps — @3 — ¢1) + Cra sinRps — @3 — 1)

— Dy cos(¢; — @3) + Crp sin(@) — ¢3)],

where C;; and D;; were defined in Eqgs. (3) and (4). In particu-
lar, we have used Cs; & Cy, and D3, & D1, (up to the second
order). Note the presence of terms of the form sin(¢; — ¢3)
in the first and last of Eqgs. (B1), which explicitly indicate the
invisible coupling between oscillators 1 and 3.

Hereafter, the procedure to derive the criteria for RS is
identical to that of the first-order approximation and is not pre-
sented here for brevity. The expression obtained upon solving

(
for the fixed points of the Poincaré map is as follows:
v =282 — (@1 — @2)Cr2] sinfy13271)] + OEV) =0,

(B2)
which has a solution for y;3(27) if
e*la — (w1 — @2)Co] 1

> —. (B3)
(w1 — w3)(w1 — ) 2
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