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Dependence of integrated, instantaneous, and fluctuating entropy production on the initial state
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We consider the additional entropy production (EP) incurred by a fixed quantum or classical process on some
initial state p, above the minimum EP incurred by the same process on any initial state. We show that this
additional EP, which we term the “mismatch cost of p,” has a universal information-theoretic form: it is given
by the contraction of the relative entropy between p and the least-dissipative initial state ¢ over time. We derive
versions of this result for integrated EP incurred over the course of a process, for trajectory-level fluctuating EP,
and for instantaneous EP rate. We also show that mismatch cost for fluctuating EP obeys an integral fluctuation
theorem. Our results demonstrate a fundamental relationship between thermodynamic irreversibility (generation
of EP) and logical irreversibility (inability to know the initial state corresponding to a given final state). We use
this relationship to derive quantitative bounds on the thermodynamics of quantum error correction and to propose
a thermodynamically operationalized measure of the logical irreversibility of a quantum channel. Our results hold
for both finite- and infinite-dimensional systems, and generalize beyond EP to many other thermodynamic costs,
including nonadiabatic EP, free-energy loss, and entropy gain.
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I. INTRODUCTION

The second law of thermodynamics states that the total en-
tropy of a system and any coupled reservoirs cannot decrease
during a physical process. For this reason, the overall amount
of entropy production (EP) is the fundamental measure of the
irreversibility of the process in both classical and quantum
thermodynamics [1,2].

Consider a quantum system coupled to one or more ther-
modynamic reservoirs. Suppose the system starts in some
initial state p and evolves for a time interval ¢ € [0, T], and
that the evolution of the system’s state can be formalized
in terms of a quantum channel & that takes initial states to
final states, p > ®(p). The integrated EP incurred during this
process can be written as a function of the initial state p as
[3-5]

X(p) = S[P(p)] = S(p) + Q(p). (D

where S(-) is von Neumann entropy and Q(p) is the entropy
flow, i.e., the increase of the thermodynamic entropy of the
coupled reservoirs. The precise form of the entropy flow term
Q is determined by the number and characteristics of the cou-
pled reservoirs (for instance, for a single heat bath at inverse
temperature §, Q is equal to 8 times the generated heat).
Deriving expressions and bounds for EP has important
implications for understanding the thermodynamic efficiency
of various artificial and biological devices, and it serves as a
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major focus of research in nonequilibrium statistical physics
[1,5-7]. Some of this research derives exact expressions for
EP given a fully specified protocol and a fixed initial state
[3,4]. Other research derives bounds on EP in terms of general
properties of the dynamics (e.g., the fluctuations of observ-
ables, as in “thermodynamic uncertainty relations” [8,9]). A
third approach considers bounds on EP in terms of various
properties of the driving protocol, such as the driving speed
[10-12] or constraints on the available generators [13,14].

In this paper, we consider the complementary issue, and
analyze how the EP incurred during a fixed physical pro-
cess depends on the initial state p. This question is relevant
whenever there is a fixed process that may be carried out
with different initial states. For example, one can imagine a
fixed biological process whose initial state can depend on a
fluctuating environment, and wish to know how its thermody-
namic efficiency depends on the state of the environment [15].
As another example, one can imagine a fixed computational
device whose input distribution can be set by different users
[15,16], and wish to know how its thermodynamic efficiency
depends on the variability among the users. In a similar vein,
one can imagine a feedback-control apparatus that extracts
thermodynamic work from a system, in which there is uncer-
tainty about the initial statistical state of the observed system.
In these cases, as well as many others, it is useful to know how
the amount of EP changes as the initial state is varied.

The dependence of EP on the initial state is well-
understood in some special cases. In particular, for a free
relaxation toward an equilibrium Gibbs state w, the EP in-
curred by initial state p is the drop of the relative entropy
between p and 7 over time [4,5,17],

X(p) =S(plm) = S[P(p)m]. )

©2021 American Physical Society
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FIG. 1. Information-theoretic form of mismatch cost. The top
surface represents the entropy production (EP) X as a function of the
initial state p, for a physical process whose dynamics are described
by the quantum channel & (red arrows). The bottom surface repre-
sents the set of states D. Equation (3) says that the extra EP incurred
by some initial state p, additional to the EP incurred by the optimal
initial state ¢ which minimizes EP, is equal to the decrease of relative
entropy between p and ¢ over time (contraction of green arrows).

Note that if there are multiple equilibrium states, any one can
be equivalently chosen as the reference equilibrium state 7 in
Eq. (2) [18].

In fact, Eq. (2) can be generalized beyond simple relax-
ations, to processes with arbitrary driving and/or multiple
reservoirs (such that no equilibrium state exists). In previous
work [15,16,19,20] we analyzed the mismatch cost of p for
a finite-state classical process, which we defined as the extra
integrated EP incurred by the process on initial distribution p,
in addition to the EP incurred by the process on the optimal
initial distribution that minimizes EP, ¢ € argmin, ¥(w). We
showed that as long as supp p C supp ¢, mismatch cost can
be expressed as the contraction of relative entropy between p
and ¢,

X(p) = X(p) = S(pllg) = S[P(p)[P(p)]. 3)

The right-hand side (RHS) is nonnegative by the monotonicity
of relative entropy [21] and vanishes if p = ¢. Equation (2)
is a special case of Eq. (3), since in a free relaxation ¢ is
the Gibbs equilibrium state &, which has full support and
obeys X () =0, ®(r) = m. This relationship is visualized
in Fig. 1. Equation (3) was recently generalized to finite-
dimensional quantum processes by Riechers and Gu [22-24].

In this paper, we extend these earlier results in several
ways:

(1) In Sec. II, we show that the expression for mismatch
cost in Eq. (3) holds for arbitrary quantum systems, both
finite- and infinite-dimensional, and coupled to any number
of idealized or nonidealized reservoirs. We also show that this
expression applies not only when ¢ is the globally optimal

initial state, but also when ¢ is the optimal incoherent state
(relative to a given set of projection operators), which can be
used to decompose mismatch cost into separate quantum and
classical contributions. Finally, we derive simple sufficient
conditions that guarantee that the optimal initial state ¢ has
full support, which allows Eq. (3) to be applied to arbitrary p
[since Eq. (3) holds only when the support of p falls within
the support of ¢].

(2) In Sec. III, we analyze mismatch cost for the fluc-
tuating EP, that is the trajectory-level EP generated when
a physical process undergoes stochastically sampled real-
izations [25]. We derive an expression for trajectory-level
fluctuating mismatch cost, which can be seen as the trajectory-
level version of Eq. (3). We also demonstrate that this
expression obeys an integral fluctuation theorem.

(3) In Sec. IV, we analyze mismatch cost for the instanta-
neous EP rate incurred at a given instant in time. We show
that, similarly to the case of integrated EP and fluctuating
EP, mismatch cost for EP rate can be expressed in terms of
the instantaneous rate of the contraction of relative entropy
between the actual initial state p and the optimal initial state
¢ which minimizes the EP rate.

(4) In Sec. V, we discuss our results in the context of
classical systems. In particular, we demonstrate that all of our
results apply to discrete-state and continuous-state classical
systems, where they describe the dependence of classical EP
on the choice of the initial probability distribution.

After deriving the above results, in Sec. VI we discuss
them within the context of thermodynamics of information
processing. In particular, we show that our expressions for
mismatch cost imply a fundamental relationship between
thermodynamic irreversibility (generation of EP) and logical
irreversibility (inability to know the initial state correspond-
ing to a given final state). We use this relationship to derive
quantitative bounds on the thermodynamics of quantum error
correction, and to propose an operational measure of the log-
ical irreversibility of a quantum channel ®, which provides a
lower bound on the worst-case EP incurred by any physical
process that implements &.

In Sec. VII we show that our results for mismatch cost ap-
ply not only to EP (which is the main focus of this paper), but
in fact to any function that can be written in the general form
of Eq. (1), as the increase of system entropy plus some linear
term. Examples of such functions include many thermody-
namic costs of interest beyond EP, including nonadiabatic EP
[26-29], free-energy loss [15,30], and entropy gain [31-33].
For any such thermodynamic cost, the extra cost incurred by
initial state p, additional to that incurred by the optimal initial
state ¢ which minimizes that cost, is given by the contraction
of relative entropy between p and ¢ over time.

Before proceeding, we briefly review some relevant prior
literature and introduce some necessary notation. We finish
with a brief discussion in Sec. VIII.

A. Relevant prior literature

In our prior work [15,16,19], we derived an expression
of mismatch cost for the integrated EP incurred by a finite-
state classical system. In addition, in this earlier work we
showed that mismatch cost has important implications for
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understanding the thermodynamics of classical information
processing, including computation with digital circuits [19]
and deterministic classical Turing machines [34]. Finally, we
also used mismatch cost to study the thermodynamics of
free-energy harvesting systems, both in classical and quantum
systems [15].

Riechers and Gu analyzed mismatch cost for integrated EP
incurred by finite-dimensional quantum systems. They used
these results to analyze the thermodynamics of information
erasure in finite-dimensional quantum systems, as well as the
“thermodynamic cost of modularity” [22,23].

An important precursor of mismatch cost appeared in
Ref. [35]. This paper considered one specific quantum process
that carries out information processing over a set of classical
logical states. It was pointed out that if the protocol is ther-
modynamically reversible for some initial distribution ¢ over
logical states, then for any other initial distribution p over the
logical states, X(p) = S(pll¢) — S[P(p)[[P(p)] [Eq. (168),
[35]]. This can be seen as a special case of classical mis-
match cost, where the optimal state ¢ is thermodynamically
reversible [so X(¢) = 0]. A similar result was derived for a
specific classical process in Ref. [36]. Some related ideas were
also discussed in Turgut [37].

B. Notational preliminaries

We use D to indicate the set of all states (i.e., density
operators) over the system’s Hilbert space H, which may
be finite- or infinite-dimensional. For any orthogonal set of

projection operators P = {I1;, Iy, ...}, we define
Dp = peD:p:ZHpH 4)
IepP

as the set of states that are incoherent relative to projectors in
P. Note that the set of projection operators P may be complete
(O _nep I = I orincomplete (3 _;p IT # I). Special cases of
Dp include the set of all states D (P={I}), the set of states
with support limited to some subspace H C H (P = {IT}
such that [TH = H’), and the set of states diagonal in some
orthonormal basis {|i)}; (P = {]i)(i|};). We write

Hp=H) T (5)
IepP

to indicate the Hilbert subspace spanned by the projection
operators in P.
We use the von Neumann entropy of state p € D,

S(p) := —tr{plnp}.

We also use the (quantum) relative entropy, defined for any
pair of states p, ¢ € D as

_Jtur{p(np —Ing)} ifsuppp C suppe,
Stelle) '_{oo otherwise. ©)

For notational convenience, we often write the change of
relative entropy under some quantum channel @ as

AS(pllp) := S[P(p)[P(p)] = S(plle). )

Finally, given some quantum channel ® and some refer-
ence state ¢ € D, the Petz recovery map is defined as [Sec.

12.3, [38,39]]
R4 (p) 1= 0T [D(p) 2pd(p) 2192 (8)

The recovery map undoes the effect of ® on the reference
state, so that R% [P (¢)] = ¢. It can be seen as a generalization
of the Bayesian inverse to quantum channels [40].

II. MISMATCH COST FOR INTEGRATED EP

In our first set of results, we consider the state dependence
of integrated EP, in terms of the additional integrated EP
incurred by some initial state p rather than the optimal initial
state ¢.

Our results apply to X(p) as defined in Eq. (1) in terms of
the increase of system entropy plus the entropy flow, where
@ is some positive and trace-preserving map and the entropy
flow Q is some linear function (which we assume is lower-
semicontinuous). Our results also apply when X(p) is defined
in terms of an explicitly modeled system+environment that
jointly evolve in a unitary manner as p @ w — U(p ® w)U".
In this case, the quantum channel can be expressed in the
Stinespring form as ®(p) = try {U(p ® w)U '} (where try in-
dicates a partial trace over the environment), and EP can be
written as

2(p) = S[U(p @ 0)UT|®(p) ® w]. )

This expression for EP often appears in recent work on quan-
tum thermodynamics [3,5,41].

These two formulations of EP, Egs. (1) and (9), have differ-
ent advantages and disadvantages. Equation (1) can be more
experimentally accessible since—unlike Eq. (9)—it does not
require knowledge of the exact state and evolution of the
environment, only the total amount of entropy flow (e.g., as
could be measured by a calorimeter). For the same reason,
Eq. (1) is also more appropriate for studying EP for a sys-
tem coupled to “idealized” baths (which have infinite size
and instantaneous self-equilibration [17]). However, Eq. (9)
is more appropriate for studying EP for a system coupled to
more realistic “nonidealized” baths (which have finite size and
possibly slow relaxation times). From a purely mathematical
perspective, the two forms are equivalent for any p with finite
entropy: Eq. (9) can be rewritten in the form of Eq. (1) and
vice versa (see Proposition 1 in the Appendix).

Now consider the set of states Dp, defined as in Eq. (4)
in terms of a set of projection operators P, as well as any
state p € Dp. As mentioned below, common choices of Dp
include the set of all states (corresponding to P = {I}) and the
set of states that are incoherent relative to some basis (cor-
responding to P = {|i)(i|}; for some basis {|i)}). We analyze
the mismatch cost of p, defined as the additional integrated
EP incurred by p relative to an optimal initial state within
Dp, ¢p € argmin,.p, X(w). Our first result is that as long
as S(pllgp) < 0o, the mismatch cost is equal to the drop in
relative entropy between p and gp during the process,

X(p) — X(pp) = —AS(pllep). (10)

A sketch of the proof of this result is provided at the end of
this section, with details left for Appendix A.

Equation (10) is a generalization of Eq. (3), which holds
for both finite- and infinite-dimensional systems, as well as
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FIG. 2. The mismatch cost of p relative to the global optimizer
¢p can be decomposed into a sum of a “classical” and “quantum”
components, Eq. (11). The classical component is given by contrac-
tion of relative entropy between p and ¢p, the optimal state in the
set of states diagonal in the same basis as p (Dp, shown as a light
oval). The quantum component is given by the contraction of relative
entropy between ¢p and ¢p. (Compare to Fig. 1).

for optimizers ¢ within arbitrary sets Dp. In the special case
when Dp = D (as induced by P = {I}), Eq. (10) expresses
the “global” mismatch cost, the additional integrated EP in-
curred by the initial state p relative to a global optimizer
@p € argmin, p X(w).

We can derive various useful decompositions of mismatch
cost by applying Eq. (10) in an iterative manner. For ex-
ample, consider an orthonormal basis {|i)}; that diagonalizes
p. Let P = {]i)(i|}; so that Dp is the set of states diagonal
in that basis, which in particular contains p. Also let pp €
arg min,.p, X(w) be an optimal initial state within Dp, and
let ¢p € argmin, . X(w) be a global optimizer. In general,
@p will not be diagonal in the same basis as p, and so will not
belong to Dp. We can then write

X(p) — X(pp) = [E(p) — Z(ep)] + [E(¢p) — X(pp)],

and—assuming that S(p||¢p) and S(¢p||@p) are finite—apply
Eq. (10) to the two terms on the RHS. This leads to the
following decomposition of the global mismatch cost of p into
two nonnegative terms, which is visualized in Fig. 2:

X(p) — Elpp) = —AS(pllep) — AS(@rllep). (1)

The first term, —AS(pll¢p), reflects the mismatch cost be-
tween p and ¢@p. Since these two states are diagonal in the
same basis, it can be seen as the classical contribution to
mismatch cost. The second term, —AS(¢p|l¢p), is the purely
quantum contribution to mismatch cost, which vanishes when
p and @p can be diagonalized in the same basis [since then

X(pp) — Z(¢p) = 0].

Note that Eq. (11) is different from the decomposition
of mismatch cost into coherent and classical components
previously derived in Eq. (14) of Ref. [22]. First, in our
decomposition both the classical and quantum are always
nonnegative (which is not necessarily the case in Ref. [22]).
Another difference is that our decomposition does not include
terms explicitly related to the “relative entropy of coherence”
[42], which appear in Eq. (14) of Ref. [22] (as well as in
other classical-versus-quantum decompositions derived for
EP in relaxation processes [43,44] and for quantum work
extraction [45]).

We now state our most generally applicable result for inte-
grated EP mismatch cost. Let S € D be any convex subset
of states, which may or may not have the form defined in
Eq. (4). Then, for any state p € S and a minimizer ¢gs €
argmin s 2(w), as long as S(pllgs) < oo,

X(p) — X(ps) = —AS(plles). 12)

Equality holds if (1 — A)¢ps + Ap € S for some A < 0.
Since X(¢s) = 0 by the second law, Eq. (12) implies

X(p) =2 —AS(pllgs)- (13)

The RHS of this bound is nonnegative by the monotonicity of
relative entropy [21]. Thus, Eq. (13) gives a stronger bound
on EP than the second law, X(p) > 0. This stronger bound
reflects the additional EP due to a suboptimal choice of the
initial state within any convex set of states S > p.

We now briefly sketch the derivation of Egs. (10) and (12),
leaving formal proofs for Appendix A. A central idea behind
our derivations is that EP is a convex function whose “amount
of convexity” has a simple information-theoretic expression.
Specifically, using some simple algebra, it can be shown that
for any convex mixture ¢(A) = (1 — A)p + Ap of two states
p and @,

(I =2)X(p) +1X(p) — Zlp(A)]
= —AAS[plle(M)] = (1 = V) AS[gllp)]. (14)

The quantity on the right-hand side of Eq. (A32) has been
called entropic disturbance in quantum information theory
[46—48]. It is nonnegative by monotonicity of relative entropy
[21], which proves that ¥ is convex. Next, we consider the
directional derivatives of X at ¢ in the direction of p,

. Zlp)] — E(p)
YoM = lim ————— T2,
i ZleM]lmo = lim. .
In Proposition 2 in the Appendix, we rearrange Eq. (14) and
compute the appropriate limits to show that the directional
derivative can be evaluated as

3 Zlp(M)]lh=o = T(p) — (p) + AS(pllg). 15)

Equation (12) follows from Eq. (15) and the fact that
the directional derivative toward at the minimizer must be
nonnegative (otherwise one could decrease the value of EP
by moving slightly from ¢ to p, contradicting the fact that
¢ is a minimizer). To derive Eq. (10), suppose that ¢ is a
minimizer of EP within a set of states Dp defined as in Eq. (4).
If p > ag for some « > 0, then the directional derivative in
Eq. (15) vanishes [since A = 0 is the minimizer of the function
A+ X[@(1)] in the open set (—a, 1)], which in combination
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with Eq. (15) implies Eq. (10). If p 2 agp for all « > 0, then
Eq. (10) can be derived by considering a sequence of finite-
rank projections of p onto the top n eigenvectors of ¢, and
then using continuity properties of EP and relative entropy.

Note that our expression for mismatch cost, —AS(p|¢),
depends both on the quantum channel ® and the optimal
state ¢ € arg min, >(w). The optimal state ¢ in turn depends
on ® and the entropy flow function Q, which will encode
various details of the physical process under consideration
(such as the precise trajectory of the driving Hamiltonians,
etc.). In general, the same channel ® can be implemented with
different physical process, which will have different entropy
flow functions Q and optimizers ¢. For this reason, different
implementations of the same channel @ can lead to different
values of mismatch cost for the same initial state p.

We also note that to evaluate some of our results numer-
ically, one must find an optimal state ¢ € argmin, X(w). In
some special cases, ¢ can be found in closed form. One
such case is considered below, in our analysis of protocols
that obey a symmetry group. Another example occurs when
@ € argmin,.p, is a minimizer within some set of states
Dp and @ is input-independent [there is some p’ such that
®(p) = p’ for all p]. Then, writing the entropy flow term in
trace form as Q(p) = tr{pA}, it is straightforward to show that
the minimizer must have the following form [49]:

¢ = e~ 2nep HAH/tr{e* 2 ner HAH}_ (16)

More generally, ¢ can be found using numerical techniques.
Because X is a convex function, this optimization can be per-
formed efficiently (some appropriate algorithms are discussed
in Ref. [50]).

A. Support conditions

Our result for mismatch cost, Eq. (10), only apply when
S(pllep) < oo, for which it is necessary that

supp p < supp @p. (17)

[In finite dimensions, Eq. (17) is both necessary and sufficient
for S(pllgp) < oo; in infinite dimensions, it is necessary but
not sufficient]. Here, we show that Eq. (17) is satisfied in many
cases of interest.

To begin, we consider some set of states Dp, while
making the weak assumption that the physical process is
such that X(p) is finite for all pure states in Dp. Then,
Proposition 5 in the Appendix shows that the support of the
optimizer ¢p € arg min,,.p, X(p) and its orthogonal comple-
ment must be noninteracting subspaces under the action of ®,

D(pp) L ®(w) Yo €Dp:w L @. (18)

Now, suppose that @ is “irreducible” (over P) in the sense
that pairs of states which jointly span Hp always incur some
overlap,

D(w) L (o) Yo, € Dp:supp(w+ ') =Hp, (19)

where Hp is defined as in Eq. (5). Then, it must be that
supp ¢p = Hp, since otherwise there would be some state
w € Dp that leads to a contradiction between Egs. (18)
and (19).

To summarize, our results show that if @ is irreducible in
sense of Eq. (19), then the support condition in Eq. (17) must
hold. Note that Eq. (19) is satisfied when the support of all
output states is equal,

supp ®(p) = supp ®(w), Vp, o, (20)

such as the common situation when ®(p) > 0 for all p.
Conversely, if @ is not irreducible in the sense of Eq. (19),
then one can decompose the Hp into a set of orthogonal sub-
spaces #,1, Ha, ... such that Eq. (19) holds in each subspace
[51]. Such orthogonal subspaces have been previously called
“basins” in the quantum context [22] and “islands” in the
classical context [19]. Using the arguments above, it can be
shown that the optimal state within each basin H; will have
support equal to H;; from Eq. (18), it also follows that optimal
states within different basins will not interact under the action
of ®. This resolves a conjecture in Ref. [22] and justifies the
decomposition of ¥ developed in that paper into a sum of
mismatch costs incurred within each basin, plus an “interbasin
coherence” term (for details, see Appendix E in Ref. [22]).

B. Example

To illustrate our results with a concrete example, we
analyze the EP incurred by a process that obeys a sym-
metry group. (For related analyses for classical systems see
Ref. [14], and for quantum systems see Refs. [52-54]).

To begin, consider a physical process whose dynamics
commute with some unitary U,

dUpUTY=UD(p)UT, Vp, (21)

implying that the dynamics are “covariant” under U [55]. Fur-
thermore, suppose that the entropy flow function Q associated
with the process is invariant under the action of the same
unitary,

0(p) = QWU pUY), Vp. (22)

Equation (21) says that in terms of dynamics, it does not
matter when one first applies U to the initial p and then
evolves the system under &, or first evolves the system under
@ and then applies the unitary U. Equation (22) says that in
terms of thermodynamics, the entropy flow does not change
when one transforms p by U.

For simplicity, we will first assume that U is some invo-
lution (UU = I). For concreteness, one can imagine that U
involves flipping the state of a qubit in a quantum circuit,
which does not interact with the other qubits nor change state
during the operation of the circuit [it can be verified that
Egs. (21) and (22) will hold under these assumptions].

Plugging Eqgs. (21) and (22) into Eq. (1), and using the
fact that von Neumann entropy is invariant under unitary
transformations, we see that the EP incurred by the process
is invariant under U:

X(p) = Z(UpU"), Vp. (23)

We can now use the results derived above to bound the EP
incurred by any initial state p. To guide intuition, in Fig. 3
we plot the EP incurred by states in the set S consisting of
convex combinations of p and UpUT. Observe that for any
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2
P UpU't

(p + UpU"/2

FIG. 3. As an example, we consider a physical process in which
the EP is invariant under some unitary involution, X(p) = (U pU")
and UU =1. For any p, the uniform mixture (p 4+ UpU™)/2
achieves minimum EP within the set of convex combinations of p
and UpU™, S = {Ap+ (1 = MU pU" : & € [0, 1]} (thick blue line).
This leads to the lower bound on EP incurred by state p, Eq. (25).

such convex combination w = Ap + (1 = V)UpUT € S,
Z(w) = [E(w) + SUoUH]/2
> Sl(w+ UwU')/2)
= 3[(p + UpU")/21, (24)

where we first used Eq. (23), then the convexity of X, and
finally that (w + UwU")/2 = (p 4+ U pUT)/2 (which follows
from some simple algebra and the fact that U is involu-
tion). Equation (24) implies that minimizer of EP in § is
(p+UpU D) /2. Next, for convenience, define the linear op-
erator W(p) = (p + UpUT)/2. Equation (13) then gives the
following EP bound:

X(p) = SlpllW(p)] — S{P ()| P[W(p)]}
= S[pllW(p)] = S{P(p) V[P (p)]}, (25)

where in the second line we used that ® and ¥ commute [due
to linearity of ® and Eq. (21)].

It is straightforward to generalize this result from simple
involutions to more general symmetry groups. Let G be a finite
group that acts on H via a set of unitaries {U, : g € G} (the
involution example above corresponds to the S, group which
acts on ‘H via {I, U}). Suppose that Eqgs. (21) and (22) [and
hence Eq. (23)] hold for each U, individually. Using Eq. (13)
and a similar derivation as above, one can show that Eq. (25)
still holds, as long as the operator W is defined as a uniform av-
erage over all elements of the group, W(p) := \]?\ 3 Ug,oUgT.

In the quantum information literature, the linear operator
W is called a “twirling” operator [54]. Moreover, the quantity
S[ell¥(p)] in Eq. (25) is known as relative entropy of asym-
metry, and it measures the amount of asymmetry in state p
relative to the group G [53,54]. Thus, Eq. (25) shows that for
any process that is invariant under the action of a symmetry
group, in the sense that Eqs. (21) and (22) are obeyed, the EP
involved in transforming p — ®(p) is lower bounded by the
decrease of asymmetry during that transformation. Said some-
what differently, any process that obeys a symmetry group
must dissipate asymmetry as EP.

III. MISMATCH COST FOR FLUCTUATING EP

In our second set of results, we analyze EP and mismatch
cost at the level of individual stochastic realizations of the

physical process. To begin, we briefly review the definitions of
fluctuating EP as used in quantum stochastic thermodynamics.

Consider a system that evolves according to the channel
@ from some initial mixed state p = >, p;]i)(i| to some final
mixed state ®(p) = Z¢ p;|¢)(¢|. Suppose that this stochas-
tic process is carried out multiple times, resulting in a set
of randomly sampled realizations. Each realization can be
characterized by the associated initial pure state |i) (i|, the final
pure state |¢)(¢]|, and the associated entropy flow ¢ € R (i.e.,
the increase of the thermodynamic entropy of the reservoirs
that occurs during that realization). The fluctuating EP of
realization (i — ¢, ¢) is then given by [25,56,57]

0,(i—>¢,q) := (=Inpy +1Inp;)+gq, (26)

while the probability of realization (i — ¢, g) is given by
Polis #.q) = po(i, p)pqli, d) 27)
= piTo(¢lD)p(qli, ¢) (28)

= pitt{®(|}) (iDIP) (B} p(qli, P).  (29)

In Eq. (29), p; is the probability of initial pure state |i)(i|,
p(qli, @) is the conditional probability of entropy flow g given
the transition i — ¢, and

To(gli) = w{@(|))(iDIg) (P} (30)

is the conditional probability of the final pure state |¢)(d|
given the initial pure state |i)(i| under .

In quantum stochastic thermodynamics, the terms g and
p(qli, ) have been defined and operationalized in vari-
ous ways, including via two-point projective measurements
[29,56,58], weak measurements [59], POVMs [60], and dy-
namic Bayesian networks [61]. In all cases, however, these
terms are chosen so that two conditions are satisfied: (1)
fluctuating EP agrees with integrated EP in expectation,

(0p)p, = (), €19

where (-), indicates expectation under p,(i, ¢, q), and (2)
fluctuating EP obeys an integral fluctuation theorem (IFT),

(e )p, =7, (32)

where y is either equal to 1 or (more generally) some number
between 0 and 1 that quantifies the “absolute irreversibility” of
the process [62]. Importantly, our results below do not depend
on the particular definition of ¢ and p(qli, ¢), only on the
fact that fluctuating EP can be written in the general form of
Eq. (26).

Below, we define fluctuating mismatch cost as the
trajectory-level version of the mismatch cost X(p) — X(¢p),
where ¢ is an optimal initial (mixed) state that minimizes EP.
Before proceeding, consider some convex set of states S € D.
Let ¢ € argmin, s %(w) indicate an optimizer in S and let
p € S indicate some state in S such that S(p|l¢) < co. We
will assume that

2(p) — X(p) = —AS(plle). (33)

By Eq. (10), Eq. (33) is satisfied whenever S = Dp; more
generally, it is satisfied if the equality form of Eq. (12) holds.

Below we consider two cases differently: (1) the simpler
“commuting” case, where the initial state p commutes with ¢
and the final state ®(p) commutes with ®(¢) (note that this
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&’robability

Entropy production

FIG. 4. Red and blue curves show the probability distribution
of o, and o, the fluctuating EP incurred by stochastic realizations
sampled from some initial state p and the optimal initial state ¢
(which minimizes integrated EP). Each of these fluctuating EP terms
individually obeys an integral fluctuating theorem (IFT), Eq. (32).
We show that difference of these fluctuating EP terms, o, — o, is
the fluctuating expression of mismatch cost, and that it also obeys an
IFT, Eq. (37).

special case includes all classical processes; see Appendix D
for details); (2) the more complicated “noncommuting” case,
where p does not commute with ¢ and/or ®(p) does not
commute with ®(¢).

A. Commuting case

We first assume that the initial states o and ¢ commute,
as do the final states ®(p) and ®(¢). This means that ¢ can
be diagonalized in the same basis as p, ¢ = >, r;|i) (i, and
@ (@) can be diagonalized in the same basis as ®(p), P(¢) =
YA

We then define the fluctuating mismatch cost of a given
realization (i — ¢, g) as the difference between o,(i— ¢, g),
the fluctuating EP of the actual realization, and o, (i — ¢, ),
the fluctuating EP assigned to the same realization (i — ¢, q)
if the physical process were started from the initial mixed
state ¢:

op(i > ¢,q9) —0,(i > ¢, q) (34)
=(— lnp;> +Inp;))—(—In r(;) +1Inr). (35)

[Note that this is different from o,(i— ¢, q) — X(¢), the
additional fluctuating EP incurred by realization (i — ¢, q)
under the initial state p, additional to the expected EP achieved
by the optimal initial state ¢].

We now derive our main results for fluctuating mismatch
cost, which are also illustrated in Fig. 4 (see Appendix B for
all derivations). First, a simple calculation shows that Eq. (34)
is a proper definition of fluctuating mismatch cost, in that its
expectation under p, (i, ¢, g) is equal to the mismatch cost for
integrated EP,

(0p = 0p)p, = —AS(plle) = Z(p) — X(p).  (36)
Second, the fluctuating mismatch cost obeys an IFT,
(e_(Up—Utp)>pp =y e (O’ 1], (37)

where y is a “correction factor” that accounts for the fact that
some initial pure states are never seen when sampling from p.
Formally, this correction factor is defined as

y = (I {RG[P(p)])),

where RY, is the recovery map from Eq. (8) and I1” is the pro-
jection onto the support of p. This correction factor achieves
its maximum value of 1 when the p has the same support as ¢,
and is closely related to the notion of “absolute irreversibility”
studied by Funo et al. [62].

Note that mismatch cost for integrated EP is always
nonnegative, X(p) — X(¢) = 0, since ¢ is a minimizer of
EP. However, applying Jensen’s inequality to the IFT in
Eq. (37) gives the lower bound X(p) — X(¢) = — In y, which
is stronger than the first one whenever y < 1. Furthermore,
using standard techniques in stochastic thermodynamics (see
Appendix B), the IFT in Eq. (37) implies that negative values
of fluctuating mismatch cost are exponentially unlikely,

Pr[(o, —0,) < —&] < ye ~. (38)

In stochastic thermodynamics, the fluctuating EP of a tra-
jectory typically reflects how much the trajectory’s probability
violates time-reversal symmetry between the process under
consideration and a special “time-reversed” version of the
process [1,25]. In contrast, our derivations do not explicitly
involve any time-reversed process. However, it is possible to
interpret fluctuating mismatch cost as implicitly referencing
the violation of time-reversal symmetry. Let R% indicate the
Petz recovery map, where the optimal initial state ¢ is chosen
as the reference state, and let Try (il¢) indicate the corre-
sponding conditional probability, defined as in Eq. (30) but for
the channel RY, rather than ®. Then, as we show in Appendix
B, the fluctuating mismatch cost in Eq. (35) can be written as

piTo(¢li)

Py Trs (i1¢)”
Thus, fluctuating mismatch cost reflects the breaking of time-
reversal symmetry, as quantified by the difference between the
joint probability of starting on pure state |i)(i| and ending on
pure state |¢)(¢| under the regular process, versus the joint
probability of starting on pure state |¢) (¢| and ending on pure
state |i)(i| under the time-reversed process specified by the
Petz recovery map. (See also Ref. [63] for a related fluctuation
theorem that also makes use of the Petz recovery map).

o,(i—>¢,q) —0,(i—¢,q) =1n 39

B. Noncommuting case

We now consider the more general case when the pair of
initial states p, ¢ and/or the pair of final states ®(p), P(¢)
do not commute. In this case, the pair of initial states p, ¢
and/or final states ®(p), ®(¢) cannot be simultaneously di-
agonalized, so one cannot define fluctuating mismatch cost
as in Eq. (34). Nonetheless, we show that it is still possible
to define a noncommuting version of Eq. (35), which is a
proper trajectory-level measure of mismatch cost, obeys an
IFT, and reflects the breaking of time-reversal symmetry in a
way analogous to Eq. (39).

To derive our results, we employ a framework recently
developed by Kwon and Kim [60], which provides a fluctu-
ation theorem for quantum processes which is stated in terms
of a quantum channel ®, an initial state p, and some arbi-
trary “reference state” ¢. Write the spectral resolutions of the
initial mixed states as p = ), p;|i)(i] and ¢ = " r4la){al,
and write the spectral resolutions of the final mixed states
as ®(p) = >, pyld) (¢l and P(¢) = 3_, 1, |e){et|. Then, in
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the framework of Ref. [60], each stochastic realization of a
process that carries out @ on initial state p is characterized
by four factors: (1) an initial pure state |i)(i| in the basis of
0, (2) a final pure state |¢)(¢| in the basis of ®(p), (3) an
initial (generally off-diagonal) term |a)(b| in the basis of the
reference state ¢, and (4) a final (generally off-diagonal) term
|} (B in the basis of the reference state ®(¢).

Given these four factors, each realization can be assigned
the following fluctuating quantity [Eq. (11) in [60]],

mpo(i,a,b— ¢, a,p) (40)
1 1
= —lnp;)+lnpi+—lnr;r19—Elnrarb (41)

2
T(D(aa ﬂ'as b)
T'R‘g)(d, b|0[, :3)’

where Ty and Try encode the forward and backward condi-
tional quasiprobability distributions,

Ty(a, Bla, b) = {(a|P(|a)(b])|B).
Trs(a, bla, B) = (alRg () (BDID).

Note that the backward conditional quasiprobability distribu-
tion is defined in terms of the Petz recovery map, Eq. (8).
In Ref. [60], the quantity m, , is interpreted as a kind of
“fluctuating EP” defined relative to an arbitrary reference state
¢, which is purely information-theoretic in nature (i.e., this
fluctuating EP does not a priori have anything to do with
thermodynamic entropy production). As we discuss below,
our interpretation of m, , will be somewhat different.

Before proceeding, we discuss how one might compute the
expectation of m, , under a joint probability distribution over
realizations i, a, b— ¢, o, f. In fact, no such joint probability
distribution can exist, because in general it is impossible to as-
sign valid joint probability to the outcomes of noncommuting
observables [64]. However, one can assign each realization
i,a,b— ¢, a, B the following quasiprobability [Eq. (13) in
(6011,

ﬁp(is a, bv ¢7 o, :B)
= pi (@la) (| P (la) (ali) (i|b) (b)) B) (Bl (43)

[See Appendix D in Ref. [60] for details of how the quasiprob-
ability distribution in Eq. (43) can be operationally measured].
Although the quasiprobability distribution j, can take nega-
tive values for certain outcomes, it nonetheless has positive
and correct marginal distributions over the outcomes of the
individual observables. Using this, the expectation of m,, ,, [as
defined in Eq. (40)] under 5, can be shown to be equal to the
contraction of relative entropy between p and ¢ [Eq. (25) in
(6011,

=—Inpy +Inp;+1In (42)

(mp(i,a,b—¢,a, B))5, = —AS(plle). (44)

Moreover, this quantity also satisfies an IFT (Appendix G in
Ref. [60]),

<emp.w(i,a,b—>¢,a,ﬁ)>ﬁﬂ =, (45)

where y = tr{Hp(R‘g(GJ(p)))} € (0, 1].
Our interpretation of the quantity m, , is somewhat differ-
ent from the one discussed in Ref. [60]. As mentioned, we

choose the reference state ¢ to be a minimizer of EP, and as-
sume that it satisfies the relation X(p) — Z(p) = —AS(p|l¢),
Eq. (33). Then, m, , acquires a concrete thermodynamic
meaning: given Eq. (44), it is the expression of fluctuating
mismatch cost (i.e., difference of thermodynamic entropy pro-
duction terms), which applies even when states p and ¢ do not
commute. This holds because Eqs. (44) and (33) together give
the noncommuting analog of Eq. (36):

(mp(i,a,b—>¢,a, B)), =E(p) — X(p).  (46)

Similarly, the expression of the breaking of time-reversal sym-
metry in Eq. (42) is the noncommuting analog of Eq. (39),
while the IFT in Eq. (45) is the noncommuting analog of
Eq. (37).

As mentioned, the quasiprobability distribution p, can as-
sign negative values to some joint outcomes. For this reason,
one cannot generally derive an exponential bound on the prob-
ability of negative mismatch cost as in Eq. (38). Nonetheless,
via the series expansion of the exponential function, the IFT
in Eq. (45) can still be shown to constrain all moments of
fluctuating mismatch cost [60, p. 13].

Finally, in the case that the pair of initial states p and ¢ as
well as the pair of final states ®(p) and ®(¢) commute—
and therefore can be diagonalized in the same basis—the
quasiprobability distribution p, defined in Eq. (43) reduces
to a regular (nonnegative) probability distribution,

ﬁp(i9 a, bv ¢7 o, IB)

_|ppti,p) ifi=a=band p =a =4,
— 10 otherwise,

where  p,(i, ¢) = pitr{®(|i){i])|¢){¢]} [as appeared in
Egs. (27) and (29)]. Then, taking expectations under
Poli,a,b,¢,a, B) is equivalent to taking expectations
under p, (i, ¢), which recovers the “commuting case” results
(presented in the previous section), as a special case of the
more general analysis discussed in this section.

C. Example

We now illustrate our results for fluctuating mismatch cost
using the example of a “reset” process (see also analyses in
Refs. [22,23]).

Consider a finite-dimensional quantum process that maps
any initial state p to the same final pure state |¢) (¢|, so that the
dynamics are described by the following input-independent
channel:

@(p) = |P)(®]. Vo. (47

This type of process can represent erasure of information
(e.g., the reset of a qubit) or the preparation of some special
pure state (e.g., preparation of some desired entangled state).
Let ¢ € argmin . X(w) indicate the initial mixed state that
minimizes EP for this process, and note that we do not assume
that ¢ achieves vanishing EP. From Eq. (20) and Sec. IT A, it
is easy to verify that ¢ must have full support.

Now suppose that the process is initialized on some initial
mixed state p. For simplicity, we assume that o commutes
with @, so that both can be diagonalized in the same ba-
sis (p = >_; pili)(i| and ¢ =), r;]i)(i]). Since we assume a
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finite-dimensional system and ¢ has full support, S(p|l¢) <
oo and

2(p) — B(p) = —AS(plle) = S(plle)

by Eq. (10). This means that Eq. (33) holds, allowing us to
apply the results we derived for fluctuating mismatch cost in
the commuting case, such as Egs. (36) and (37).

In particular, consider some realization of the process in
which the system goes from an initial pure state |i)(i| to the
final pure state |¢)(¢|. The fluctuating mismatch cost for this
realization can be written in the following simple form:

o,(i—¢,q) —0,(i—~>¢,q) =Inp;, —Inr, (48)

where we used Eq. (35) and the fact that p, = ry = 1. Equa-
tion (48) means that the fluctuating mismatch cost incurred in
mapping i — ¢ is the log ratio of the probability of pure state
|i)(i| under the actual initial mixed state p and the optimal
initial mixed state ¢ that minimizes EP.

Recall that fluctuating mismatch cost obeys the IFT in
Eq. (37). Given Eq. (38), this means that the probability of
observing negative mismatch is exponentially unlikely: the
probability that o,(i— ¢, g) exceeds o,(i— ¢, g) by & (or
more) is upper bounded by ¢~¢.

IV. MISMATCH COST FOR EP RATE

In our third set of results, we analyze the state dependence
of the instantaneous EP rate. We consider an open quantum
system coupled to some number of reservoirs, which evolves
according to a Lindblad equation, % o()=L[p()]. The EP
rate incurred by state p is [65-67]

. d .
X(p) = ES[/O(I)] + 0(p), (49)

where O : D — R is a linear function that reflects the rate of
entropy flow to the environment. Note that the rate of entropy
change %S [o(¢)] depends on the Lindbladian £. As above, the
precise definition of £ or Q will generally reflect various de-
tails of the system and the coupled reservoirs. For simplicity,
here we assume that dim H < oo (results for the dim H = oo
case, which require some additional technicalities, are left for
Appendix C).

It is important to note that the derivative in Eq. (49) is eval-
uated at = 0, meaning that 3 (p) expresses the instantaneous
EP rate incurred at the same time that the system is found
in state p. An alternative analysis, which we do not consider
here, would consider the EP rate incurred at some later time
t > 0, given that the process is initialized in state p att = 0.

Consider some set of states Dp, defined as in Eq. (4) for
a set of projection operators P. Let gp € argmin,p, %(w)
indicate the state which minimizes the EP rate within this set.
Then, for any p € Dp such that S(p|l¢p) < 00, the additional
EP rate incurred by p above that incurred by ¢p is given by
the instantaneous rate of contraction of the relative entropy
between p and ¢p,

. . d
2(p) = Xlpp) = = Slo@)llep ()], (50)

which is the continuous-time analog of Eq. (10). The proof of
this result is sketched at the end of this section, with details
left for Appendix C.

We refer to the additional instantaneous EP rate incurred
by p, above that incurred by an optimal state ¢p, the instanta-
neous mismatch cost of p. In the special case where Dp = D
(when P = {I}), Eq. (50) expresses the global instantaneous
mismatch cost, reflecting the additional EP rate incurred by
state p rather than a global optimizer, ¢p € argmin, ().

We can decompose instantaneous mismatch cost by ap-
plying Eq. (50) in an iterative manner. In particular, we can
derive a decomposition into classical and quantum contribu-
tions analogous to Eq. (11). As above, define P = {|i)(i|};
for an orthonormal basis {|i)}; that diagonalizes p. Then, let
@p € argmin,, .5, X (w) be an optimal state within Dp, and
let ¢p € argmin,.p ¥(w) be a global optimizer. Using a
similar derivation as in Eq. (11), we can decompose the global
instantaneous mismatch cost into two nonnegative terms,

2(p) — X(pp) = [Z(p) — (pp)] + [Z(gp) — Z(pp)]

d d
= = ZSLoOller(t)] = - Sler®)lep ()]
(51

The first term, reflecting the mismatch between p and @p
which are diagonal in the same basis, is the classical con-
tribution to instantaneous mismatch cost. The second term,
reflecting the mismatch between ¢p and ¢p, vanishes when
p and @p can be diagonalized in the same basis, and is the
quantum contribution to instantaneous mismatch cost.

Our most generally applicable result concerns the instanta-
neous mismatch cost of p relative to an optimal state within
some arbitrary convex subset of states S C D. Given any state
p € S and an optimizer ¢s € argmin, g X(w), as long as
S(pllgs) < oo, itis the case that

. . d
2(p) = Xlgs) =2 —SlpWes ©)]; (52)

with equality if (1 —1)gs + Ap € S for some A < 0. Since
¥ (¢s) = 0 for Lindbladian dynamics [66], Eq. (52) implies

. d
2(p) 2 —=Sle@lles )] (53)

The RHS is nonnegative by the monotonicity of relative en-
tropy. This provides a stronger bound on the EP rate than the
second law, 2(,0) > 0, which reflects a suboptimal choice of
the state within some convex set of states.

We now briefly sketch the proof idea behind Egs. (50)
and (52), leading formal details for Appendix C. First, we
use Eq. (49) to define an integrated EP function as ¥(p, t) =
fot [p(t')]dt’. Given a pair of states p, ¢ with finite EP rate
and S(pll¢) < oo, we then write the directional derivative of
Y at ¢ in the direction of p as

AT X [p(h), tlmo = 8,78 Zlp(X), 1]
= 8,0, Zp(), 1]
= 0[X(p, 1) — Z(p,t) + AS(plle)]

: . d
= Z(p)= Z(e)+ Slp@lle@)]. (54)
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where ¢(1) = (1 — A)¢ + Lp. In the second line, we used the
symmetry of partial derivatives, which (as we prove in the
Appendix C) follows from convexity of 2. In the third line, we
used the expression for the directional derivative of integrated
EP, Eq. (15). Equation (52) follows from Eq. (54), since the
directional derivative at a minimizer must be nonnegative.
To derive Eq. (50), note that if S(p|l¢) < oo, then supp p <
supp ¢ and so it is possible to move from ¢ € Dp both toward
and away from p € Dp while remaining within the set Dp.
Since ¢ is a minimizer of the EP rate within Dp, this means
that the directional derivative 8{ > [¢(X), t]]=0 must vanish.

A. Support conditions

Our result for mismatch cost, Eq. (50), only applies when
S(pllgp) < oo. This condition in turn requires that

supp p < supp ¢p. (55)

Here, we show that Eq. (55) is satisfied in many cases of
interest.

In Proposition 12 in the Appendix, we prove that Eq. (55)
holds for all p € Dp and ¢p € argmin,p, ¥ (w) as long
as the Lindbladian £ satisfies the following “irreducibility”
condition:

supp L(p) € suppp, Vp € Dp:suppp # Hp, (56)

where Hp is defined as in Eq. (5) (we also assume that
dim H < oo). Equation (56) says that whenever some state
o with partial support evolves under £, some probability
“leaks out” of subspace spanned by p. In the terminology
of Refs. [68,69], Eq. (56) means that £ does not have any
nontrivial “lazy subspaces.”

If £ is not irreducible in the sense of Eq. (56), then it may
be possible to decompose the overall Hilbert space into a set
of irreducible subspaces such that Eq. (C12) holds in each one
[68,69]. Such subspaces have been called enclosures in the
literature (see Ref. [70] for details) and are the continuous-
time analog of “basins” discussed above. We leave analysis
of instantaneous mismatch cost with multiple enclosures for
future work.

B. Example

We briefly illustrate our results for instantaneous mismatch
cost by deriving a novel bound on the EP rate incurred in a
nonequilibrium stationary state.

Consider a finite-dimensional system that evolves in con-
tinuous time according to some Lindbladian £. Assume that
the system is coupled to multiple reservoirs and has an as-
sociated nonequilibrium stationary state 7. In addition, let
¢ € argmin, ., X(w) be a state that achieves the minimal EP
rate. Equation (53) then implies the following bound on the
stationary EP rate:

. d d
2(r) 2 = SlrOlle®] = =Sl lle@)l, (57)

where %n(t) = L(7r) = 0 by assumption of stationarity.

Equation (57) shows that for any continuous-time process,
the stationary EP rate is lower bounded by the rate at which the
minimally dissipative state ¢ approaches the stationary state
in relative entropy.

V. MISMATCH COST IN CLASSICAL SYSTEMS

We now discuss mismatch cost in the context of classical
systems. We consider both discrete-state classical systems
(as might be derived by coarse-graining an underlying phase
space [71]) and continuous-state classical systems. For more
details, see Appendix D.

A. Classical integrated EP

We begin by overviewing the definition of integrated EP in
classical systems.

Consider a classical system with state space X which un-
dergoes a driving protocol over time interval ¢ € [0, T], while
coupled to some thermodynamic reservoirs. We use the nota-
tion p’ to indicate the final probability distribution at time r =
T corresponding to the initial probability distribution p at time
t = 0. (Note that we use the term “probability distribution”
to indicate a probability mass function for discrete-state sys-
tems and a probability density function for continuous-state
systems.) In addition, following classical stochastic thermo-
dynamics [1,6], we use P(x|xy) to indicate the conditional
probability of the system undergoing the trajectory x = {x;, :
t € [0, 7]} under the regular (“forward”) protocol given initial
microstate xo. Sometimes we will also consider the con-
ditional probability P(¥|%;) of observing the time-reversed
trajectory ¥ = {¥;_, : ¢t € [0, t]} under the time-reversed driv-
ing protocol given initial microstate %, (tilde notation like
X indicates conjugation of odd variables such as momentum
[72,73]).

For classical systems, there are several ways of defining in-
tegrated EP as a function of the initial probability distribution.
The first way is the classical analog of Eq. (1),

~(p) = S(p') — S(p) + G(p), (58)

where X (-) indicates classical EP as a function of the initial
probability distribution, S(-) indicates classical Shannon en-
tropy and G(-) is a linear function that reflects the entropy
flow to the environment. As above, the precise definition of
the entropy flow term will depend on the physical setup, such
as the number and type of coupled reservoirs.

A second way to define integrated EP in classical systems
is in terms of the relative entropy between the trajectory
probability distribution under the forward process and the
time-reversed backward process [74,75],

Z(p) = DIP(X | Xo)p(Xo) IPX 1X:)p' (Xo)], (59)

where D(-||-) indicates the classical relative entropy (also
called the Kullback-Leibler divergence). Equation (59) ex-
presses integrated EP directly in terms of the “time-
asymmetry” of the stochastic process [76]. Note that the
expression in Eq. (59) is a special case of the expression
in Eq. (58), since it can be put in the form of the latter
by defining the entropy flow in Eq. (58) as the expectation
G(p) = (InP(x|xo) — In P(¥|%,))
ing some simple rearrangement.

There is also a third way to define integrated EP
for continuous-state classical systems in phase space.
Consider some system X, and let Y indicate its explicitly
modeled environment (typically, Y will indicate the state of

P(xlxo)p(ry)» a0 then perform-
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one or more heat baths). Assume that X and Y jointly evolve
in a Hamiltonian manner starting from an initial distribu-
tion p(xo, yo) = p(xo)mw (yolxo) at time r = 0 to some final
distribution p/(x;, y;) at time ¢t = t, where 7 (yo|xp) is the
conditional equilibrium distribution induced by some system-
environment Hamiltonian. The integrated EP incurred by
initial distribution p can then be defined as

2(p) = DIp' Xz, YOl p' (X )7 (Ye [X:)] (60)

(see [Eq. (15), [77]], [Eq. (49), [78]], and Ref. [79]). Equation
(60) is the classical analog of Eq. (9), though generalized to
allow equilibrium correlations between the environment and
the system (see discussion in Appendix A of Ref. [78]).

We now discuss mismatch cost for classical integrated EP.
First, consider a discrete-state classical system, such that the
state space X is a countable set. In this case, our results
for quantum mismatch cost can be directly applied, since a
discrete-state classical process can be expressed as a special
case of a quantum process. In particular, let Dp, defined as
in Eq. (4), indicate the set of density operators diagonal in
some fixed reference basis. Then, any probability distribution
p over X can be expressed as a density operator in Dp, and
any classical dynamics can be expressed as a special quantum
channel that maps elements of Dp to elements of Dp (see
Appendix D for details). Under this mapping, the expressions
for quantum and classical EP [Eq. (1) versus Egs. (58)—(60)]
become equivalent, and we can analyze mismatch cost for
classical integrated EP using the results presented above, such
as Egs. (10) and (12). For instance, we have the following clas-
sical analog of Eq. (10): given any initial distribution p and an
optimal initial distribution within the set of all distributions,
r € argming ¥ (s), mismatch cost can be written as

(p) — x(r) = =AD(p|r), (61)

as long as D(p||r) < oo.

For classical systems in continuous state space, such that
X C R”", the mapping from our quantum results to classical
mismatch cost is not as direct, because in general it is not
possible to represent a continuous probability distribution in
terms of a density operator over a separable Hilbert space.
Nonetheless, as long as an appropriate “translation” is car-
ried out, the same proof techniques used to derive mismatch
cost results for quantum integrated EP can also be used to
derive analogous results for continuous classical systems,
such as Eq. (61). This translation is described in detail in
Appendix D 2.

B. Classical fluctuating EP

Next, we show that our results for fluctuating mismatch
cost also apply to classical systems. The underlying logic of
the derivation is the same as for the commuting case for quan-
tum systems described in Sec. IIT A, though with somewhat
different notation.

Consider a classical system that undergoes a physical pro-
cess, which starts from the initial distribution p and ends on
the final distribution p’. In general, the fluctuating EP incurred

by some state trajectory x can be expressed as [1]

op(x) = 1n p(xo) — In p'(x;) + g(x),

where g(x) is the increase of the entropy of all coupled reser-
voirs incurred by trajectory x(¢). Let r indicate the initial
probability distribution that minimizes EP, so that Eq. (61)
holds, and let " indicate the corresponding final distribution.
We define classical fluctuating mismatch cost as the differ-
ence between the fluctuating EP incurred by the trajectory x
under the actual initial distribution p and the optimal initial
distribution r,

0,(x) — 0,(x) = [—1n p'(x;) + In p(x)]
—[=1In7'(x;) + Inr(xo)l, (62)

which is the classical analog of Eq. (34). It is easy to verify
that Eq. (62) is the proper trajectory-level expression of clas-
sical mismatch cost,

(0p = 01X )P@xix)pve) = —AD(plr) = X(p) — X(r).  (63)

Moreover, using a derivation similar to the one in Appendix
B, it can be shown that Eq. (62) obeys an IFT,

(€™ byt = Vs (64)

where y € (0, 1] is a correction factor that equals 1 when p
and r have the same support (see Eq. (D12) in the Appendix).
Equations (63) and (64) are the classical analogs of Egs. (36)
and (37), respectively. Moreover, the IFT in Eq. (64) implies
that same exponential bound on negative mismatch cost as in
Eq. (39).

We can also derive the classical analog of Eq. (39), which
expresses fluctuating mismatch cost in terms of the breaking
of time-reversal symmetry. Note that for a classical system,
the Petz recovery map is simply the Bayesian inverse of the
conditional probability distribution P(x;|xg) with respect to
the probability distribution r, P(xg|x; ) = P(x; |xo)r(x0)/7 (x;)
[38,40]. In Appendix D, we show that

Plx:xo)plxo)
P(xolx:)p/ (x)
Thus, the fluctuating mismatch cost for a classical system
quantifies the time-asymmetry between the forward process
and the reverse process, as defined by the Bayesian inverse of
the forward process run on the optimal initial distribution r.

For more detailed derivations, see Appendix D1b for
discrete-state classical systems, and Appendix D2b for
continuous-state classical systems.

0p(x) —o,(x) =1In (65)

C. Classical EP rate

Finally, we discuss instantaneous mismatch cost in the
context of classical systems.

Consider a classical system whose probability distribution
at time ¢ = 0 evolves according to a master equation,

d
EP(I) = Lp(),

where L is a linear operator that is the infinitesimal generator
of the dynamics. For a discrete-state classical system, L will
be a rate matrix specifying transitions rates between different
states, while for a continuous-state classical system, L will
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typically be a Fokker-Planck operator. The classical EP rate
can be written as [28]

. d .
x(p) = —-SlpO] + G(p). (66)

where G(p) is the rate of entropy flow to environment. As
always, the form of G(p) will depend on the specifics of
the physical process, but can generally be expressed as an
expectation of some function over the microstates. Equation
(66) is the classical analog of Eq. (49).

A discrete-state classical system can be formulated
as a special case of a quantum system, as mentioned
above in Sec. VA and described in more detail in
Appendix D. In particular, one can always express a discrete
classical distribution as a density matrix and a discrete rate
matrix as a specially constructed Lindbladian. Under this
mapping, the expressions for quantum and classical EP rate
[Eq. (49) versus Eq. (66)] become equivalent, and we can
analyze instantaneous mismatch cost for discrete-state clas-
sical systems using the results presented above for quantum
systems, such as Egs. (50), (52), and (53). In particular, we
have the following classical analog of Eq. (50): given any
distribution p and an optimal distribution r € arg min, ¥ (s)
which minimizes EP rate,

. . d
2(p) = 2(r) = == Dlp@)lir®)l, (67)

as long as D(p||r) < oo.

As mentioned above, for continuous-state classical sys-
tems, the mapping to the quantum formalism is not as direct.
Nonetheless, the same proof techniques used to derive in-
stantaneous mismatch cost for quantum systems can be used
to derive analogous results for continuous classical systems,
such as Eq. (67). This can be done as long as an appropriate
“translation” is carried out between classical and quantum
formulations, which is described in detail in Appendix D2 c.

VI. LOGICAL VERSUS THERMODYNAMIC
IRREVERSIBILITY

The relationship between thermodynamic irreversibility
(generation of EP) and logical irreversibility (inability to
know the initial state corresponding to a given final state) is
one of the foundational issues in the thermodynamics of com-
putation [80]. Despite some confusion in the early literature,
it is now well-understood that logically irreversible operations
can in principle be carried out in a thermodynamically re-
versible manner, without generating any EP [81-83].

At the same time, our results demonstrate a different kind
of universal relationship between logical and thermodynamic
irreversibility. By Eq. (12), the mismatch cost of p is lower-
bounded by the contraction of relative entropy —AS(p|l¢),
which is a principled information-theoretic measure of the
logical irreversibility of the quantum channel @ on the pair of
states p, . This measure reaches its maximal value of S(p||¢)
if and only if ®(p) = ®(p), in which case all information
about the choice of initial state (p versus @) is lost. It reaches
its minimal value of O if and only if the map ® is logically
reversible on the pair of states p, ¢, meaning that the Petz
recovery map R can perfectly restore both initial states p and
@ from the output of ®, R%[P(¢)] = ¢ and RE[P(p)] = p

[84-86]. For a unitary channel, —AS(p|l¢) = 0 for all pairs
of states p, ¢.

Now imagine a physical process that implements some
map @ and achieves minimal EP on some initial state ¢. Our
results imply that the thermodynamic cost associated with
choosing suboptimal initial states, in terms of the additional
EP that is generated on those initial states above the mini-
mum possible, increases with degree of logical irreversibility
of the channel ®. This is consistent with the fact that the
minimal EP incurred by a given process that implements
@, min,, ¥(w), does not directly depend on the logical irre-
versibility of ® (and can vanish even for logically irreversible
channels).

Interestingly, recent work has uncovered the following in-
equality between the contraction of relative entropy and the
accuracy of “recovery maps” [87],

—AS(plle) > —2InF{p, Ng[®(p)]}, (68)

where F(-, ) is fidelity and N is a recovery map closely
related to Eq. (8). This inequality provides an information-
theoretic condition for high-fidelity recovery of an initial state
p that undergoes a noisy operation @, which is of fundamental
interest in quantum error correction. Consider a process that
implements the map ® and achieves minimal EP on the initial
state ¢. Combining Egs. (10) and (68) along with X(¢) > 0
gives the inequality

F{p, NY[@(p)]} = e P2,

which implies that high-fidelity recovery of p by Ng is pos-
sible only if the process incurs a small amount of EP on
the initial state p. Conversely, if Ng performs poorly at re-
covering p, then the EP incurred by initial state p must be
large. While this relationship between the fidelity of recovery
and EP has been discussed for simple relaxation processes to
equilibrium [88], our results show that it actually holds for a
much broader set of processes, including ones with arbitrary
driving and possibly coupled to multiple reservoirs.

Motivated by these results, and in the spirit of recent work
on information-theoretic characterization of quantum chan-
nels [30,89,90], we propose the following measure of the
logical irreversibility of a given map ®:

A (D) := inf sup —AS(p|lp). (69)
peD peD

Our measure has a simple operational interpretation in ther-
modynamic terms: for any physical process that implements
&, there must be some initial state that incurs EP of at
least A(®P), as follows from Eq. (10) and %(¢) = 0. A(D)
can be related to some existing measures of logical irre-
versibility, such as the “contraction coefficient of relative
entropy” from quantum information theory [91-93], n(®) =
sup,,,, S[P ()| P(@)]/S(pllw). Some simple algebra shows
that A(®) > [1 — n(P)]Ind, where d the dimension of the
Hilbert space. More generally, it is easy to verify that A(®P)
achieves its minimum value of 0 if @ is unitary, and achieves
its maximum value of Ind if ® is input-independent (where d
the dimension of the Hilbert space).

Some care should be taken in relating these results to ear-
lier arguments concerning “reversible computation.” Suppose
that one wishes to implement some logically irreversible map
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@ while minimizing EP. Our results show that it is possible
to completely eliminate the mismatch cost of running @ by
“embedding” @ within some larger logically reversible (i.e.,
unitary) map @', since A(®’) = 0. This is related to the
idea of using logically reversible embeddings to reduce the
minimal generated heat involved in carrying out a logically
irreversible computation [80,94-98].

At the same time, this strategy incurs an additional “storage
cost” of having to encode extra output information in physical
degrees of freedom [94]. This additional cost, which would
not exist in a direct (i.e., logically irreversible) implementa-
tion of @, can itself be interpreted thermodynamically, since
it involves an increase of the entropy of those extra physical
degrees of freedom (for further discussion of related issues,
see Sec. 11 of Ref. [83]). Thus, when considering implement-
ing a desired channel @ via some larger embedding @', there
is a tradeoff between mismatch cost (which decreases as the
logical reversibility of @ increases) and storage cost (which
increases as the logical reversibility of @’ increases).

Of course, one can avoid the storage cost by first carrying
out the larger embedding @’ and then erasing the additional
output information with an erasure map ®”, so that the com-
bined map recovers the original logically irreversible map,
® = @” o @'. In this case, however, the combined operation
has mismatch cost of S(p|l¢) — S[P(p)||P(¢)] on initial state
0, where ¢ is the initial state that minimizes EP for this
combined operation. For any given p, this mismatch cost may
be larger or smaller than the mismatch cost incurred by some
other implementation of @ (such as an implementation that
does not make use of logically reversible intermediate steps),
depending on the optimal initial state of that other implemen-
tation (see also related discussion in Sec. II).

A. Example

Consider a qubit which undergoes an input-independent
reset process, so that all input states p are mapped to the
output pure state |0) (0],

@(p) = 10)(0] Vp.
(See also Sec. III C). For this process,

A(®) := inf sup —AS(p|l¢) = inf sup S(plle). (70)
¢eD peD peD peD

It is easy to verify that this optimization problem is solved

by taking ¢ to be the maximally mixed state, ¢ = (|0)(0| +

[1)(1])/2, and taking p to be any pure state [99], which gives

A(®) = In2.

Thus, for any physical implementation of a qubit reset, there
must exist initial states o which have X(p) > In2.

VII. MISMATCH COST BEYOND EP

This paper was formulated in terms of the state dependence
of entropy production. However, our results also apply to
many other important “cost functions” that appear in nonequi-
librium thermodynamics and quantum information theory. In
particular, as we show in Appendices A and D, our results for
mismatch costs hold not only for EP, but for any “EP-type”

function C(p) that can be written in the following general
form:

C(p) = S[P(p)] = S(p) + F(p), (71)

where & is any quantum channel (which may have different
input and output Hilbert spaces) and F is any linear functional.
Our expression of EP, Eq. (1), is a special case of Eq. (71),
which arises when F is defined as the entropy flow Q. [There
is also an analogous generalization of EP as alternatively
defined in Eq. (9); see the Appendix for details].

There are many costs beyond EP can be expressed in the
form of Eq. (71), including:

(1) Nonadiabatic EP, the contribution to EP arising from
the system being out of stationarity. For a Markovian system
evolving over ¢t € [0, t], nonadiabatic EP can be written as
[26-29]

Clp) = S10() = S(0) ~ [ wliai o)1) as
0

where ®,(p) is the system’s state at time ¢ given initial state p
[and ®(p) = D, (p)] and p;* is the nonequilibrium stationary
state at time f. With some rearranging, nonadiabatic EP for
non-Markovian evolution [100] and for quantum processes
with measurement [29,58] can also be put into the form of
Eq. (71).

(2) The free-energy loss [15,30,101,102],

C(p) = B{Fp(p, Ho) — Fp[P(p), H: ]}
= S[®(p)] — S(p) + Bur{plHo — D' (H),  (72)

where Fg(p, H) = tr{pH} — B~'S(p) is the nonequilibrium
free energy at inverse temperature B, and Hy and H; are
the initial and final Hamiltonians. Note that Eq. (72) can be
negative, in which case it reflects a net gain of free energy
(from this point of view, the optimal initial state that mini-
mizes Eq. (72) can also be seen as the state that maximizes
harvesting of free energy [15]). When Hy = H,, the minimum
value of Eq. (72) across all initial states, as would be achieved
by an optimizer ¢, is sometimes called the “thermodynamic
capacity” of @, and provides operational bounds on quantum
work extraction [30,101].

(3) The drop of availability, which is also called ex-
tractable work [4,15,103,104],

C(p) = S(plimo) — S[P(p)ll7,]
= S[D(p)] — S(p) + tr{p[® (In7,) — Inmpl}, (73)

where m, = e P /Z is the Gibbs state at time ¢. Note that the
difference between Eqgs. (72) and (73) is B times the decrease
of equilibrium free energy, which is a constant that does not
depend on p and vanishes when Hy = H;.

(4) The entropy gain of a given channel and initial state
[32,33,48,50,105,106],

C(p) = S[P(p)] = S(p). (74)

The minimum entropy gain for a given channel has
been considered when analyzing the capacity of quantum
channels [106].

It turns out that our results for mismatch cost for inte-
grated EP, such as Egs. (10) and (12), apply to all EP-type
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functions having the form Eq. (71), including all of the
costs listed above. In particular, the additional cost in-
curred by some state p, relative to an optimal state ¢ €
arg min, C(w) that minimizes that cost, has the universal
information-theoretic form,

C(p) = C(w) = —=AS(pll).

as long as the assumptions behind Eq. (10) are satisfied. (See
also Appendix O in Ref. [22] for a related analysis).

It is important to note that the optimal state ¢ will vary
depending on the cost; for instance, in general the state that
minimizes drop of nonequilibrium free energy will not be the
same state that minimizes EP. Also, unlike EP, not all EP-
type functions are nonnegative; for instance, the entropy gain
incurred by a given p may in general be positive or negative.
While our main results do not assume that the nonnegativity
of EP-type functions, some expressions [such as Eq. (13)]
do assume nonnegativity, and therefore do not hold for those
EP-type functions which may be positive or negative.

Similarly, our results for fluctuating mismatch cost, such
as Egs. (36) and (37), hold for any fluctuating expression
of the form —In )Lg(p) +1In1! + f, where f is some arbi-
trary trajectory-level term. Different fluctuating costs can be
considered by selecting different f, including not only fluc-
tuating EP [Eq. (26), which arises when f is defined as the
trajectory-level entropy flow] but also fluctuating nonadiabatic
EP [29,75], fluctuating drop in nonequilibrium free energy,
and so on.

Finally, our instantaneous mismatch cost results, such as
Eqgs. (50) and (52), hold for a general family of “EP rate”-type
functions, which can be written as C(p) = %S[p(t)] + F(p),
where F is some arbitrary linear function. By appropriate
choice of F, our results apply to the instantaneous rates of
various EP-type functions, such as the costs outlined above.
For example, our results imply that the rate of free-energy
loss incurred by some state p, additional to that incurred by
an optimal state ¢ that minimizes the rate of free-energy loss,
is given by — Z:S[o(®) ¢ (0)]-

VIII. DISCUSSION

EP is a central quantity of interest in both classical and
quantum thermodynamics. In this paper, we analyze how the
EP incurred by a fixed physical process varies as one changes
the initial state of a fixed physical process. We derive a uni-
versal information-theoretic expression for the additional EP
incurred by some initial state p, relative to the optimal initial
state ¢ which minimizes EP. We show that versions of this
result hold for integrated EP, fluctuating trajectory-level EP,
and instantaneous EP rate. Our approach can be contrasted to
much of the existing research in the field, which considers
how EP varies as one changes the driving protocol that is
applied to some fixed initial state.

At a high level, our results can be interpreted as a kind of
“strengthening” of the second law of thermodynamics. The
second law states that integrated EP is nonnegative, ¥(p) >
0, as is the EP rate for Markovian dynamics, X(p) = 0.
We show that when the initial state of a process is chosen
suboptimally, these bounds can be tightened, via Egs. (13)
and (53). Similarly, stochastic thermodynamics has demon-

strated that fluctuating trajectory-level EP obeys an integral
fluctuation theorem, (¢~ °7) = 1, which implies that negative
EP values are exponentially unlikely, P(o, < —§) < e™*. We
show that, when the initial state of a process is chosen subop-
timally, this fluctuation theorem and bound can be modified
via Eqgs. (37) and (38).

It is interesting to note that, that unlike most work in
stochastic thermodynamics, our results do make explicit use
of the connection between entropy production and breaking of
time-reversal symmetry. Instead, they are derived by exploit-
ing the algebraic structure of EP, along with the mathematical
properties of convex optimization. Nonetheless, as we discuss
in Sec. III, one can interpret mismatch cost as implicitly refer-
ring to a violation of time-reversal symmetry by a “Bayesian
inverse” process, as expressed in Eq. (39) using the Petz
recovery map.

Due to their generality and simplicity, we believe that our
results will be useful for analyzing the thermodynamics of
various biological and artificial systems, including engines
and energy-harvesting devices [15], information-processing
systems [19,22,23], and even quantum computers. Ultimately,
they should also help in design of such systems. Moreover, as
we demonstrate in Sec. VI, our results imply a universal re-
lationship between thermodynamic and logical irreversibility,
which we argue has implications for the thermodynamics of
quantum error correction.
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APPENDIX A: MISMATCH COST FOR INTEGRATED EP

1. Preliminaries

In this Appendix, we formally derive our results for mis-
match cost for integrated EP. We first introduce some notation.

We write Hx' and H},—or sometimes simply H and H'—
to indicate two separable Hilbert spaces (below, these will
indicate the “input” and “output” spaces of a quantum channel
@), and write 7 and 7' to indicate the set of trace-class
operators over Hy and H}, respectively. We write D C T to
indicate the set of density operators over H.

For any functional f : D — R U {oo}, (semi)continuity is
meant in the sense of the trace norm. The support of a density
operator is the orthogonal complement of its kernel; we use
supp p to indicate the support of p € D. For any pair of self-
adjoint operators p and w, we use the standard notation like
p > w to indicate that p — w is positive.

We indicate a linear mixture of two states p, ¢ € D with
coefficient A € R as

e) == (1 =2)¢ + Ap. (AL)
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We will derive our results for a general family of “EP-type”
functions. An EP-type function, which we write generically as
Y : D — R U {00}, can take one of two mathematical forms.
The first form is

X(p) = S[P(p)] — S(p) + O(p), (A2)
where @ is a positive and trace-preserving map and Q : D —
R U {0} is a lower semicontinuous linear functional. This
form appears in the main text as Eq. (1).

To introduce the second form, consider some system cou-
pled to an environment Y, and let the separable Hilbert spaces
Hy and M}, represent the environment at the beginning and
end of the protocol. Assume the system dynamically evolves
according to the completely positive and trace-preserving
(CPTP) map @ : 7 — 7T’ with the representation ®(p) =
try {V (p ® w)V '} for some isometry V : Hy @ Hy — Hy @
‘H}, and fixed density operator w over Hy. Then, the second
form of EP is given by

2(p) = SIV(p @ 0)V'(|(p) ® w] + Q'(p), (A3)
where Q' : D — R U {00} is any lower-semicontinuous linear
functional. A special case of Eq. (A3) appeared in the main
text as Eq. (9) (where we took V to be some unitary U over
system-and-environment and took Q' = 0).

We draw attention to several important aspects of our defi-
nitions of EP-type functions.

(1) Under both definitions Eqs. (A2) and (A3), the input
and output spaces of the quantum channel ® may be different.

(2) For both definitions, we assume that X(p) > —oo for
all p (so that a minimizer exists).

(3) Unlike Eq. (A3), the definition in Eq. (A2) does not
require that ® be completely positive, but only positive.

(4) The assumption of lower-semicontinuity of Q in Eq.
(A2), or of Q' in Eq. (A3) is only used in Proposition 4. For
many other results, it can be omitted.

(5) For EP-type functions as in Eq. (A2), in infinite dimen-
sions there are states p € D with infinite entropy, S(p) = oo,
in which case Eq. (A2) is not well-defined. To make X well-
defined for all p € D, we assume that ¥(p) = co whenever
S(p) = oo. However, Eq. (A3) is better suited for analyzing
EP incurred by states with infinite entropy, S(p) = 0o, since
it can finite in such cases [unlike Eq. (A2)]. (Note, however,
that states with infinite entropy are sometimes argued to be
“unphysical” [107]).

(6) Many of our results reference Propositions 6, 7, and 8
below (along with some other useful lemmas), which prove
general properties of quantum relative entropy and EP-type
functions.

As mentioned in the main text, for states with finite en-
tropy, Eq. (A3) can always be rewritten in the form of Eq.
(A2), and vice versa. This is proved in the following result.

Proposition 1. Given anisometry V : Hy ® Hy — Hy, ®
Hy., a CPTP map ®(p) = try {V(p ® ®)VT}, and any p such
that S(p) < oo,

SV(p @)V ®(p) ® w) + Q'(p)
= S[®(p)] — S(p) + O(p),

(A4)
(A5)

where

0(p) := Q'(p) — tr{trx {V(p ® @)V} Inw)} — S(w).
(A6)
Proof. Expand the RHS of Eq. (A4) as
SIV(p @ o)V [ @(p) ® @] + Q' (p)
=Q'(p) — tr{[V(p ® w)V'1In[®(p) ® wl}

—SIV(p @ w)V']. (A7)

One can rewrite the second term on the RHS of (A7) as

tr{[V(p ® 0)V 1 In[®(p) ® w]}
= tr{try {[V (0 ® @)V 1} In d(p)}
+ tr{try {V(p ® ©)V '} In o}
tr{®(p) In D(p)} + tr{try {V (0 ® w)V'} Inw}
—S[P(p)] + tr{trx AV (p @ @)V} Inw}.

(A8)

One can rewrite the third term on the RHS of (A7) as

S[V(p @ w)V']1=S(p ® w) =S(p) + S(w), (A9)

where we have used that entropy is invariant under isometries
and additive for product states. Plugging Eqs. (A8) and (A9)
into Eq. (A7), and then using Eq. (A6), gives Eq. (AS). |

2. Main proofs

Our first result shows that the directional derivative of X,
defined as in Eq. (A2) or Eq. (A3), has a simple information-
theoretic form. This result appears as Eq. (15) in the main text.

Proposition 2. For any p,¢ € D such that |[X(p)| <
00, |E(p)] < 00, S(plle) < oo,

Y(p(r)— %
SO 2= lim TN EEO)

= X(p) — T(p) + AS(plle).  (Al0)

Proof. First, rearrange Eq. (A32) in Proposition 7 and take
the A — 07 limit to give

3 S(p(M)lieo = 2(p) — E(p)

. 1—x
+ lim {ASIplg()]+ —=ASlglleG.].
(A11)
We now separately evaluate limits of the two terms inside the
brackets in Eq. (A11). Before proceeding, note that S(p|l¢) <
oo implies S(P(p)||P(¢)) < oo by Proposition 6(V). Then,

AS(pllg) = SI®(p) @ (9)] = S(pllg)
= lim S(@(p)|Plp()]) — lim S[pllp(.)]

= lm (S{@(p)[ Plp(M)]} — Slplle()D)

= lim A A
Jim AS[plle@)).
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where we first used Eq. (7) and then applied Proposition 6(II)
twice. Then,

1= .o 1=
Jim ——AS[pllg()] = lim ——S§{D(p)| Plp(1)]}

lim ——>S[g 0.
Jim - ——Slplle()]
= O,
where we applied Proposition 6(III) twice. Plugging into Eq.
(A11) gives Eq. (A10). ]
Next, we derive general bounds on the mismatch cost of p,
relative to the optimal state within some convex set of states.
Equations (A12) and (A13) appear in the main text as Eq. (12).
Proposition 3. Given a convex set of states S C D, for any
¢ € argmin, g X(w) and p € S with S(pll¢) < oo,

X(p) — E(p) = —AS(plle).
Furthermore, if (1 — A)¢ + Ap € S for some A < 0, then

X(p) — Blp) = —AS(pll¢). (Al3)

Proof. Since ¢ is a minimizer, X(¢) < oo and X(w) >
—oo forall w € S. Then, Eq. (A12) is trivially true if X(p) =
00.If ¥(p) < o0, then the directional derivative from the min-
imizer ¢ to p can be expressed as Eq. (A10). At the same time,
the directional derivative from the minimizer ¢ to any p € S
must be nonnegative, since otherwise one could achieve a
smaller value of ¥ by moving slightly from ¢ toward p. Thus,
3,7 Z(@(1))l5=0 = 0, which gives Eq. (A12) when combined
with Eq. (A10).

We now prove Eq. (A13). Letw := (1 —a)p + ap € S for
some o < 0 (which exists by assumption), and note that ¢ can
be written as the convex mixture ¢ = (1 — A*)w + A*p with
A* = —a/(1 — ). Note that for any pair of states p, w € D
and A € [0, 1],

0 < —(1=MAS[pllo)] = A2AS[plloM)] < ha(2), (Al4)

where w(A) = (1 —Mw+ rp and hy(A) = —Alni — (1 —
A)In(1 —A) is the binary entropy function. The lower
bound in Eq. (Al4) follows from the monotonicity of
relative entropy, Proposition 6(V). The upper bound fol-
lows from —AS[p||lw(A)] < S[pllw(r)] < —In A, Proposition
6(IV), and similarly for AS[w|w(})]. Proposition 7 then im-
plies that for all A € [0, 1],

0< (1 -M)E(w)+212(p) — Zlw)] < ha ().

Since hy(1) < In2, Eq. (A15) implies that

(1 —=2)Z(w) + 1"2(p) < Z[w(M)] +1n2,
thus X(p), Z(w) < oo. The lower bound in Eq. (A15) also
implies that ¥ is convex, so therefore X[w(A)] < oo for all
A € [0, 1]. In addition, S[p|lo(M)] < —InX < oo for all A €
(0, 1) by Proposition 6(IV), hence S{®(p)||P[w(X)]} < co by
monotonicity.

We now write the directional derivative of % at w()) to-
ward p as a function of A,

FO) =82 = mMo®) +npl
= X(p) — Zlo)] + S{P(p)[Plo()]} — S[plle()],
(Al6)

(A12)

(A15)

where in the second line we used Proposition 2. Since
o(L*) = ¢, by Eq. (A12),

fO) =82l — e +npl > 0.

At the same time, it must be that f(A) < 0 for A < A*, since
otherwise we’d have X[p(L)] < X(¢) by convexity of X,
contradicting the assumption that ¢ is a minimizer.

Finally, observe that by definition, (1) is a linear com-
bination of three functions of A: X[w()1))], S[p|lw(1)], and
S{D(p)||P[w(A)]}. All three are finite on A € (0, 1) as we
showed above, and all three are also convex: X is convex
by the lower bound in Eq. (A15), while S(-||-) is convex by
Proposition 6(I). Hence, by Theorem I.11.A of Ref. [108],
all three are continuous functions of A in the interval (0,1),
so f(A) is also continuous. Therefore, since f(1) < O for
A < A* and f(A*) > 0, it must be that f(A*) = 0. This gives
Eq. (A13) when combined with Eq. (A16) and w(A*) = ¢. B

We now derive the equality form of mismatch cost that
appears as Eq. (10) in the main text.

Proposition 4. For any ¢ € arg min
with S(pll@) < oo,

X(p) — X(p) = —AS(plle).

Proof. First, consider the case when ¢ > ap for some
o € (0,1). Then, S(p|l¢) < oo by Proposition 6(IV), and
(1—=2X)¢+Aip € Dp for A € [—a/(1 — ), 1]. Applying Eq.
(A13) gives Eq. (A17).

Now consider the case where S(p|l¢) < oo, but it is not
the case ¢ > ap for any o > O (which can happen in infinite
dimensions). Consider the sequence of states {p,} C Dp de-
fined in Proposition 8. By Proposition 8(I) for all n there is
some «, > 0 such that p, > «,¢. Using the first part of this
proof, this implies

Y(w)and p € Dp

w€eDp

(A17)

0= X(on) — (@) + AS(pull@) Vn. (A18)
Taking the n — oo limit infimum of both sides gives
0= X(p) — X(¢) + AS(pllp), (A19)

where we have used Proposition 8(I). At the same time, since
Dp is a convex set, Eq. (A12) implies

0 < XZ(p) — Z(p) + AS(pll9). (A20)

Combining Egs. (A19) and (A20) gives Eq. (A17). |
The next results proves that the support of any optimizer
@p € argmin,,.p, X(p) and its orthogonal complement must
be noninteracting subspaces under the action of ®.
Proposition 5. If %(]i)(i|]) < oo for all pure states |i)(i| €
Dp, then for all ¢ € arg minweDP Y(w),

O(p) L P(p) VpeDp:p Lo (A21)

Proof. The result holds trivially if ¢ has maximal support,
supp ¢ = supp » pI1, since then {p € Dp : p L ¢} is an
empty set. Therefore, we assume that supp ¢ 7 supp Y p I1
and prove the result by contradiction.

Pick some p € Dp such that p L ¢ and ®(p) L P(p). Let
p have a spectral resolution p = >, p;|i){i|, and note that p L
¢ implies that

liY(i| Lo Vi:p:>O0. (A22)
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Thus ®(p) Y ®(p) implies that ®(|i)(i]) L P(¢) for some i
such that p; > 0, which means that
1> 2D(i) (i) — P(@)]. (A23)

Given some pure state |i)(i| that satisfies Eqs. (A22)
and (A23), define ¢(1) := (1 — X)¢ + Ali)(i|. Rearrange Eq.
(A32) in Proposition 7 to write
Z(1H D — Z(e)

_ Zlp(M)] = Z(p) — (1 = 2)AS[pllo(d)]

N A
Since X(¢(A)) — Z(p) > 0 (since ¢ is a minimizer) and
—AS[¢]l¢(A)] = 0 by monotonicity (Proposition 6(V)),

20 (i) — () = —AS[1i) (il lle()]. (A24)
Next, rewrite the RHS as
—AS[1i) (il lle(A)]
. lnA)S[IiMilllfp(?»)] - S{<I>(|i><i|)||<1>[<ﬂ(?»)]}' (A25)

—InA

Audenaert showed that S[p|l¢(A)]/(—InA) =1 when p L
@ [Theorem 1, [109]] and S(P(p)||P(p(2)))/(—Ink) <
%Hd)(,o) — ®(p)|l; [Theorem 9, [109]]. Plugging into Eq.
(A25) gives

—AS[li)(illlpM)] = (—InM)[1 = D) (i) — P(@)];].

Given Eq. (A23), the term inside the brackets must be strictly
positive. Therefore,

lim —AS[|) (i|lle(M)]
A—0t

> [1 = 119001 i) = ®(@)]] lim (=) = oo.
(A26)
Combining with Eq. (A24) gives
Z(i){i]) — Z(p) = — lim AS[pllp(d)] = oco.

This can only hold if X(|i)(i|) = oo, contradicting our as-
sumption that ¥ is finite for pure states. Thus, ¢ cannot be
a minimizer. [ |

3. Properties of quantum relative entropy and EP

Proposition 6. For any p, ¢ € D and positive map &, the
relative entropy S(p||¢) obeys the following properties:
L. S(pll¢) is jointly convex in both arguments.

IL Timy o+ S[pll(1 = )¢ + Ap] = S(pll@).
I If S(pllp) < oo, then

11—
lim ——S[e||(1 —A)p + Ap] =0. (A27)
r—0t A
IV. If ¢ > «ap for some a > 0, then
Sollg) < —Ina < oo. (A28)

V. Monotonicity: if S(p|l¢) < oo, then

AS(pllg) == S[P(P)IP(@)] = S(plle) < 0.

Proof. 1. Proved in Lemma 2 of Ref. [10].
II. It is clear that lim; ¢+ (1 — A)¢ + Ap = ¢ in the topol-
ogy of the trace norm. Note that relative entropy is convex

— AS[l) (il ll(A)].

and lower-semicontinuous in trace norm [107]. The result then
follows from Corollary 7.5.1 of Ref. [111].
1L Define (%) := —=%In(1 — 1) and then write

1—2
lim —= 1—2 A
Jim ——Spll(1 = )¢ + 1p]
Slell(1 — A)e + Ap]

= T G (A29)

_ o Slel( = 2)g + hpl A30)
A—0F —In(1 —X)

— 1 - u(M1%p), (A31)

where I1% indicates a projection onto the support of ¢. In
Eq. (A30), we used that lim; o+ f() = 1 from L’Hbpital’s
rule, and in Eq. (A31) we used [Theorem 1, [112]]. From
the definition of relative entropy in Eq. (6), S(p|l¢) < oo
implies that supp p € supp @, so tr{I1¥p} = 1. Plugging into
Eq. (A31) gives Eq. (A27).

IV. By monotonicity of operator logarithm, ¢ > ap
implies In¢ > Inap =Ina +In p. The claim follows by
plugging this into the definition of relative entropy in Eq. (6).

V. Proved in Ref. [21]. [ |

Proposition 7. Consider an EP-type function X, as in Eq.
(A2) or Eq. (A3). Then, for any p, ¢ € D, 1 € (0, 1) such that
X[p(A)] < oc:

(1 =2)Z(p) +1Z(p) — Zlp(A)]

= —(1 =)AS[plle(A)] = AAS[plleM)].  (A32)

Proof. EP-type functions as in Eq. (A2). Assume that
2[p(A)] < co. Then, given the definition in Eq. (A2), it
must be that S[p(A)], S{®[p(A)]}, and O[p(A)] are finite. By
concavity of entropy, this implies that S(p), S(¢), S[P(p)],
and S[®(¢)] are finite. Since Q is linear, Q[p(1)] = (1 —
A)0(@) + A0(p), which implies that Q(p) and Q(¢) are fi-

nite. Again using that Q is linear, write
(1 =1)Z(p) + 2Z(p) — Zlp(A)]
= {SlpM)] — (1 = 1)S(p) — AS(p)}
— (S{@leM)]} — (A = M)S[P(@)] — AS[P(p)]).

Eq. (A32) follows from the following identity Eq. (3) in
Ref. [46]:

Slp(M)] = (I = 1)S(p) — AS(p)
= (I = )Slelle)] + ASlplle()],

as well as the analogous identity for S{®[¢(1)]}.

EP-type functions as in Eq. (A3). For notational con-
venience define W(p):=V(p ® 0)V'. Donald’s identity
[Lemma 2.9, [113]] states that for any state p’ € D and any
convex mixture p := Y _.z;0;,

S(llp’)y =Y zlS(pillp") — S(oill p)). (A33)
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Using this, we write

SV(@IP(p) ® w]

= S[Z ZW(p) [ P(p) ® w]
=Y wlSI¥(e)(p) ® @] — S (p)[¥()]}

=) w{S[¥ (o) 19(p) ® @] — S(pillp)},

where in the last line we used the invariance of relative entropy
under isometries. Then, using [Theorem 3.12, [114]],

S[W (o) P(p) ® w]
= S[try W(p) 1P (D)] + S[W(pi)lltry ¥(p;) @ w]
= S[P(E)IP(P)] + S[¥(p)P(pi) @ w].  (A34)
Combining gives

ST (D)1 2(p) ® ]
=) LSV D) ® @] + AS(pillp)}.  (A39)

Taking z; =1 — A,z =X and p = ¢(A), p1 = ¢, p» = p in
this identity and rearranging leads to Eq. (A32):

(I =2)AS[pllp()] 4 LAS[plle()]
= S{WpM)]Ple(1)] ® v}

— (1 =D)S[¥(@)[[P(p) @ w] = AS[W(p)[|P(p) ® ]
= ZlpM)] = Qlp)]

— (1 =D)S[¥(P)[[P(p) @ w] = AS[W(p)[|P(p) ® ]
= ZlpM)] = (1 = 1)Q'(p) — 20 (p)

— (1 =D)S[¥(P)[[P(p) @ w] = AS[W(p)[|P(p) ® ]
= X[pM)] = (1 = 1)ZE(p) — 1X(p). (A36)

|

Proposition 8. Consider an EP-type function X%,
as in Eq. (A2) and (A3). For any p,¢ € Dp with
2(p), X(p), S(pllg) < oo, there is a sequence {p,} C Dp
such that:

I. For all n, there is some «,, > 0 such that p,, > «,¢.

IL. liminf, X(0x) + AS(oull@) = Z(p) + AS(p| ).

Proof. Write a spectral resolution of ¢ as ¢ = ), r;|i){il,
where ry, r;, ... indicate the nonzero eigenvalues of ¢ in de-
creasing order. Let IT¢ := )", |i)(i| indicate the projection
onto the top n eigenvectors of ¢, and let

pn i= 1Y pT1¥ /tr{T1Y p} (A37)

indicate the normalized projection of p. Note that the basis
{]i)} can always be chosen so that p,, € Dp for all n, by Lemma
2 below. We then have the following inequalities:

1
tr{TT5 p}p, = I pTIY < TIGITTY = ITY < —o.

T'n

(A38)

Equation (A38) implies that ¢ > o, 0, for a, = r,tr{I1¢ p} >
0. This proves part 1.

Below in Lemma 1 we show that EP-type functions, as in
Egs. (A2) and (A3), obey

liminf S(p,) = =(p). (A39)
n— o0

One can also show that
lim S(pullg) = lim S(p,llg.) — Intr{IT¥p} (A40)
n—oo n—oo

= S(pllp). (A41)

In the first line we defined ¢, = T¢@I1¢/tr{I1¢¢p}, and in
the second line we used that tr{IT1¢¢} — 1 and S(p,|l¢,) —
S(plle) by [Lemma 2.5, [113]]. Finally,

lim inf S[P(p,)[|@(@)] = S[P(P)[|P(@)], (A42)
by the lower-semicontinuity of relative entropy [107]. Com-
bining Eqgs. (A39), (A41), and (A42) proves part II. |

Lemma 1. For any p, ¢ € Dp with Z(p), Z(¢), S(plle) <
00, let the sequence of states {p,}, be defined as in the proof
of Proposition 8. Then, EP-type functions as in Eq. (A2) and
(A3) obey lim inf,,_, o, £(p0,) = Z(p).

Proof. EP-type functions as in Eq. (A2). Since ¥(p) < 00,
it must be that S(p) < co. Then, liminf, o S[P(p,)] =
S[®(p)] since entropy is lower-semicontinuous [107],
lim, S(p,) = lim, S(p) by [Lemma 4, [110]], and
liminf, o Q(p,) = Q(p,) by assumption that Q is
lower-semicontinuous. Combining with the definition in
Eq. (A2) gives Eq. (A39).

EP-type functions as in Eq. (A3). Equation (A39) holds
because X, as defined in Eq. (A3), is lower-semicontinuous
(being the sum of two lower-semicontinuous functions, the
relative entropy [107] and Q). ]

4. Auxiliary lemma

For the next result, we use the following notation: for any
orthonormal basis {|i)} and any subset of vectors A C {|i)},

=" i)l

liYeA

(A43)

indicates the projection onto the subspace spanned by A. In
addition, in analogy to Eq. (4), we use the following notation
to indicate the set of trace-class operators that are incoherent
relative to a set of orthogonal projections P:

Tp = peT:pzZHpH}. (A44)

IleP

Lemma 2. Forany ¢, p € Tp, there is an orthonormal basis
{li)} such that ¢ =, r;|i)(i| and for any A C {[i)}, Mp
I € Tp.

Proof. Forany I1 € P, let B := {|¢), |¢'), ...} be acom-
plete orthonormal basis for the Hilbert subspace ITH that
diagonalizes ITgIl. Since ¢ € Tp, it obeys ¢ = Y " _p [T@Il.
Since each TlgIl is diagonal in the basis By, ¢ can be di-
agonalized in the basis B := |Jpp Bn. It is easy to show
that B is orthogonal. In particular, consider any pair of
vectors in this basis, |¢) # [). If these two vectors be-
long to the same Brpy, then they are orthogonal because
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each By is an orthogonal basis. If they belong to different
Bn # By, then they are orthogonal because IT and IT" are
orthogonal.

For any A C B, define IT* as in Eq. (A43). Since T4 can
be diagonalized in the same basis as all of the IT € P, IT and
[1* commute. Then,

M p* = l'IA(Z npn) M =Y " M4 pM)IT € Tp,

IeP IleP

where in the first equality we used that p € Tp. |

APPENDIX B: MISMATCH COST FOR FLUCTUATING EP

Here we derive our results for fluctuating mismatch cost,
in the case when actual initial mixed state p and the optimal
initial mixed state ¢ commute. (For the noncommuting case,
we exploit results from Ref. [60]).

As in the main text, let S € D be some convex set of states,
and consider some p € S and ¢ € argmin,_g X(w) such that
S(pll¢) < oo and Z(p) — () = —AS(pl|l¢). Assume that
the pair of states p, ¢ commutes, and can therefore be simul-
taneously diagonalized in the same basis |i)(i|, as does the
pair of states ®(p), P(¢), and can therefore be simultane-
ously diagonalized in the same basis |¢)(¢|. For notational
convenience, define

po(i, @) := piTe(@li) = pitr{® (i) (i) (#1}. (BI)

1. Derivation of Eq. (36)

Given the above definition, Eq. (36) follows by taking the
expectation of Eq. (34),

(0p —04)p,
= ppli.$)[(In p; —Inr;) — (In p, — Inr})]
i,
23N plinp—Inr)— Y plnp, —Inr})
i:pi>0 ¢:p;’>0
= S(pllg) — S[P(p)IIP(p)], (B2)

where in (a) we used
po) = pyli.¢) = §pitr{<b(|i><i|>|¢><¢|}
¢
= pitr{ @) (iD} = pis
Po(@®) =Py $) =3 pitr{® (i) i) (9]
= tr{®(p)|9) (B} = P}
and in Eq. (B2) we used that p and ¢ can be diagonal-

ized in the same basis, and similarly for ®(p) and ®(¢).
Equation (36) then follows from our assumption that ¥(p) —

2(p) = —AS(pll).

2. Derivation of Eq. (37)

The derivation proceeds as follows:

oy, = Y
P

Po (i ¢)e—[(ln pi—Inpl)—(nr;—Inry)]

i.¢:p,(i.$)>0

- Y pGel
i,¢:p,(i,0)>0 Pi Ty

= 3 3 pr@aiinle)gh e L
iipi>0 ¢ Pi r¢

" Py

= D D uwle(Dig) @l —r
iipi>0 ¢ ¢

= Y w{@(i) i P(p)P(9) i
i:pi>0

= w(P(pI”)D(p)P(p) '}, (B3)

where we have used that ®(¢I1”) = Zi:p,>0 O(|i){i|)r; and

D(P)D(p)" =3, |¢)(¢lpy/r). Using the definition of the
Petz recovery map in Eq. (8), and the fact that the pairs p, ¢
and ®(p), P(¢) commute, we have

y = r{II"RE[D(p)]}
= t(ITP' 2D D () 2 [@ () D(p) ')
= tr{p[I? @ [D(p)P(p) '}

= tr{®(pI1")P(p)P(p) ™'}
Combining this with Eq. (B3) gives Eq. (37). Note that y €
(0, 1], since y is the trace of p (with trace 1) passed through
a composition of three positive non-trace-increasing maps: &,

RY [87], and T17. When p has the same support as ¢, [1°¢ =
¢ and therefore

y = t{®(I170)D(p)P(p) '} = tr{P(p)P(0)P(p) '} = 1.

3. Derivation of Eq. (38)

Our derivation is standard (e.g., see Eq. (20) in Ref. [7])
and proceeds as follows:

Pr[(Up - U(p) < =€)

=2 _pp(i.$)01=§ — (0, —0,)]

i,¢
< pr(i’ $)O[-& — (0, — qu)]e_s_("v_%)
i¢
=t pr(i, $)O[—& — (0, — g‘p)]e—(ap—%)
i,
< 675 pr(l’ ¢)e*(0pfa¢) = yeig’
i,

where ©® is the Heavyside function [@(x) =1 if x > 0 and
®(x) = 0 otherwise] and the last line used the IFT.
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4. Derivation of Eq. (39)
First, write
To(¢li) _ tr{P(D(DIP) (1}
Tro (1) tr{RG (o) (DD (il}
_ tr{ (i) (iDI$) (¢1}
tr{p!2DT[D(p) 219} (B (@) /219! 2]i) (i}
wf{ P (DIP)(Pl} Ty

N w(®T () (@l/rpli i} i

where we used the definition of the Petz recovery map in
Eq. (8). The result then follows by combining with Eq. (35).

APPENDIX C: MISMATCH COST FOR EP RATE
1. Main proofs

Here we analyze mismatch cost for the EP rate, which has
the general form

. d .
X(p) = ES[/O(I)] + 0(p), (ChH

where p evolves according to a Lindblad equation % pt)=
LIp@®)], and Q : D — R U{oo} is a linear functional that
reflects the rate of entropy flow into the environment. Note
that our results also apply to other “EP rate”-type functionals
(such as rate of nonadiabatic EP, entropy gain, etc.), which
correspond to different choices of the linear functional Q.

Consider some pair of states ¢, p € D such that S(p) <
00, X(p) < 00, S(pll¢) < co. As before, let (1) = (1 —
A)¢ + Ap indicate a linear mixture of the two states. Our
results will reference the following regularity assumptions
regarding the behavior of the EP rate ©[¢()] in the neigh-
borhood of A = 0.

Condition 1. The following (one-sided) partial derivatives
at A = 0,7 = 0 are symmetric:

I lp()] = 9,9, / S E(p)]dt'. (C2)
0

Condition 2. If ¢ > ap for some o« >0, then A~
S[e(A)] is finite and continuously differentiable in some
neighborhood of A = 0.

Importantly, these two conditions always hold in finite
dimensions, as shown below in Proposition 11.

If Condition 1 holds, then it is straightforward to show that
the directional derivative of X in the direction of ¢ at p has
a simple information-theoretic form. In particular, use ¥ to
define a time-dependent integrated EP as a function of the
initial state p att = 0,

X(p,t) = / e (p)ldt’ = S[e“(p)] — S(p) + Q(p, 1),
0
(C3)

where Q(p,t) = fot Ole"'“(p)ldt’ is the integrated entropy
flow. This is an EP-type function of type Eq. (A2) (techni-
cally, we have not shown that Q is lower-semicontinuous in
p; however, this will not be required for the integrated EP
results we reference in our analysis of EP rate). One can then

write
A M)z = 8,10 Z(p, 1)
=3 [2(p,t) — Z(p, 1) + AS(pll9)]

. . d
= 2(p) = X(p) + Sle@lle@], (C4)

where we used Eq. (C2) and Proposition 2.

We use this result to derive bounds on instantaneous mis-
match cost (i.e., mismatch cost for instantaneous EP rate).
Equations (C5) and (C6) appear in the main text as Eq. (52).

Proposition 9. Given a convex set of states S € D, con-
sider any ¢ € argmin, g Y(w) and p € S. If S(pllp) < 0o
and Condition 1 holds, then

. . d
X(p) = X(p) 2 —ES[p(t)llw(t)]. (C5)

Furthermore, if ¢(1) € S for some A < 0 and Condition 2
holds, then

. . d
2(p) = xlp) = = SlpOlle@)]- (C6)

Proof. Within the convex set S, the directional derivative
from the minimizer ¢ of Y toward any p must be nonneg-
ative, 9,7 2[@(1)]],=0 = 0. Equation (C5) then follows from
Condition 1 and Eq. (C4).

To derive Eq. (C6), consider some o < 0 such that (1 —
a)p +ap €S. Then, ¢ > —ap/(1 —a) and so by Condi-
tion 2 the function A — X[¢(X)] is finite and continuously
differentiable in some neighborhood of A = 0. That means
that the directional derivative must vanish at the minimizer
A =0, 8] Z[e(M)]],=0 = 0. Equation (C6) then follows from
Eq. (C4). |

We now derive the equality form of instantaneous mis-
match cost, which appears as Eq. (50) in the main text. To
derive the next result, we require that

¢ > ap forsomea > 0. (CT)

It is simple to show that in finite dimensions, Eq. (C7) is
equivalent to requiring that S(p|l¢) < oo (this is the condi-
tion mentioned in the main text when presenting Eq. (50),
where only the finite-dimensional case is analyzed). In infinite
dimensions, Eq. (C7) is stronger that S(p|l¢) < co. Interest-
ingly, Eq. (C7) can be restated in information-theoretic terms
as Smax(pll¢) < 0o, where S« is the so-called “max-relative
entropy” [Definition 10, [115]],

Smax(pll@) = inf{x e R: ¢ > 27" p}.

Proposition 10. Consider any ¢ € argmin,,.p, > (w) and
0 € Dp such that 51(,0) < o00.If ¢ > ap for some o > 0 and
Conditions 1 and 2 holds, then

. . d
2(p) = xlg) = ——SlpOlle@)]- (C8)

Proof. ¢ > ap for some o > 0 implies that (1 + o)p —
ap >0,s0 ¢ > 1%(/’ and therefore S(pll¢) < oo by Propo-
sition 6(IV). Equation (C8) then follows from Eq. (C6). N

Our next results shows that our technical assumptions
about X are always satisfied in finite dimensions.
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Proposition 11. Assume that dim H < oco. Then, Condi-
tions 1 and 2 hold for any pair of states ¢, p € D such that
2(p), (@), S(pllp) < oo.

Proof. First, note that in finite dimensions, S(p|l¢) < 0o
implies that supp p C supp¢ which, by Lemma 3 below,
means there is some o > 0 such that ¢(A) > 0 for all X €
(—a, 1).

We now show that |2[(p(k)]| <ooforall A € (—a, 1).Itis
easy to see that 2 (p), () < 0o implies that 0(p), O(p) <
oo [see Eq. (C1)]. Since Q is a linear function, Q[p(1)] =
(1 —M)0(@) + 10(p) < oo for all A € (—a, 1). Then, in fi-
nite dimensions, the derivative of the entropy obeys [66,105]

©Slp(0)] = —lL(o)np) = — S GE@N g (€9
where we used the spectral resolution p = Y, p;|i) (i| in some
complete basis {]i)}, and assume 0In0 =0 (as standard).
From this expression, it is easy to see that |%S[,o(t)]| < oo if
and only if there is no i such that (i|L(p)|i) > 0, p; =0,
or in other words iff suppL(p) C suppp. Given our
assumption that Y(p), X(p) < 00, it must be that
%S[go(t)], %S[p(t)] < 00. Therefore, supp L(¢) C supp g
and supp L(p) € supp p. Furthermore, S(p|l¢) < oo implies
supp p C supp ¢, which means that supp L(p)  supp ¢. This
means that for A € (—a, 1],

supp L{p(1)] = supp [(1 — 1) L(¢) + AL(p)] S supp ¢.
(C10)

Combining Eq. (C10) with Eq. (C14) in Lemma 3 gives
supp L[¢(A)] C suppp(r) forall A€ (—a,l).

Thus, |%S[¢(A)(I)]| < oo for all A € (—a, 1), which also
means that | [@(1)]| < oo, therefore proving the first part of
Condition 2.

Now consider the (two-sided) of the function A +—
[@(A)] in the neighborhood of A = 0. Using Egs. (C1) and

(C9), we write

B ZlpM)] = —dor{Lle(M)]Ine(A)} + O(p — ¢).
This derivative is continuous in A, since A — L[p(A)], A —
In@(A) are continuous in finite dimensions. This proves the
second part of Condition 2.
To prove Condition 1, define the integrated EP function
%(p,t) as in Eq. (C3). As we showed, the following limit is
finite for all A € (—a, 1),

. 1
Sl =3 Zlp(). 1] = Jim 7Ele), 1. (CID

In addition, for each ¢t > 0, the map p — X(p,?) is an
EP-type function as in Eq. (A2). Therefore, the function
A X[e()r), t] is convex over A € (—a, 1). This means that
lim;_, o+ %%E((p()\), t) exists for all ¢ [Theorem 23.1, [111]].
Sequences of convex functions converge uniformly, and in
particular lim,_, o+ %%E[(p()»), t] converges uniformly over
A € [0, 1/2] [Theorem 10.8, [111]]. This allows us to ex-
change the order of limits,

N N
Jig, 5 1 7 Blp 0.1 = Jig, 7l 3 Zlo0. 11

which proves Condition 1. |

The next result is used to show that in many cases of
interest, the minimizer of EP rate will have full support.

Proposition 12. Assume that dimH < oo, and suppose
that

supp L(p) € suppp VYp € Dp:suppp # Hp. (C12)

Then, any ¢ € argmin,,.p, ¥ (w) obeys supp ¢ = Hp.

Proof. Note that %S[p(t)] = oo [and hence Z(p) = o]
whenever supp L(p) € supp p, as shown in the proof of
Proposition 11. Since the minimizer ¢ must have > (¢) < oo,
Eq. (C12) implies that it cannot be that supp ¢ # Hp. |

2. Auxiliary lemma

The following lemma is used in some of the results above.
Lemma 3. If dimH < oo and supp p C supp ¢, then there
is some o > 0 such that for all A € (—a, 1),

0<=Me+rp,
supp ¢ C supp [(1 — A)p + Ap].

(C13)
(C14)

Proof. Let I1¢ indicate the projection onto the support of
@. Since dim H < oo and supp p C supp ¢,

¢ = all” > ap, (C15)

where o > 0 is the smallest nonzero eigenvalue of ¢. Note
that 0 < (1 — L) + Ap for A € {—a, 1}, hence also for all
A € [—a, 1] (since the set of positive operators is convex).

Next we derive Eq. (C14). For any |a) € supp ¢ and —o <
A <O,

(al(1 = V)¢ + Apla) = (1 — 1){alpla) + A{alpla)
> (algla) — afalpla)

2 a(ala) — afala) =0,

where the strict inequality uses (a|¢|a) > Oand —a@ < A < 0.
Then, forany 0 < A < 1,

(al(1 = 2 + Apla) = (1 — A){alpla) + Alalpla)
2 (1 = A)(alpla) > 0,

where the strict inequality wuses (a|¢la) >0 and
0 < A < 1. Combining implies that for all A € (—«, 1),
|a) € supp[(1 —X)p + Ap] for all |a) € suppy, proving
Eq. (C14). |

APPENDIX D: CLASSICAL PROCESSES

In this Appendix, we show that our expressions for mis-
match cost also apply to classical systems, as briefly discussed
in Sec. V in the main text.

We first consider discrete-state classical systems, and show
that our quantum results immediately apply to them as a
special case. After that, we consider continuous-state classical
systems, and demonstrate how our quantum results can again
be applied, once some appropriate modifications are made.

Below we write classical entropy and entropy production
in sans-serif font, S and ¥, to distinguish them from quan-
tum entropy S and entropy production X. We will also make
use of classical relative entropy, also called Kullback-Leibler
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(KL) divergence. The KL divergence between two probability
density functions p and r can be written as

[ p(x)In %dx if supp p C suppr,
00

D1
otherwise, (D)

D(plr) = {
where supp p := {x € X : p(x) > 0} indicates the support of p
(and similarly for r). The same definition applies to discrete-
state probability mass functions, as long as the integral is
replaced with summation.

In this Appendix we focus on converting results concerning
EP in quantum systems into results concerning EP in classical
systems. We note though that the same kind of reasoning we
use below can also be used to convert our results concerning
the quantum “EP-type” functions discussed in Sec. VII into
results concerning the associated classical EP-type functions
(e.g., classical nonadiabatic EP, entropy gain, etc). All that
is needed for our reasoning to apply is that the classical
EP-type function can be written in the form of classical EP
[Egs. (58), (59), or (D20)], where G is an arbitrary linear
functional of the initial distribution p.

1. Classical processes in discrete state-space
a. Integrated EP

We first discuss how our analysis of quantum mismatch
cost for integrated EP applies to discrete-state classical sys-
tems. Consider a classical system with a discrete state space
X which undergoes a driving protocol over some time interval
t € [0, t] while coupled to some thermodynamic reservoirs.
As mentioned in Sec. V A, we use P(x|xp) to indicate the con-
ditional probability of the system undergoing the trajectory
x = {x, :t € [0, t]} under the regular (“forward”) protocol,
given initial microstate xo. We will also sometimes write the
conditional probability of final microstates j given initial mi-
crostate i in terms of the transition matrix 7 (j|i) = P(x; =
Jlxo = i), so that the map from initial to final distributions can
be expressed in matrix notation as p’ = T p. In addition, it will
sometimes be useful to consider the conditional probability
P(%|%,) of observing the time-reversed trajectory & = {¥;_;
t € [0, t]} under the time-reversed driving protocol given ini-
tial microstate ¥, (tilde notation like ¥ indicates conjugation
of odd variables such as momentum [72,73]).

Let the elements of the state space X index a set of pure
quantum states in some complete orthonormal reference basis
{]i) : i € X}. One can then choose P = {|i)(i|}icx and define
Dp as in Eq. (4) (i.e., as the set of density operators diagonal
in the reference basis). Any probability distribution p over X
now corresponds to the mixed quantum state

p? =" pili){il € Dp. (D2)

Note that the quantum and classical relative entropy are iden-
tical when applied to elements of Dp:

S(p”lp") = D(plir).

Conversely to Eq. (D2), any quantum state p can be turned
into a distribution over X via

(D3)

P = (ilpli). (D4)

Note that the map p — p” is many-to-one, as it ignores all
off-diagonal elements of p relative to the reference basis (i.e.,
it ignores any coherence in p).

Now consider the quantum channel, which is defined in
terms of T as

D(p) := Y T(jli)ilpli)| ) l-

iJ

(D5)

Applying the classical transition matrix 7 to the classical
distribution p and then converting it into a density matrix
via Eq. (D2) is equivalent to applying & to the associated
quantum mixed state p”:

LOEDY (Z T(j|i>pi) L= p".

J

(D6)

In this sense, maps between the classical and quantum pictures
commute with the associated dynamic operators.

The expected classical entropy flow can also be written in
terms of a quantum functional, which is defined in terms of
G as

Q(p) :=G(p’).

Q is a linear functional (since we assumed G is linear). In
addition, for any “classical” mixed state p? € Dp, Q(p?) =
G(p) as expected.

Note that although Q and & are defined in a quantum
manner, they behave classically. In particular, they are both
invariant to coherence relative to the reference basis {|i)},

®(p) = ®[Pp(p)], Q(p) = O[Pp(p)]l, VpeD, (D8

where Pp(p) = >, |i)(ilpli)(i| is the “pinching map” for the
reference basis [116]. In addition, the output of @ is always di-
agonal in the reference basis, so its outputs always commute,

[®(p), P(p)]=0 Vp,peD. (D9)

With these definitions, the standard definition of integrated
EP in classical stochastic thermodynamics, Eq. (58) [or equiv-
alently Eq. (59)], can be seen as a special case of quantum in-
tegrated EP, as defined in Eq. (A2), i.e., X(p) = X(p?). There-
fore, one can analyze classical mismatch cost using the results
in the main text, such as Eqs. (10) and (12), by considering
the quantum channel ® and entropy flow functional Q defined
above, and by restricting attention to the set of mixed states
in DP.

It is also possible to analyze classical mismatch cost within
the subset of probability distributions whose support is re-
stricted to some subset of microstates S € X. This can be done
by choosing P to be the corresponding subset of pure states,
P = {]i)(il}ies, and then analyzing mismatch cost within the
resulting set of mixed states Dp.

(D7)

b. Fluctuating EP

Consider a quantum channel that has the form given in Eq.
(D6) and an entropy flow function that has the form given
in Eq. (D7), as might represent entropy flow in a classical
system. We consider two mixed states p” = ). p;|i)(i| € Dp
and p" =), r]i)(i] € Dp that correspond to two classical
probability distributions p and r, and we will use the short-
hand p’ = Tp and ' = Tr. As in the main text, we assume

054107-22



DEPENDENCE OF INTEGRATED, INSTANTANEOUS, AND ...

PHYSICAL REVIEW E 104, 054107 (2021)

that D(p||r) < oo and

Z(p") = Z(p") = —AS(p"llp").

(In particular, this might be because p” is a minimizer of
EP in some convex set). It is clear that p” and p” commute
since they are both diagonal in the reference basis. In addition,
®(pP) = p” and 7 (p") = p” must also commute, given Eq.
(D9). Therefore, the simple commuting case of fluctuating
mismatch cost which is analyzed in the main text, and in more
detail in Appendix B, applies to all classical processes. In
particular, the fluctuating mismatch cost in Eq. (34) can be
written as in terms of probability values in p and r as

op(i —> j,q) —op (i — j,q)

= (—lnp;+1npi)— (—lnr}—i—lnri). (D10)

This classical special case of fluctuating mismatch cost obeys
the fluctuating mismatch cost results described in the main
text. In particular, it agrees with average mismatch cost in
expectation,

—AS(p"lp") = E(p”) — Z(p")
(p) — ().

(0pr = Opr)Pxlro)p(ro) =
= —AD(plr) =

In addition, it obeys an integral fluctuation theorem,

(7" ) pxixg)pg) = Vs (D1D)
where
T (Gli)rdgupp p(i
y=3"p, 2 U“Z e o1, (D12)

Jj J

where 1 is the indicator function. Equation (D11) is the clas-
sical analog of Eq. (37). It implies that negative values of
classical fluctuating mismatch cost are exponentially unlikely:
Prl(o,r — 0,) < —E] < ye™* (see Appendix B).

For this classical channel, the Petz recovery map is simply
the Bayesian inverse of the transition matrix with respect to
the reference probability distribution [38,40]. In other words,
plugging ® from Eq. (D5) and ¢ = p" into Eq. (8) gives

T(jlori

Tre (i]j) = —=—t—.
o > TGl

(D13)

Thus, the classical analog of Eq. (39) holds, which allows us
to write the classical mismatch cost as

opr(i = j,q) — 0y (i — j,q)

TGl o T lDp

T (il ) Try (1)P;
(D14)

:(—lnp_’]-—i—lnp,-)—i—ln

In this sense, the classical fluctuating mismatch cost of p
quantifies the time-asymmetry between the forward process
and the reverse process, as defined by the Bayesian inverse of
the forward process run on the optimal distribution r.

c. EP rate

Consider a discrete-state classical system which evolves
according to a Markovian master equation,

d
P = Z PitIWj;.
In general, the classical EP rate can be written as [28]

X(p) = %S[p(t)] + G(p), (DI15)
where G(p) is the rate of entropy flow to environment. As
always, the form of G(p) will depend on the specifics of the
physical process, but it can generally be written as an expec-
tation over the microstates. For instance, imagine a system
coupled to some number of thermodynamic reservoirs {v}
which contribute additively to the overall rate matrix W as
W =Y W". Then, the expression for the rate of entropy
flow is

G(p) = ZP,ZW In 2t WU,

where W, is the transition rate from microstate i to microstate
j due to transmons mediated by reservoir v (for details, see
Ref. [28]).

We now show how mismatch cost for classical EP rate can
be expressed in the quantum formalism used in the main text.
Define the following Lindbladian in terms of W:

Lip) =Y Wililpli)|j){jl.

ij

(D16)

Next, define a quantum functional corresponding to the en-
tropy flow rate in terms of G,

0(p) := G(p’),

where p” is defined as in Eq. (D4).

Given these definitions, consider a mixed state p? =
> pili){i] € Dp that represents a classical distribution p. Ap-
plying the Lindbladian £ to p? is equivalent to evolving p
under the classical rate matrix,

L(p") = ZW,,p,u il = Z( p,(:))ux . (DI18)

(D17)

Similarly, the quantum entropy flow rate obeys Q( pP) =
G(p), as expected, and is a linear functional since G is an
expectation. Therefore, one can analyze classical instanta-
neous mismatch cost using Eqs. (50) and (52), by defining the
Lindbladian £ and entropy flow rate functional Q as above,
and by restricting attention to the set of states in Dp.

It is also possible to consider instantaneous mismatch cost
within the subset of probability distributions with support re-
stricted to some subset of microstates S € X. This can be done
by choosing P = {|i)(i|};cs to be the corresponding subset of
pure states, and then analyzing instantaneous mismatch cost
within the resulting set of mixed states Dp.
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2. Classical processes in continuous phase space

Above we showed that mismatch cost for discrete-state
classical systems follows as a special case of our quan-
tum analysis. However, the mapping between quantum and
continuous-state classical system is not as straightforward,
because it is not generally possible to represent a continu-
ous probability distribution in terms of a density operator
over a separable Hilbert space. Nonetheless, as we show in
this Appendix, the same proof techniques used to derive our
quantum results can also be used to derive mismatch cost for
continuous-state classical processes, as long as an appropriate
“translation” is carried out.

We start with some definitions. Let X € R” indicate the
continuous-state space of a classical system. This state space
can represent the configuration space of the system (only
position d.o.f.), as might be appropriate for a system with
overdamped dynamics, or the full phase space of the system
(both position and momentum d.o.f.), as might be appropriate
for a system with underdamped dynamics. In this subsection,
we use the term “probability distribution” to refer to a proba-
bility density function.

a. Integrated EP

Consider a continuous-state system that undergoes a driv-
ing protocol over some time interval ¢ € [0, t], while coupled
to some thermal reservoir(s). As above, we use P(x|xy) and
P(%|%,;) to indicate the conditional trajectory distributions
under the forward and backward protocols, respectively. We
will sometimes write the map from initial to final probabil-
ity distributions in operator notation as p’ = T p, where the
transition operator 7 is defined in terms of the conditional
probability density as [T p](x;) = [ P(x;|x0)p(xo) dxo.

We will consider the following two classical EP-type func-
tions. The first is a slightly generalized form of Eq. (59),

£(p) = DIP(X [Xo)p(Xo) IPB(X X )p'(X:)] + G(p), (D19)

where G’ is any lower-semicontinuous linear functional
(lower-semicontinuity is taken to be in the topology of total
variation).

The second is a slightly generalized form of Eq. (60),

Z(p) = DIp'Xe, YOl P Xo)q(Ye X))l + G (), (D20)

where g(y;|x;) is any conditional distribution of bath states
given system states and G’ is any lower-semicontinuous linear
functional. As discussed near Eq. (60), this definition applies
only when the system and environment evolve together in a
Hamiltonian manner in the full phase space, so that the map
from the initial to the final distribution is volume-preserving.
Note that in principle this conditional distribution may be in-
dependent of X, in which case the right-hand side of Eq. (D20)
would have the form of D[p/(X;, Y)|p' (X:)q(Y:)] + G (p),
in complete analogy to Eq. (A3). (As in the other setting we
consider in this paper, the generalization to any such linear
functional allows us to consider various “EP-type” functions
in the setting of continuous-state classical systems, including
not only EP but also nonadiabatic EP, entropy gain, etc., see
discussion in Sec. VII).

Our results below apply to both forms of classical
EP, Egs. (D19) and (D20). This is not surprising, as for

Hamiltonian systems the two forms can be shown to be math-
ematically equivalent up to the choice of the arbitrary linear
functions G and G’. This is proved in Proposition 14 below,
which is the classical equivalent of Proposition 1.

Using these definitions, we show that our results for
mismatch cost for integrated EP apply to continuous-state
classical systems. We do so by using the exact same proofs
as for the quantum case, as found in Appendix A, with the
following replacements:

(1) The quantum EP X should be reinterpreted as the
classical EP X [in particular, Eq. (A2) can be reinterpreted as
Eq. (D19), while Eq. (A3) can be reinterpreted as Eq. (D20)].

(2) The quantum relative entropy S(-||-) should be rein-
terpreted as the classical relative entropy, D(-||-). Similarly,
the change of quantum relative entropy under the quantum
channel ®, AS(pllg) = S[P(p)||P(¢)] — S(pll¢), should be
reinterpreted as the change of KL divergence under the condi-
tional probability density 7',

AD(pllr) = D(T p||Tr) — D(plr).

(3) The set of quantum states D should be reinterpreted as
the set of probability density functions over X. Dp should be
reinterpreted as the set of probability density functions with
support limited to some measurable subset P C X.

(4) The quantum operator notation p > ar should be rein-
terpreted to mean p(x) > ar(x) forall x € X.

(5) References to three propositions, which concern prop-
erties quantum relative entropy and quantum EP, should be
replaced by references to the following propositions (proved
below in Appendix D 2 d) which prove analogous properties
of KL divergence and classical EP for continuous state spaces:

(a) Proposition 13 replaces Proposition 6,
(b) Proposition 15 replaces Proposition 7,
(c) Proposition 16 replaces Proposition 8.

By making these replacements, one can reuse the proofs
of Propositions 2—4 to derive expressions of mismatch cost
for continuous-state classical systems rather than quantum
systems. First, consider any pair of distribution p, r such that
¥(p), (r), D(p|lr) < oo. Then, by Proposition 2, the direc-
tional derivative of ¥ at p in the direction of r obeys

O T[r(M)li=o = T(p) — T(r) + AD(plI1).

This equation is the starting point for deriving various
expressions for mismatch cost. Let Dp indicate the set of
distributions with support limited to some arbitrary mea-
surable subset P C X, and consider any p € Dp and r €
arg min,, ., ¥ (w) such that D(p||r) < oo. Proposition 4 then
shows that

(D21)

X(p) — X(r) = =AD(p|r), (D22)

which is the classical analog of Eq. (10). More generally,
let S € D be any convex subset of distributions. Then, by
Proposition 3, for any p € S and rs € argmin,_g X (w) such
that D(p|rs) < oo,

X(p) — X(rs) = —AD(plrs),

with equality if (1 — A)rs +Ap € S for some A < 0. Since
¥ (rs) = 0 by the second law, Eq. (D23) implies the EP bound

X(p) =z —AD(plrs). (D24)

(D23)
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We do not prove any result about the support of the
optimizer r € argmin,, ¥ (w) for continuous-state classical
systems (as we did for quantum systems in Proposition 5),
instead leaving this for future work.

b. Fluctuating EP

Here we show that our results for fluctuating mismatch cost
also apply to continuous-state classical systems. The underly-
ing logic of the derivation is the same as for the quantum case,
though we slightly modify our notation.

Consider a continuous-state classical system that un-
dergoes a physical process, which starts from the initial
distribution p and ends on the final distribution p’ = Tp. In
general, the fluctuating EP incurred by a continuous-state
trajectory x can be expressed as [1]

0,(x) = In p(xg) — In p'(x;) + q(x),

where g(x) is the entropy flow in coupled reservoirs incurred
by trajectory x(t).

Now let r indicate the initial probability distribution that
minimizes EP, so that the following mismatch cost relation-
ship holds:

X(p) — X(r) = —AD(plr). (D25)
As in the main text, we define fluctuating mismatch cost as
the difference between the fluctuating EP incurred by the tra-
jectory x under the actual initial distribution p and the optimal
initial distribution r,

01,(x) —o,(x)=[—1In p/(xr) + In p(xo)]

—[=In7(x;) + Inr(x)], (D26)

where ' = Tr, which is the classical analog of Eq. (34). It
is easy to verify that Eq. (D26) is the proper trajectory-level
expression of mismatch cost,

(ap - Ur)P(xlxo)p(xo) = —AD(P”V) = X(P) - z(r)

Using a derivation similar to the one in Appendix B, it can also
be shown that Eq. (D26) obeys an integral fluctuation theorem
(IFT),

(&) b o) = Vs (D27)

where the y correction factor is given by the formula in Eq.
(D12) (with summation replaced by integrals).

Finally, some simple algebra shows that fluctuating
mismatch cost can also be written in terms of the time-
asymmetry between the forward conditional probability
distribution P(x;|xp) and its Bayesian inverse P(x;|xg) :((’;‘1)),
as in Egs. (D13) and (D14).

c. EP rate
Consider a system that evolves in continuous-time accord-
ing to a Markovian dynamical generator L, which we write
generically as

p(x) := o, p(x,t) = Lp. (D28)

For example, this generator may represent an (underdamped
or overdamped) Fokker-Planck operator.

In classical stochastic thermodynamics, the EP rate in-
curred by distribution p is then given by [117,118]

. d .
X(p) = ES(p(t ) + G(p), (D29)

where the first term indicates rate of the increase of the (con-
tinuous) entropy,

S(p) == —/p(X)lnp(X)dx,

while the second term G reflects the rate of entropy flow.
While the particular form of G(p) will depend on the specific
setup, it has the general form of an expectation over some
function defined over the microstates, which is a linear func-
tional of p.

Our results for instantaneous mismatch cost apply to
continuous-state classical systems. In fact, one can use the
same proofs as for the quantum case, as found in Appendix C,
while making the quantum-to-classical substitutions (1)—(5)
described in Appendix D2 a. We will also need to make the
same technical assumptions regarding the EP rate as we made
in Appendix C: the symmetry of partial derivatives as in Con-
dition 1, and the finiteness and continuous differentiability as
in Condition 2.

Consider any pair of distribution p, r such that ¥(p) <
00, ¥(r) < 00, D(p||lr) < oo. Using the same derivation as in
Eq. (C4), the directional derivative of ¥ at p in the direction
of r obeys

. . . d
A E[r(M]h=o = X(p) — X(r) + ED[p(t)llr(t)], (D30)

which allows us to derive various expressions for mismatch
cost. In particular, let Dp indicate set of distributions with
support limited to some arbitrary measurable subset P C X.
Consider r € argmin,.p, Y(w) and any p € Dp such that
p = ar for some @ > 0. Proposition 10 then shows that

. . d
r(p) —x(r) = —ED[p(t)llr(t)],

which is the classical analog of Eq. (50). More generally,
let S € D be any convex subset of distributions. By Propo-
sition 3, for any p € S and rs € argmin, g ¥(w) such that
D(plrs) < oo,

(D31)

. . d
2(p) = x(rs) 2 = Dlp®)llrs ()], (D32)

with equality if (1 —A)rs +Ap € S for some A < 0. Since
¥ (rs) = 0 by the second law, Eq. (D32) implies the EP rate
bound

. d
(p) 2 —ED[P(I)”VS(Z)]-

We do not prove any results about the support of the
optimizer r € argmin,, ¥ (w) for continuous-state classical
systems (as we did for quantum systems in Proposition 12),
instead leaving this for future work.

d. Properties of KL divergence and classical EP for
continuous-state systems

We now state several (mostly well-known) results about
classical EP and relative entropy in continuous-state spaces.
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These results serve the role of Propositions 6-8 for
continuous-state classical systems.

Proposition 13. For any p,r € Q and conditional proba-
bility density T (x'|x), the classical relative entropy D(p||r)
obeys the following properties:

I. D(p||r) is jointly convex in both arguments.

IL. lim,_o+ D[pll(1 — A)r + Ap] = D(pl|r).

III. If D(p|lr) < oo, then

1=
)\ILIBL TD[rll(l —Mr+Aap]l=0. (D33)
IV. If r > ap and some « > 0, then
D(p|lr) < —Ina < oo. (D34)

V. Monotonicity: if D(p||r) < oo, then
AD(pl|lr) :== D(Tp||Tr) — D(plir) < 0.

Proof. 1. Proved in Ref. [119].

IL. It is clear that lim;_.o(1 — A)r + Ap = r in the topol-
ogy of total variation distance. Note that KL divergence
obeys monotonicity, convexity in both arguments [120] and
lower-semicontinuity in the topology of weak convergence
[121] (thus also in the topology of total variation distance,
which is stronger). The result then follows from [Corollary
7.5.1, [111]].

1L Define (%) := —% In(1 — 1) and then write

1—a
lim —=D[r|(1 — A
Jim ——D[r[(1 = A)r + Ap]
DIr||(1 — M)r + Ap]
—In(1 — 1)

DIrll(1 = A)r + Apl
—In(1 — 1)

(D35)

= i 00 Jry

; (D36)

- A—0F

where we used that lim, ¢+ f(1) = 1 from L"Hopital’s rule.
A bit of rearranging then gives

D[r||(1 — 2M)r + Ap] _/ In[(1 = A) + Ap(x)/r(x)]
—1In(1 = 1) o In(1 — A)

Note that |In[(1 —A)+Xrz]| < |1 —z| for A €[0,1 —1/e)
and z > 0. That implies that for A € [0, 1 — 1/e),

r)ln[(1 =) + ApCx)/r()]l < r()|1 — p(x)/r(x)]
= |r(x) = p()l.

dx.

Then, by the dominated convergence theorem, one can move
the limit inside the integral:

D[r|[(1 = A)r+ Ap]

A—0+ —In(1 — X&)
:/r(x) lim In[(1 —)»)+)»P(x)/r(X)]dx
A0+ In(1 —2)

_ e
_/r(x)|:1 r(x)i|dx

=1 [ L 0P

=0,

where in the last line we used that D(p||r) < oo implies that
supp p C supp r [by the definition of KL divergence in Eq.
(D1)]. Plugging into Eq. (D36) gives Eq. (D33).

IV. Follows from a simple manipulation of Eq. (D1).

V. Follows from the monotonicity property of KL diver-
gence, i.e., the “data processing inequality” [119]. ]

The next result shows that the definitions in Egs. (D19) and
(D20) are equivalent. We note that this result applies under the
assumption that the system and environment jointly evolve in
a Hamiltonian manner, so that Eq. (D20) is a valid definition
of integrated EP. We will use g: X x Y — X x Y to indicate
the invertible volume-preserving evolution function specified
by the Hamiltonian dynamics over system and environment
from timer = O to time t = 7.

Proposition 14. Given the definitions of the terms in
Egs. (D19) and (D20), and assuming all relevant terms are
finite,

DIP(X [Xo)p(Xo)IIP(X |X:)p'(X:)] + G(p)
= D[p'(X;, YOl P X )g(Y:1X:)]1 + G'(p), (D37)
where G'(p) := G(p) + [ p(xo)f(x0)dxo and f:X — R is

defined as
P X
) i <ln 13<:f|)fo>> N <ln q(y|(x)||g< 0),y0>> .
FE) [ by OO0 [ o)
Proof. Rewrite the KL divergence in Eq. (D19) as
DIP(X|Xo)p(Xo)IP(X X )p' (X:)]

P(x|xo) >

PEI%0) [l pixo)

One can also rewrite the KL divergence in Eq. (D20) as
D[P,(Xra Yr)”p/(Xt )Q(Yr |X:)]

= S[P/(Xr)] - S[p/(er YOI — (IHQ()’I |xt)>p’(x,,y,)'
(D39)

= S[p'(X:)] = S[p(Xo)] + <1n . (D38)

The second entropy term can be written as

S[p' Xz, Y)] = S[p(Xo, Yo)1 = S[p(Xo)]
- /P(XO)Q()’olxo) In g(yolxo)dxodyo,

where we first used the invariance of differential entropy un-
der volume-preserving transformations, and in the second line
the chain rule for entropy. One can then rewrite the last term
in Eq. (D39) as

(In q(ye|x; ))p'(xr Vo)

= /p’(xr, yo)Ing(y.|x;) dx.dy,

= /P(xo,yo)ln GO (x,y)=e(x0,y0), dX0d Y0,

where we performed a change of variables and used that
P(x0, Y0) = P (X, Y )l (xr.ye)=g(x0.30)- COmbining lets us rewrite
the right-hand side of Eq. (D39) as

Q(y|x)|g(xo,yo)

SLP (X.)] — SIp(Xo)] — <ln
q(yolxo)

>q (o lxo)p(xo)
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Combining with Eq.
Eq. (D37).

We now prove the classical analogs of Propositions 7
and 8.

Proposition 15. Consider a classical EP-type function ¥,
as in Eq. (D19) or Eq. (D20). Then, for any p,r € D, A €
(0, 1) such that X[r(1)] < oo:

(1 = Z(r) + Ax(p) — Z[r(M)]
= —(1 = M)AD[r||r(A)] = LAD[plIr(A)].

(D38) and rearranging gives

(D40)
Proof. EP-type functions as in Eq. (D19). For notational

convenience, define

P(x|xo)

P@|%,)

We will also use shorthand like (-) , to indicate expectation un-

der the distribution P(x|x)p(xo). Then, write the EP incurred

by initial distribution r(X) as

T[r(A)] = D[P(X | Xo)r(M)(Xo)IPX | X:)r' (M) (X:)] 4+ G (r(1))

_<1 o))
=(ln ——=
r 0%

) (x0) ,
Al {In G s
- R oG TTE )> - (p)]

where we used that the expectation and G’ are linear. Now
consider that the change of KL divergence between r and (1)
can be written as

f(x)=1In

+ G'[r(0)]
r(A)

+flx )> +G'(r)} (D41)

+ f(x )>

T(M)(x0)
RAES)

(D42)

AD[F|Ir(0)] = <1n r)@) r(xo)> '

r'(A)(x) r'(x) ],

By adding and subtracting AD[r||r(})] to the bracketed term
in (D41), one can rewrite that term as

r(xo)
r'(X;)
= AD[r||r(AM)] + Z(r).

Dlr|r(0)] + <ln + f(x)> +G(r)

Performing a similar rewriting of the bracketed term in Eq.
(D42), and then combining with the above expression for
Y[r(A)], gives

I[r(M)] = (A = DIAD[r[[r(0)] + X(r)]
+ A[AD[pllr(M)] + X(p)].

This leads to Eq. (D40) after some simple rearrangement.
EP-type functions as in Eq. (D20). For EP-type functions
as in Eq. (D20), the derivation proceeds in exactly the same
manner as the derivation of Proposition 7 for quantum EP-
type functions as in Eq. (A3) (up to a change of quantum
notation for classical probability notation). For this reason, we
omit details and refer the reader to the proof of Proposition
7. We will only mention the classical analogs of two quan-
tum identities used in that derivation: “Donald’s identity” as
stated in Eq. (A33) and [Theorem 3.12, [114]] as used in Eq.
(A34). Donald’s identity is usually called the “compensation
identity” in classical information theory, which can be found

s [Lemma 7, [122]]. For classical distributions, the lines
after Eq. (A34) can be derived using the chain rule for KL
divergence,

D[p' Xz, Yl () (X )g(Yr |X:)]
= DIp' (X)) (W)(X)] + DIp' (Ve[ Xo)llg (Y X))
= D[p' Xl (W)X + DIp' (X, YOl (Xe)q(Ye X))

|
Proposition 16. Consider a classical EP-type function ¥,
as in Egs. (D19) and (D20). For any p,r € Dp with
Y (p), X(r), D(p||r) < oo, there is a sequence {p,} C Dp such
that:
1. For all n, there is some «,, > 0 such that p, > «a,r.
IL liminf ¥(p,) + AD(pallr) = E(p) + AD(plIr).

Proof. Let P and R be two probability measures over the
same measurable space (X, .A) that correspond to the densities
p and r. By the Gelfand-Yaglom-Perez theorem [119,123],
there is a sequence of measurable functions (i.e., “quantizers”)
fi, f2, ... over X such that each f;(X) is a finite set, and

Iim DPLf GONIRLGCON = D(plir). (D43)
For each n, define the following probability density function:

{r[xlfn(X)]P[fn(x)] if r(x) > 0,
0

otherwise.

pn(x) =

In other words, p, has the same distribution as p over the
coarse-grained quantized bins f,, (X ), and the same conditional
distribution as r within each quantized bin. Note that supp p <
supp r, which follows from D(p||r) < co. Then, it is easy to
verify that for each n, supp p, C suppr, therefore p, € Dp.
Note that supp p € supp r, which follows from D(p||r) < oc.
Then, it is also easy to verify that for each n and any x €

SUpp Pns
Pn() _ PlH] Plfu(X) =z]
Q, = min ——— >
r(x) R[fn(X)] ¢ R[fu(X) =]
where the last inequality uses that f,,(X) is a finite set and
that p,(x) > 0 = P(f,(x)) > 0 = R[f,(x)] > O (the last im-

plication follows from supp p < supp r). This proves (I).
To prove (1), observe that

D(pyllr) = D{PLfOIIRLf(XO1

which follows from Eq. (D1) and some simple algebra. Along
with Eq. (D43), this implies

lim D(p,||r) =
n—0o00

’

D(pllr). (D44)

Next, consider the KL divergence between T p and T p,,:

D(Tp|IT p,) < D(pllpr)
= D{p[X| £, CONI[X|f(X)]}
= D(pllr) — D{PLf, CONIRL/(X)],

where in the first line we used monotonicity, and in the third
line we used the chain rule for KL divergence [119]. Given
Eq. (D43), the expression in Eq. (D45) vanishes in the n — oo
limit, so

lim D(pllp,) = lim D(Tp||T p,) =0
n—o0 n— o0

(D45)

(D46)
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Note that convergence in KL divergence [124] implies con-
vergence in total variation distance (by Pinsker’s inequality),
which in turns implies weak convergence. Since KL di-
vergence is lower-semicontinuous in the topology of weak
converge [Theorem 1, [121]],

liminf D(T pu||Tr) = D(T p||Tr). (D47)
n— o0

Finally, in Lemma 4 below we show that classical EP-type
functions, as in Egs. (D19) and (D20), obey

liminf X(p,) = Z(p).
n—oo

(II) follows by combining Eqgs. (D44), (D47), and (D48). W
Lemma 4. For any p,r € Dp with X(p), X(r), D(p|lr) <
00, let the sequence of distribution {p,}, be defined as in the
proof of Proposition 16. Then, EP-type functions as in Eq.
(D19) and Eq. (D20) obey liminf,,_, o X(p,) = Z(p).
Proof. EP-type functions as in Eq. (D19). Consider the
following limit of KL divergences,

Jim DIP(X|Xo) p(Xo)IP(X | X0)pu(Xo)]

(D48)

= lim D(plip.) =0,
n— o0

where we used the chain rule and then Eq. (D46). A similar
derivation shows that

Tim DIP(X|%0)p (X0) [P (%)), (X))
= lim D(p|p,) = 0.
n— 00

This shows tlzat P(x|x0)pn(x0) = P(x|x0)p(xo) and
Px|x;)p, (%;) = P(&|%;)p'(X;) in KL divergence, thus
also in total variation. Then, by lower-semicontinuity of KL
and G,

lim inf X(p,)
n—oo
= linrgior.gf D[P(X [Xo)pn(Xo) IP(X|X:)p,(X:)] + G(pn)

> DIP(X |Xo)p(X)IIP(X |X:)p' (X1 + G(p) = £(p).

EP-type functions as in Eq. (D20). Letg: X xY — X xY
be the invertible volume-preserving evolution function
specified by the Hamiltonian dynamics over system and
environment from time t = 0 to time r = 7. Let p,(xo, yo) =
Pn(x0)g(yolxo) and  p; (xc, Yo) = Pu(X0s Y0) | (xo,y0)=g' Cre,ye)s
and similarly p(xo, yo) = p(x0)q(yolxo) and p'(x;,y.) =
P(X0, Y0)|(xg.y0)=g' (x..y.)- Lhen, consider the following limit of
KL divergences:

lim Dp' (X Yo)llp, (Xe. Yo)l
= nli)ngo D[p(Xo, Yo)|l pn(Xo, Yo)]
= lim D[p(Xo)q(Yo|Xo)llpa(Xo)q(Yo|Xo)]
= ,}LrgoD(pllpn) =0,

where we first used the invariance of KL under invertible
transformations, and in the last line we used the chain rule
and then Eq. (D46). Similarly,

nlillgo D[P (X:)q(Y: |1 X)) P, (Xe)g(Ye |1 X:)]
= lim D(p'llp,) =0,

where we have used the chain rule and Eq. (D46). This
shows that p;(xrv yi) = P/(xn y:) and P:,(XT)Q()’T lx:) —
P (x:)q(y:|x;) in KL divergence, thus also in total variation.
In addition, we know that p, — p by Eq. (D46). Then, by
lower-semicontinuity of KL and G/,

liminf X(p,)

n—o0

= lim inf{D[p,, Xz, Yo)ll p, X )g(Ye|X0)] + G (pa)}

> D[p' (X, YOllp (X:)q(Y: | X)] + G'(p)
=X(p).
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