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Analysis of laser-proton acceleration experiments for development of empirical scaling laws
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Numerous experiments on laser-driven proton acceleration in the MeV range have been performed with a large
variety of laser parameters since its discovery around the year 2000. Both experiments and simulations have
revealed that protons are accelerated up to a maximum cut-off energy during this process. Several attempts have
been made to find a universal model for laser proton acceleration in the target normal sheath acceleration regime.
While these models can qualitatively explain most experimental findings, they can hardly be used as predictive
models, for example, for the energy cut-off of accelerated protons, as many of the underlying parameters are
often unknown. Here we analyze experiments on laser proton acceleration in which scans of laser and target
parameters were performed. We derive empirical scaling laws from these parameter scans and combine them in
a scaling law for the proton energy cut-off that incorporates the laser pulse energy, the laser pulse duration, the
focal spot radius, and the target thickness. Using these scaling laws, we give examples for predicting the proton
energy cut-off and conversion efficiency for state-of-the-art laser systems.

DOI: 10.1103/PhysRevE.104.045210

I. INTRODUCTION

Since the discovery of laser proton acceleration in the
MeV range two decades ago [1], it has attracted great inter-
est due to the prospect of compact laser-based accelerators.
Proton and low-Z ion beams are generated by the interaction
of high-intensity short pulse lasers with thin foil targets in
the micrometer range [2–4]. Laser-accelerated protons have
advantageous properties compared to radio-frequency accel-
erators such as a short pulse duration, high beam densities, and
low emittances [5]. With existing petawatt-class lasers, proton
acceleration was recently demonstrated up to 94 MeV [6].
This was achieved with laser systems based on neodymium-
glass amplifiers, capable of providing high pulse energies,
but being limited to typical shot rates of one shot per hour
[7–10]. These low repetition rates allow for fundamental re-
search of laser proton acceleration but limit their usefulness
for applications. Recently, TW-class laser systems capable
of accelerating protons with repetition rates up to 1 kHz
have been reported [11–13] as well at PW-class lasers with
repetition rates in the range of Hz [14,15]. Laser proton accel-
erators with such repetition rates would facilitate applications
in radio-biology [16,17], fast ignition in inertial confinement
fusion [18], and laser-driven neutron sources [19–21]. Each
application has different requirements on the produced ion
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beam energy distribution and the number of ions per pulse.
One of the key parameters for laser-accelerated protons is the
maximum proton energy—the so-called proton cut-off energy
(PCE) Ec. To match the requirements, the laser and target
parameters have to be chosen for the desired application.

In this paper, we analyze experimental results on laser ion
acceleration from thin foils in the intensity regime of 1018 to
1022 W/cm2. For these laser and target parameters, proton and
carbon ions are accelerated from the contamination layer at
the backside of the foil in a quasistatic electric field, which is
created by hot electrons escaping the rear-side target surface.
This mechanism is referred to as target normal sheath acceler-
ation (TNSA) [3]. While other acceleration mechanisms have
been observed and discussed, the dominant contribution for
proton acceleration in this parameter regime is attributed to
TNSA [10].

Several analytical models have been proposed to explain
proton acceleration in the TNSA regime [43,44]. While the
models are typically one-dimensional, they often overestimate
the PCE when compared to experiments [22,32], especially at
higher intensities. The models also provide scaling laws of
the PCE as a function of the intensity I0 � EL/(τLA), where
EL is the laser pulse energy, τL is the pulse duration, and
A is the focal spot area. Laser plasma simulations using the
particle-in-cell (PIC) method have been performed in one,
two, and three dimensions for predicting proton energies [3].
Most modeling and scaling laws have been discussed on the
basis of 1D and 2D simulations [3,45]. 3D PIC simulations
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FIG. 1. Proton cut-off energies as a function of peak laser in-
tensity from several experimental data sets [6,22–42]. The linear fit
to the experimental data (green line) reveals an average increase in
Ec ∝ I0.47

0 . However, deviations from this fit are more than ±400%
suggesting that the peak intensity cannot be used as the only param-
eter for laser proton acceleration.

require extremely large computing resources, in particular
when they are performed with high temporal and spatial
resolution in order to properly resolve the high plasma fre-
quency of solid density plasmas [46,47]. Therefore, extensive
parametric studies using 3D PIC simulations have not been
conducted so far for deriving scaling laws of laser ion ac-
celeration. Recently, simulations have been performed in 2D
and 3D that can be incorporated in the modeling of TNSA
[48]. Generally, 2D simulations overestimate the PCE in com-
parison to 3D simulations. A recent study has found that the
ratio of the PCE from 2D and 3D simulations in the range of
1019–1021 W/cm2 is about a factor of 2 [49]. Another problem
for a quantitative comparison of PIC simulations and theoret-
ical models with experiments is that experimental parameters
are not known precisely because they are difficult to measure.
This can be the front and rear-side plasma scale lengths of
the preexpanded foil target which affects the absorption of
laser energy into kinetic energy of electrons [50] and thus
the magnitude of the TNSA sheath field. Another important
parameter is the maximum plasma density, which can be
strongly reduced by preexpanded targets, so that other accel-
eration mechanisms than TNSA can occur in a near-critical
density regime. The experimental results can therefore vary
between different laser systems and even from shot to shot.

A long-lasting debate has been initiated on how the PCE
scales with the intensity of the driving laser [32,51]. A com-
monly used scaling law predicts a scaling of the proton cut-off
energy Ec ∝ √

I0 [22,52,53]. It has been concluded, for exam-
ple, by Fuchs et al. [22], that this scaling produces acceptable
results when changes in intensity are compared at the same
laser system and when these changes are caused by a scan
of the laser energy. The picture becomes more complicated
when the experimental data from different laser facilities are
compared. In Fig. 1 we show 274 reported PCEs as a function
of the peak laser intensity that was estimated in the respec-
tive experiment. The data are collected from 22 publications

[6,22–42]. The markers in the plot indicate if the intensity was
varied by a scan of the pulse energy or the pulse duration or
if a foil thickness scan was performed. In Fig. 8 in the Sup-
plemental Material [54], each data point can be linked to the
respective publication by a different color and marker. For the
evaluation of this relation, PIC simulations were deliberately
excluded to prevent a bias from physical effects that might
not appear in the simulation but potentially in the experiments
due to unknown exact conditions. From Fig. 1, it is evident
that the intensity is not the only parameter that determines the
PCE. While the PCE seems to have an overall scaling with
≈√

I0, the maximum deviation from this scaling is greater
than 400%. The standard deviation for the entire data set to the
green fit curve is σ = 123%. Accordingly, it is not possible to
make an accurate prediction for Ec relying on the intensity as
the only variable.

Here we report an analysis of laser proton acceleration
experiments that have been published in 22 peer-reviewed
articles and compare the data set to find scaling laws in the
TNSA regime as a dependency of the laser and target parame-
ters. We investigate in which range of pulse lengths, energies,
focal spot sizes, and target thicknesses a consistent power-law
scaling can be observed with the experimental data. Based
on the published experimental data, we derive an empirical
scaling law for the PCE. This approach derives its predic-
tive capability from empirical observations. The exact plasma
conditions such as the plasma scale length or the maximum
density are neglected to keep the empirical model as simple
as possible.

We test the empirical model for the laser system DRACO
at the Helmholtz Centre Dresden Rossendorf [55] and make a
prediction for upcoming laser proton acceleration experiments
at the 10 petawatt HPLS laser at ELI-NP [56].

II. DERIVATION OF INDIVIDUAL SCALING
DEPENDENCIES FOR INDIVIDUAL

LASER-TARGET PARAMETERS

Laser ion acceleration in the TNSA regime has been inves-
tigated by experiments, simulations, and analytical models by
several groups [2,3]. A review of the theory of TNSA can be
found in Ref. [44]. In this section, we briefly introduce the
physical concepts of existing theoretical quantitative scaling
models and discuss their problems. In TNSA, a high-power
laser pulse is focused on a thin foil with micrometer thickness
to intensities above 1018 W/cm2. The solid target is ionized
by prepulses or the rising edge of the pulse and the laser
field interacts with electrons at the front side plasma density
gradient. The laser field is typically given by the amplitude of
the normalized vector potential

a0 = eE0

ωLmec
=

√
I0 [W/cm2] λ2 [μm]

1.37 × 1018 W/cm2/μm
, (1)

where e is the elementary charge, E0 is the electric field am-
plitude, me is the electron mass, ωL is the laser frequency, c is
the speed of light, I0 is the maximum laser intensity in units of
W/cm2, and λ is the central laser wavelength in units of μm.
With the normalized vector potential a0, the ponderomotive
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potential of the laser field can be estimated by

Up = mec2
(√

1 + a2
0 − 1

)
, (2)

which can be used to estimate the hot electron temperature of
the solid density plasma at the surface [57]. The hot electrons
propagate through the target and escape at the rear side of
the foil. Most theoretical models and simulations assume a
step-like plasma profile at the backside, which leads to a
strong electric sheath field that accelerates the protons in the
contamination layer. In the experiments, however, prepulses
can lead to an expansion of the target and the formation of
a rear-side plasma density gradient, which reduces the sheath
field and the maximum proton energy [58]. To prevent a rear-
side plasma density gradient, techniques to provide ultrahigh
temporal contrast have been developed [41]. Mora has used
the ponderomotive scaling, Eq. (2), to model the expansion
of the ions in the sheath field [52]. In the model by Mora, a
maximum proton energy

Ec = 2mec2(√1 + a2
0 − 1

)[
ln

(
τp +

√
τ 2

p + 1
)]2

(3)

is predicted with the dimensionless parameter τp =
ωpiτacc/2.33. Here ωpi is the plasma ion frequency and
τacc is the acceleration time, which was initially set to be
the laser pulse length τL. Fuchs et al. [22] later modified the
acceleration time to 1.3τL. The scaling law was introduced
in 2006 and was widely applied for the interpretation of
experiments using laser intensities in the range of 1018 to
1019 W/cm2, but overestimates PCEs for higher intensities as
discussed in the Supplemental Material [54]. Other models
developed by Schreiber and Zeil [33,51,59] produce more
accurate results, but rely on assumptions on the hot electron
conversion efficiency ηe. While the conversion efficiency
can be estimated with ηe = 1.2 × 10−15I3/4

0 [51,60,61], it is
known that ηe also depends on other parameters like the target
thickness [39,62] or the pulse duration [26]. Consequently,
the complex interplay of many factors makes it difficult to
predict accurate PCEs without measuring the exact plasma
parameters at a given system. This motivates our approach
to find an empirical model for the PCE as a function of
the main laser and target parameters, the laser energy El ,
the pulse duration τL, the focal spot radius rs and the target
thickness dT . It is known that the polarization and the angle
of incidence also have an influence on the absorption [63] and
thus the PCE. Most experimental scans have been performed
in 45◦ incidence and p-polarization as the absorption by
resonance absorption or Brunel heating [64] is high and thus
also the PCE. For experiments with normal or close to normal
incidence, similar PCEs have been measured in comparison
to 45◦ p-polarization which can be explained by a higher
projected intensity on the target foil [23]. We can therefore
neglect the influence of the incidence angle when small
incident angles or p-polarization up to 45◦ is used. For other
cases not enough experimental angle and polarization scans
have been performed to deduce a reliable scaling law.

A. Influence of peak intensity on proton cut-off energy

We now investigate the dependence of the PCE on the laser
intensity in more detail. In Fig. 2 the intensity dependence

FIG. 2. Proton cut-off energy from 13 experiments [22–34], in
which an energy scan has been performed. The highest PCEs were
measured using laser systems with high pulse energies >100 J. Laser
systems with lower pulse energies and shorter pulse duration can
reach similar intensities, but the observed PCEs were significantly
lower.

of the PCE is displayed for experimental data, in which the
intensity is varied by the laser pulse energy. Different colors
indicate the laser energy for each data point. The marker shape
shows the range of the laser pulse duration used. Uncertainties
for most experimental data points are below 10% and are
lower than the shot-to-shot fluctuations. Error bars are thus
not shown in the graph to increase visibility. We can now ask
which intensity is required to obtain a certain PCE. In the
range between 1 and 30 MeV, the same PCE can be reached by
intensities that are two to three orders of magnitude apart. In
a similar way, it is possible to ask which PCE can be obtained
for a given intensity. Here the data show that the PCE can
vary up to one order of magnitude in the regime between
1019 and 1021 W/cm2. As an example, for a peak intensity
of 2 × 1020 W/cm2, PCEs between 3 and 68 MeV have been
reported. This large variance indicates, as discussed above,
that the intensity as a parameter is not sufficient to predict
PCEs. However, Fig. 2 shows two clusters that indicate similar
intensity scalings. One cluster corresponds to lasers with pulse
durations >500 fs and relatively high pulse energies (square
markers). The other cluster is the data set from laser pulses
with pulse durations <40 fs and relatively low pulse energies
(circular markers).

B. Influence of laser pulse energy on proton cut-off energy

The analysis of Fig. 2 suggests that the scaling laws must
be adapted for different pulse durations and pulse energies.
At first, the PCEs are plotted as a function of the laser pulse
energy in Fig. 3. The color and shape of the markers indicate
again the laser energy and the pulse duration, respectively.

It is evident that this plot shows a drastically decreased
spread of the PCE in comparison to Figs. 1 and 2. The stan-
dard deviation of Ec below 2 J is reduced to 41% with respect
to the fit function of Ec = 5.3E0.89

L . Above 2 J the data are
described by a fit in the form of Ec = 7.3E0.4

L with a standard
deviation of 30%.
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FIG. 3. Proton cut-off energies as a function of laser energy. The
data points show a significant decrease in their spread in comparison
to Fig. 2. The gray area shows the standard deviation from the
fit function Ec = 5.3E 0.89

L below 2 J and Ec = 7.3E 0.4
L above. The

corresponding publications from which the data were extracted can
be found in Fig. 7 in the Supplemental Material [54].

This is a significantly reduced spread compared to the
123% variation for the intensity dependence in Fig. 1. This
means that the pulse energy can describe the empirical data
much better than the intensity.

The peak intensity is calculated using Gaussian optics to

I0 = q
EL

τLA
= q′ EL

τL
πr2

s
ln(2)

. (4)

The quality factor q takes effects into account that reduce
the intensity such as wavefront errors or non-Gaussian pulse
shapes. We have taken the q value from the publication or
have set it to 1 in the analysis if not specified in the respective
publication. Interestingly, the graph in Fig. 3 shows a change
in the slope at around 2 J, which appears to be independent
of the pulse length and intensity. Why this change in scaling
occurs at 2 J requires further investigation.

Figure 3 shows that the laser energy serves as a more
accurate indicator for the PCE than the laser intensity. In the
following section, we aim at quantifying the influence of the
laser energy on the PCE by finding a scaling law. Most data
sets that previously investigated this dependence conducted
an energy scan that simultaneously increased the intensity as
well. This is problematic as it is known that an increase in
intensity at constant EL is capable of affecting the PCE [26].
Therefore, it cannot be ruled out that the increase in PCE
is partly caused by the higher intensity, more precisely the
higher electromagnetic fields, instead of the larger amount
of energy deposited into the interaction region. To find the
influence of the latter, one ideally would need a data set where
the energy is varied but the intensity is kept constant. Such
a data set with a sufficient amount of shots has not been
published to our knowledge. We therefore include only one
data point per scan, thus aiming for a statistical variance of
the other parameters that determine the intensity, i.e., the pulse
duration and the focal spot size to average out the influence of
I0. We selected the data points with the highest EL, smallest
dT or shortest τL published in each scan, shown in Fig, 1.

FIG. 4. Proton cut-off energies as a function of laser energy using
the same data as Fig. 3. Only the shots with the highest PCE for
each scan are highlighted representing the maximum performance of
the laser system in terms of laser ion acceleration. These data are
fitted to find a function to predict the maximum ion energy of a laser
system according to their energy. Below 2 J of laser energy, the cut-
off energy scales with Ec = 7.5I0.75 and for higher energies it follows
Ec = 12I0.3. The data points were taken from [6,22–42].

This subset of data points is displayed in Fig. 4 and has a
Pearson correlation coefficient between the laser pulse energy
and the peak intensity of −0.004. With a correlation at this
low level, it can be seen as justified to assume that changes in
the PCE are caused only by changes in the laser energy using
the described procedure. In Fig. 4 we observe again that the
scaling with the laser energy exhibits a change at around 2 J.
For this reason, the empirical scaling law is divided into two
regions. Below 2 J, the PCE scaling with EL is described by
the function Ec = 7.5E0.75

L and for higher energies the PCE
can be described by Ec = 12E0.3

L . The standard deviation of
the fitting curve for lower pulse energies is 45% and 24%
for higher energies. Further investigations of existing data
sets have shown that the laser energy additionally influences
the conversion efficiency with a linear dependency up to
around 10%; see the Supplemental Material [54] including
Refs. [1,6,10,22,24,29,31,31,32,38,39,42,65–70].

C. Influence of laser pulse duration on proton cut-off energy

We now investigate the influence of the pulse duration τL

on the PCE. In Fig. 5 seven data sets of pulse duration scans
are displayed. The experimental PCEs [30] are shown as a
function of intensity, while changes in intensity were caused
by variations in pulse length. All other parameters were held
constant. The PCE scaling is fitted to a function

Ec(I ) = AIb
0 . (5)

Including all seven data sets, a mean value for b = 0.09(8)
has been found, which is a drastic deviation from the inten-
sity dependence that is given by the scaling laws, e.g., Ec ∝√

I0 ∝ a0 and contradicts existing theories [22]. This effect
is attributed to a balance between competing counteracting
processes for an effective acceleration. A decrease in inten-
sity causes a lower laser ponderomotive potential [22,71],
leading to a drop in electron temperature. Longer pulses, on
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FIG. 5. Comparison of pulse length scans from six experiments
[26,29,30,34–36]. The shape of the marker groups the data sets.
The color represents the laser energy whereby blue corresponds
to the highest and red to the lowest pulse energy. The fits characterize
the dependency of the PCEs on the intensity caused by changes in the
pulse length using Ec(I ) = AIb.

the other hand, have shown to reduce the reflectivity on the
target surface [26], which increases the conversion efficiency.
In addition, electrons are able to recirculate more often in
longer pulses, which increases the electron temperature. For
short pulses, especially below 100 fs, the acceleration time
is limited through the shorter pulse duration. This can also
lead to a reduction of the cut-off energies. The observation of
a weak dependence on the pulse length is reinforced by the
data from Fig. 2 as the PCE displays only a weak dependence
on the intensity while most changes can be attributed to a
higher laser energy, as indicated by the color coding. In future
experiments, it has to be investigated how this effect changes
at pulse lengths above 1 ps.

D. Influence of focal spot size on proton cut-off energy

The next parameter that has to be investigated in detail is
the focal spot size. In an ideal case, a parameter scan would
be conducted using focusing mirrors with different F-numbers
and therefore different focal spot radii. This is, however,
impractical and a spot size scan is typically performed by
changing the position of the target foil relative to the focal
point. Then the spot radius becomes larger, but the spot profile
typically deviates from a Gaussian profile for nonideal beam
shapes. Changes in intensity were used to calculate an effec-
tive focal spot size rs according to Eq. (4).

Similar to the procedure for the pulse duration, we analyze
several intensity scans that have been performed by changing
the focal spot size. In Fig. 6 four data sets are displayed,
which reveal a PCE dependence of the intensity via a fo-
cal spot-size scan. An average scaling law Ec ∝ I0.29(7)

0 has
been found, which translates to Ec ∝ r−0.58(16)

s for the spot
radius rs. It is worth noting that the energy scaling combined
with the scaling caused by the focal scan results in a scaling
with Ec ∝ E0.30(3)

L I0.29(8)
0 ≡ I0.59(9)

0 . This exponent is close to
the

√
I0-scaling observed when both values are increased at

FIG. 6. Proton cut-off energies (PCEs) as a function of the in-
tensity that has been varied experimentally by a focal spot size scan.
Four experiments are included in the analysis [26,27,30,34]. Fits of
the intensity scaling were performed, leading to an average scaling
of Ec ∝ I0.29(7).

the same time. This further strengthens the hypothesis that
the PCE shows different scaling rates depending on which
parameter is changed to increase the intensity. This implies
that an increase in laser energy that causes an increase in
intensity scales the PCE with E0.59(9)

L . In contrast to that, an
increase in laser energy at constant intensity is expected to
scale the PCE with ∝E0.30(3)

L .

E. Influence of target thickness on proton cut-off energy

The target plays a significant role in laser ion accelera-
tion experiments. The PCE has been increased significantly
using micro- and nanostructured targets [65,72] or ultrathin
targets [38,41]. Here we concentrate on experiments using
thin flat foil targets, that have been used as standard targets
at many laboratories. We also do not differentiate between
target materials and target roughness, even though this has
been proven to influence preplasma formation, absorption and
thus also the PCEs [3,73]. The foil thickness dT is the only
parameter that we investigate for deriving an empirical scaling
law. Target thickness scans have been performed by many
groups [39,40,58,74]. The experiments have shown that the
PCEs increases for thinner targets [41] until a minimum tar-
get thickness dmin is reached. This minimum target thickness
depends, among other parameters, on the temporal contrast of
the laser pulse [58]. Simulations have shown that prepulses
can ionize the target before the arrival of the main pulse and
a shock wave reaches the rear side of the target, leading to
a rear-side plasma density gradient and a reduced PCE [58].
To find empirical scaling laws from experiments, only data
are used where the target thickness was above dmin and the
influence of the laser pulse contrast can be neglected. Figure 7
shows 11 thickness scans from published experiments. The
marker and the fit line style indicate individual data sets.
The color attributes the laser pulse energy that has been used
in the experiment. Red colored points and lines signal data
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FIG. 7. Proton cut-off energies as a function of the target
thickness from various experiments [6,22,26,33,35,37–42]. Only ex-
perimental data are included that show an increase of the PCE with
decreasing target thickness. Red data points have laser energies be-
low 2 J, blue markers are between 2 and 3 J and purple markers are
above 5 J. It can be seen that similar laser energies lead to similar
scaling behavior.

sets with EL < 2 J, blue points between 2 and 3 J, and
purple markers indicate experiments with >5 J. Similar to the
strategy above, we try to find scaling laws for the PCE as a
function of the target thickness. We use a scaling law

Ec ∝ db
T , (6)

where b is the exponent that is fitted using the experimental
data. The red data sets, which were obtained with six differ-
ent laser systems, show a very similar behavior, where three
thickness regimes are visible. The first regime is between 10
and 100 μm, in which the PCE scales rapidly with d−0.7(2)

T .
In this range, dT is much larger than rs and electrons spread
spatially over a larger area, reducing the sheath strength for
thicker targets [58]. The second regime between 10 μm and
100 nm shows a lower median scaling with ∝d−0.16(10)

T . In this
range, the electron spread becomes negligible, and for thin-
ner targets the electrons lose less energy while propagating
through the target and can recirculate more efficiently [39,69].
For targets below 100 nm, two data sets show an increase in
the scaling rate ∝d−0.33(8)

T . This strong increase in the PCE for
very thin foil targets is consistent with the onset of relativis-
tic transparency [40,75]. A similarly strong dependency was
found for the conversion efficiency with target thickness with
∝d−0.49(25), further discussed in the Supplemental Material
[54], including Refs. [6,22,38,39,42].

III. DEVELOPMENT OF AN EMPIRICAL SCALING FOR
LASER PROTON ACCELERATION

The results for the empirical scalings of the PCE for the
laser pulse energy, the laser pulse duration, the spot radius and
the target thickness are summarized in Table I. These scalings

TABLE I. Summary of the scaling parameters for the proton cut-
off energy. We assume that the PCE is proportional to a parameter X b

with an exponent b that is empirically determined by a fit to a large
experimental data set.

Laser or target parameter Scaling exponent b

EL 0.30(3)
τL −0.09(8)
rs −0.58(16)
dT −0.16(10)

can be combined into one equation

E∗
c = Er

c ·
(

E∗
L

Er
L

)0.59(
τ ∗

L

τ r
L

)−0.09( r∗
s

rr
s

)−0.58(d∗
T

dr
T

)−0.16

, (7)

which allows an estimate of the PCE, E∗
c for given laser and

target parameters (E∗
L , τ ∗

L , r∗
s , d∗

T ). For this estimate, one has
to choose a reference data point (Er

c , Er
L, τ r

L, rr
s , dr

T ) from an
experiment, which is closest in the four-dimensional param-
eter space. While it is not always clear, which reference data
point to use, it is beneficial to repeat the estimate with three or
more data points and calculate an average to minimize statisti-
cal uncertainties. We test this procedure for the 150-TW laser
system DRACO at the Helmholtz Centre Dresden Rossendorf
(E∗

L = 2.7 J, τ ∗
L = 30 fs, r∗

s = 1.5 μm, d∗
T = 2 μm). As ref-

erences, we use the experimental data from Astra Gemini
(Rutherford Appleton Laboratory) [42], J-KAREN-P (Osaka)
[34], and ALLS (INRS-EMT) [26]. The results are shown
in Table II. The spread of the projected PCE, E∗

c is quite
large (16 MeV, 10 MeV, 7 MeV). However, the average E∗

c
is 11(4) MeV which is very close to the reported value of
12 MeV [40].

We now want to use this procedure to extrapolate the PCE
for recently developed laser systems. The 10 petawatt HPLS
laser at the Extreme Light Infrastructure–Nuclear Physics
(ELI-NP) has been inaugurated in November 2020 demon-
strating 200 J in 20 fs [15]. As reference data, we use
experimental data from the PHELIX laser at the GSI Darm-
stadt [23], the Vulcan laser at RAL [6], the Titan laser at
LLNL [76], J-KAREN-P at Osaka University [34], and the
DRACO laser at HZDR [40,77]. The laser and target pa-
rameters of the reference data can be seen in Table III. The
predicted PCEs for ELI-NP range from 120 to 164 MeV.

TABLE II. Prediction of the PCE of the DRACO laser based on
the proposed scaling model. The projected cut-off energy E∗

c for the
DRACO laser is calculated with Eq. (7) based on three different ex-
periments [26,34,42] to compare it to the experimental PCE observed
by Poole et al. [40] for these parameters. The predicted mean value
of 11 MeV closely matches the reported 12 MeV in the experiment.

EL τL rs dT Er
c E∗

c

Laser [J] [fs] [μm] [μm] [MeV] [MeV]

GEMINI 10 45 1.25 6 28 16
J-KAREN-P 28 30 2 2 32 10
ALLS 1.8 30 2.8 1 4.1 7
DRACO 2.7 30 1.5 1.25 12 11(4)
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TABLE III. Projection of the proton cut-off energy of the 10 PW
laser system at ELI-NP based on the empirical scaling, Eq. (7). The
average predicted cut-off energy for ELI-NP is 145(14) MeV. Data
refer to experiments from [6,23,34,40,76,77]

EL τL rs dT Er
c E∗

c

Laser [J] [fs] [μm] [μm] [MeV] [MeV]

PHELIX 180 500 1.5 1.5 79 120
VULCAN 210 900 2.9 0.09 98 134
TITAN 180 700 4.5 10 40 160
J-KAREN-P 28 30 2.0 2 32 140
DRACO 2.7 30 1.5 1.25 12 164
DRACO-PW 18 30 1.3 0.4 45 154
ELI-NP 200 20 1.5 1 — 145(14)

This results in an average PCE of E∗
c = 145(14) MeV, pre-

dicted by this empirical scaling model with these reference
data. This projection of the PCE is significantly lower that
estimated by the Fuchs scaling [22] (1.0 GeV), the Zeil scal-
ing [33] (745 MeV), or the relativistic Schreiber model [51]
(844 MeV) and will be tested in the following years by exper-
iments on laser proton acceleration at ELI-NP. The empirical
scaling [Eq. (7)] has intrinsic limitations. On the one hand, the
here developed scaling exploited data with intensities ranging
from 1016 to 1021 W/cm2, pulse lengths between 30 fs and
1 ps and energies between 10 mJ and 400 J. Novel ion accel-
eration mechanisms have been predicted at the high-intensity
frontier of this parameter space. For example, ion acceleration
by radiation pressure has been observed in experiments [78]
and simulations [79] using very thin foils. Since it was found
in Sec. II E that the scaling with target thickness changes
below 100 nm and above 50 μm, predictions in this range
should be taken with caution. It should also be noted that the
empirical scaling for the target thickness can only be applied
when the laser contrast is high enough so that d > dmin.

IV. CONCLUSION

In this paper, we analyzed the parametric dependence of
laser proton acceleration using numerous experimental data

sets. Motivated by theoretical models of the TNSA mecha-
nism, we investigated the proton cut-off energy as a function
of the laser intensity. We found, however, that the PCE is
not well described by the intensity alone. We therefore in-
vestigated the PCE as a function of the laser pulse energy
EL, laser pulse duration τL, laser spot radius rs, and the foil
thickness dT . Empirical scaling laws for the PCE were re-
trieved for the different parameters using large experimental
data sets from peer-reviewed publications with typical laser
and target parameters. We found that the PCE depends on the
combination of laser pulse energy EL, the pulse duration τL,
the focal spot radius rs, and the target thickness dT , rather
than the peak intensity and follows individual scaling laws
for each parameter. Table I summarizes the different scaling
dependencies of the PCE for these parameters, that were ob-
tained by fitting the power laws to the experimental data sets.
It can be concluded that the focal spot radius has the largest
impact on the PCE, followed by EL and the target thickness.
The pulse duration τL has the lowest impact between 30 fs
and 1 ps. An empirical scaling law was obtained [Eq. (7)],
which incorporates EL, τL, rs, and dT . This scaling can be used
for an estimate of the PCE for a given laser system. For such
an estimate, reference data must be included. We tested the
empirical scaling law by predicting the PCE for the 150-TW
laser system DRACO at the HZDR. The average prediction
of 11(4) MeV is close to the reported value of 12 MeV. We
further used the empirical scaling for a prediction of the PCE
at the 10 PW HPLS laser at ELI-NP. An average PCE of
145(14) MeV was found using six different data points as a
reference.
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