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Generation of arbitrary probability distributions from chaotic dynamics
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A framework is developed to derive nonlinear dynamical systems that chaotically generate arbitrary mul-
tivariate probability distributions with smooth, deterministic trajectories. The ideas are used to extend the
Nosé-Hoover thermostat methodology to three-dimensional cases where the momentum distribution is non-
isotropic and/or non-Gaussian. Toy models that generate several well-known distributions in physics are given

as pedagogical examples.
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I. INTRODUCTION

The dynamical generation of statistics from trajectories
dates back to the seminal work of Langevin (1908) that de-
veloped a model of Brownian motion based on the concept
of a particle experiencing constant drag and accelerating due
to the influence of a stochastic fluctuating force [1]. Choos-
ing the temporal statistics of the force to be Gaussian with
vanishing time correlation lead Langevin to trajectory solu-
tions exhibiting the thermal properties of Brownian motion.
In the decade following Langevin’s work, it was established
generally by Fokker and Planck that the ensemble evolu-
tion in phase space corresponding with stochastic forcing is
modeled by a second-order differential operator [2,3]. The
advent of computers further expanded the scope of these ef-
forts with the introduction of the Monte Carlo method, which
allowed stochastic processes to be numerically simulated via
pseudorandom draws from arbitrary probability distributions.
Stochastic models of the Langevin type and their correspond-
ing Fokker-Planck equations have since laid the foundation
for a large majority of modern statistical dynamics, providing
an explicit means to calculate general ensemble properties for
a given stochastic model.

More than 75 years after Langevin’s discovery, Nosé
(1984) showed for the first time that classical thermodynamic
ensembles can also be generated with smooth, deterministic
trajectories [4,5]. To do this, Nosé¢ augmented Newtonian
mechanics by introducing additional variables to control the
fluctuations of kinetic energy such that, in the ergodic limit,
the canonical distribution is produced by fluctuations aris-
ing from chaotic dynamics. Hoover, using the continuity
equation in phase space, refined the approach and identi-
fied the essential elements of the dynamical system [6]; the
Nosé-Hoover (NH) deterministic thermostat equations have
since facilitated a revolution in dynamical simulations, pro-
viding novel connections between statistical mechanics and
nonlinear dynamics.
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In contrast with the Langevin model that has ergodicity
built into the stochastic nature of the forcing, the NH thermo-
stat equations are entirely deterministic having phase space
ensembles whose evolution is described by first-order differ-
ential equations. For this reason, the realization of ergodicity
in deterministic models requires the dynamics to be suffi-
ciently chaotic to provide the necessary mixing. Noting the
lack of ergodicity in low-dimensional NH models, Martyna,
Klein, and Tuckerman (MKT) suggested the use of addi-
tional, chained thermostat variables to provide the essential
mixing for cases where the original NH dynamics fail to be
ergodic [7]. The resulting chained dynamical systems provide
one of many routes to achieve ergodicity for a single dynami-
cal trajectory in the reduced phase space.

More recently, it has been shown by Morales that a “chaotic
thermostat” may be obtained in a low-dimensional phase
space by including an additional sinusoidal forcing term with
a phase that self-consistently evolves with the dynamical sys-
tem [8]. The resulting chaotic system exhibits many similar
features to the Langevin model, including diffusion and mo-
bility coefficients that satisfy the Einstein relation. These ideas
have been further extended to reduced phase spaces with two
dimensions [9], allowing for the ergodic generation of uncor-
related, two-dimensional Gaussian statistics.

While the NH thermostat and the many useful generaliza-
tions thereof [8—12] allow Maxwell-Boltzmann statistics to
be generated from deterministic dynamics, a natural question
arises as to whether these ideas extend to other types of statis-
tics. In this paper, a general approach is introduced to allow
arbitrary multivariate probability distributions to be simulated
from the smooth chaotic trajectory solutions of deterministic,
nonlinear dynamical systems.

The organization of this paper is as follows: Sec. II outlines
the generalized framework and elucidates the connection with
NH dynamics. Section III uses the generalized framework
to derive a general nonlinear dynamical system for the er-
godic generation of arbitrary three-dimensional distributions.
Three-dimensional isotropization and anisotropization of the
trajectory distribution is incorporated within the framework,
allowing both the thermal and nonthermal statistics of three-
dimensional systems to be modeled within the context of
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chaotic dynamical systems. Specific well-known distributions
in physics are studied as pedagogical examples. Conclusions
are given in Sec. IV.

II. FORMULATION

Given a dynamical system defined by a flow field in d-
dimensional phase space z,, = z,(z), the local conservation
of probability requires that the time-dependent distribution
function f = f(¢, z) be a solution to the continuity equation

of a .
8[ + 8ZM (fZM) _Ov (1)
where summation over repeated indices is assumed unless
indicated otherwise. Note that all variables appearing through-
out this section are assumed to be dimensionless.

The steady-state distribution fy = fy(z) associated with the
dynamical system is a solution to the equation

o .
a(fozu) =0. 2)

An ensemble of particles initially distributed according to fj
will remain so at all later times.

The notion of an ergodic hypothesis relevant here is
the assumption that the normalized “histogram” of a single
trajectory produced by a dynamical system approaches its as-
sociated steady-state distribution, provided the dynamics are
sufficiently chaotic to exhibit the necessary mixing in phase
space. With Z,(t) a solution of the dynamical system, the
ergodic property is expressed as

fo2) = lim % [ dt 81z — Z, (1), 3)
T—>00 0

yielding an equivalence between spatial averages over the
steady-state distribution and temporal averages over a dynam-
ical trajectory

1 T
f d'z fo2p() = lim /O drglz®). 4

Here ¢(z) is an arbitrary test function on d-dimensional phase
space.

Equation (3) is understood as the infinitesimal limit of a
discrete-time histogram and is approximated numerically by
binning the components of a discrete-time representation of
Z(t) on a coarse-grained phase space and normalizing the sum
over all bins to unity.

For ergodic dynamics, Eq. (3) provides the direct means to
obtain the steady-state distribution given a specified dynam-
ical system. In the complementary situation where it is the
steady-state distribution that is specified, a question arises as
to how to construct dynamical systems with trajectory solu-
tions that ergodically map to fy. Progress towards an answer
is obtained by considering dynamical systems of the general
form

_ d
fo 9z,

where S, = S,,(z) is an antisymmetric matrix. It is readily
verified that the vanishing divergence requirement of Eq. (2)

(foSuv)s (&)

Zv

is automatically satisfied for any choice of fj:

d . a 9
oz, (fozn) = 92, 07, (foSuw) = 0. (6)
Thus, if §,, is chosen such that the resulting dynamical
system exhibits ergodicity, then the trajectories generated by
Eq. (5) will have histograms that tend to the steady-state
distribution fj.

Equation (5) corresponds to a general class of dynamics
that encompass both Hamiltonian mechanics and Nosé-
Hoover dynamics, as will be shown next in this section. In
Sec. III it is shown with examples how specific choices of
S, easily lead to well-behaved chaotic dynamical systems
exhibiting the desired ergodic statistics determined by the
arbitrary choice of fj.

Nosé-Hoover dynamics

To examine features and implications of Eq. (5), a set
of examples are considered. First note that any Hamiltonian
system admits a representation in the form of Eq. (5). For
a 2n-dimensional phase space with x = {z;,...,z,} and p =

{zn+1, - - ., 220}, the choices in Eq. (5) of antisymmetric matrix
_ 0o I,
Sy = T[_,n 0} @)
and steady-state distribution
for~ et (®)

lead directly to Hamilton’s equation of motion. Here I, is the
n-dimensional identity matrix.

The Nosé-Hoover augmented system in (2n+ 1)-
dimensional phase space also admits a representation in
the form of Eq. (5). The choices of antisymmetric matrix

0 1, 0
S/w =T|—-1 0 —P/Q (9)
o p'/0 O

and steady-state distribution

fo~ e*(H+Q<°2/2)/T (10)
yield the Nosé-Hoover thermostat equations

. O0H

X = %, (11)
. oH

P=—70" ¢ps (12)

. 1 oH
§=§ p'g—”T ; (13)

where ¢ = 75,41 is an additional control variable.
Note that the dependence of S, on the phase space vari-
ables is closely linked with presence of a nonzero Lyapunov

spectrum, as
d al A
—z, = Lfo_/“ (14)
8Zv BZ# BZV

While originally formulated for Hamiltonian dynamics in
molecular simulations, the insights gained from the NH ther-
mostat are viewed here in a more general context of nonlinear
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control theory. For a set of k variables {zj, z2, ..., z} that
fluctuate in accord with a set of arbitrary forcing functions,

w = F(1), 15)

the question is how to dynamically control the fluctuations
of z, via additional self-consistent forcing such that cer-
tain statistical requirements are met. To do this, an enlarged
phase space is introduced with additional control variables

{Zk+1, ..., 24} that couple to the first k variables in the form
of Eq. (5). A point in the extended phase space satisfies
' 1”(t)+1 a(fS ) (16)
y =1y 7 o U0 )-
Jo 32# g

For a two-dimensional phase space with variables {z;, 22},
Eq. (16) leads to

1 0
1 =F@)— ]Toa—zz(foslz), (17
. 1 0
= JTOB—ZI(fOSm) (18)

Choosing fy to be the product of individual Gaussians and
S12 to be proportional to —z;, leads to the simplest realization
of the forced NH thermostat. This two-dimensional forced
system has been the subject of several detailed studies that
are worth mentioning here. In Ref. [13], the effect of sinu-
soidal forcing was analyzed in detail, where it was found that
nontrivial features arise as the phase and amplitude of the
applied force are varied. It was also shown in Ref. [8] that the
phase of the sinusoidal force can be self-consistently driven
by the second variable to produce a chaotic system in three-
dimensional phase space. While these studies explored the
generic case corresponding to Gaussian statistics, the general
formulation presented here suggests that more exotic statics
may be studied within a similar deterministic framework.

In the absence of forcing, it is important to note that two-
dimensional systems are never ergodic and low-dimensional
systems will often fail to be ergodic, and so, to obtain the
requisite mixing in phase space, additional degrees of freedom
should be included in the dynamics.

One route to this inclusion is with the particular choice

Suv = 28 v+1 — Zubv pt1s (19)

leading to the “chained” dynamical system

. 1 9 P
“= %[azw @) =57 (Zvlfw], 20)

where no summation over the repeated indices is assumed.

For the specific case with fy given by the product of
individual Gaussians, Eq. (20) produces the MKT chain dy-
namics [7].

III. THREE-DIMENSIONAL FLUCTUATION CONTROL

The case studied in this section is obtained in seven-
dimensional phase space with the choice

0 [p]x —P
S;w = [p]x 0 _;(r - P) ’ (21)
PP T -p)f 0

where the three-dimensional vectors are p = {z1, 22, z3}
and I' = {z4, 25, 26}, and the scalar is ¢ = z;. The three-
dimensional matrix [p]x denotes the cross product matrix

of p.
Taking the steady-state distribution to be
fo~ fo@)e R, (22)
where I'? = T - T, and defining the auxiliary vector L, as
dln f;
p=— L (23)
ap

the dynamical system derived from Egs. (5) and (21) takes the
form

p=Txp-¢p, (24)
[=L,xp—(*—1)(T-p), (25)
{=Lp-p—3+¢[l-(F—p)—3] (26)

Equations (24)—(26) have an interpretation as a chaotic,
deterministic Langevin model, where the vector p is a three-
dimensional momentum. The scalar ¢ controls the length of p
and the vector I' controls rotations of p. The coupling between
I' and ¢ generates the mixing necessary for ergodicity. Note
that for any isotropic fp, the first term on the r.h.s. of Eq. (25)
vanishes.

A. Isotropic statistics
1. Isotropic Nosé-Hoover thermostat

For isotropic Gaussian statistics, fp is given by
for e, (27)

where p? = p - p. The auxiliary vector [Eq. (23)] is linear in
the momentum

L, = Bp, (28)

and the dynamical system given by Egs. (24)—(26) is

p=Ixp-¢p, (29)
I'=—("—1)(T-p), (30)
¢ =Bp*—3+¢[T-(T—p)-3l 31)

With initial nonzero values of p and I pointing in
different directions, a single dynamical trajectory in seven-
dimensional phase space ergodically generates uncorrelated,
three-dimensional Gaussian statistics for p.

Figure 1 shows three snapshots of a single dynamical
trajectory obtained by numerically solving Eqgs. (29)-(31).
The numerical integration is carried out using a fourth-order
Runge-Kutta scheme with a time step equal to dr = 0.01. The
initial conditions used are py = (0.5, 0, 0), 'y = (0, 0.5, 0),
and ¢y = 0. The inverse temperature is taken to be 8 = 1.

Figure 2 shows the time-series histograms (dashed red
curves) in the time interval ¢ € {0, 20 000} for each compo-
nent of p generated with Eqs. (29)-(31). The black solid

044212-3



M. J. POULOS

PHYSICAL REVIEW E 104, 044212 (2021)

-5 -5 Pz

FIG. 1. A single trajectory from the isotropic three-dimensional thermostat (Gaussian distribution) obtained by numerically solving
Egs. (29)-(31). The initial conditions at t = 0 are py = (0.5, 0, 0), Ty = (0, 0.5, 0), and ¢, = 0. Panels (a), (b), and (c) show the history
of the trajectory for times ¢ less than 50, 500, and 20 000, respectively. The inverse temperature is 8 = 1, and the time step used in the

fourth-order Runge-Kutta scheme is equal to df = 0.01

curves indicate the analytic steady-state Gaussian distribu-
tions. From the figure it is evident that each histogram very
closely approximates a Gaussian distribution.

It is further verified numerically that the covariance matrix
of p tends to identity

1 (7 1
—f dt pt)p(t) — -1, (32)
T Jo B

as to be expected for uncorrelated, three-dimensional Gaus-
sian statistics.

2. Isotropic Planck distribution: A thermostat
for the noninteracting photon gas

The general framework considered here allows the notion
of a thermostat to be extended to cases where the steady-state
distribution is non-Gaussian. For pedagogical purposes, the
general case of thermal equilibrium is considered. The mo-
mentum distribution has the form

1

fo ™~ piEmra = £ (33)

where B is the inverse temperature, p is the chemical po-
tential, and & is the statistical sign. Fermi-Dirac statistics
correspond to £ = —1, Maxwell-Boltzmann statistics to & =
0, and Bose-Einstein statistics to £ = 1.

The Planck distribution (H = p, © =0, £ = 1) has the
form

1
~ 34
fp E'Bp 1 ( )

where p = ./p-p. The logarithmic derivative leads to the
auxiliary vector [Eq. (23)]

L, = P (35)

Tl —e PP

and the dynamical system derived from Egs. (24)—(26) is

p=Txp—¢p, (36)
=—@— 1T -p), 37)

~ Bp
0= 3¢ T —p) -3l (38)

Equations (36)—(38) produce from a single dynamical tra-
jectory time-averaged statistics corresponding to the Planck
distribution. Furthermore, as a consequence of the ergodic
nature of the dynamics, an ensemble of seven-dimensional
points that each separately evolve according to Egs. (36)—(38)
will yield ensemble statistics that tend to the Planck distribu-
tion in the long-time limit.

Three snapshots of a single dynamical trajectory obtained
from the numerical solution of Egs. (36)—(38) are shown

0.4 0.4 0.4

03 0.3 0.3
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) 02 02
0.1 0.1 0.1
0 0 0
-5 0 5 -5 0 5 -5 0 5
Dz by Pz

FIG. 2. Normalized histograms in the time interval # € {0, 20 000} for each component of the momentum obtained from a single trajectory
solution of Eqgs. (29)—(31) (dashed red curves). The solid black curves indicate projections of the analytic steady-state Gaussian distribution.
From the figure, it is evident that the distributions for each component are closely approximated by Gaussian distributions.
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FIG. 3. A single trajectory generated by the thermostat for the photon gas (Planck distribution) obtained by numerically solving Egs. (36)—
(38). The initial conditions are py = (0.5, 0, 0), I'y = (0, 0.5, 0), and ¢, = 0, the inverse temperature is 8 = 3. Panels (a), (b), and (c) show
the history of the trajectory for times ¢ less than 50, 500, and 20 000, respectively.

in Fig. 3. The initial conditions are py = (0.5,0,0), Ty =
(0,0.5,0), and ¢y = 0O; the inverse temperature is 8 = 3.
The time integration is performed for ¢ € {0, 20000} using a
fourth-order Runge-Kutta scheme with a time step d¢ = 0.01.
The number of intersections of a three-dimensional trajec-
tory p(¢) with a shell in momentum-space corresponding to
energy E is
T

fe = lim 1 dt 8{E — H[p(®)]}, (39)
0

T—>00 T

and the corresponding distribution of energy is the product
Ug = Efg, or

Ug = lim E /T dt ${E — H[p(1)]}. (40)
0

T—>00 T

Analytically, the Jacobian due to the change of variables

hd*p~ fop*dp ~ frdE 41
yields the proportionality between fr and fp:

dp
2
~ p°l=—=\fp- 42
fE~p dE b p (42)
For the Planck distribution, the distribution of energy is

E3

Figure 4 compares the numerically calculated distribution
of energy from Eq. (40) (dashed red curve) with the analytic
expectation from Eq. (43) (solid black curve). The trajectory
p(?) corresponds to the numerical solution of Egs. (36)—(38),
with the same parameters used in Fig. 3. From the figure, it is
clear that the time-averaged statistics of a single trajectory are
closely representative of the Planck distribution.

3. Isotropic Fermi distribution: A thermostat
for the noninteracting free-electron gas
The Fermi distribution (H = p*/2, uw = Ep, £ = —1) has
the form

1
fo~ PP 2Er) + 1 (44)
which leads to the auxiliary vector [Eq. (23)]
Bp 5)

P 1 & e PP/ Er)

The dynamical system derived from Egs. (24)—(26) is then

p=Txp-¢p, (46)
I'=—(?—1)T -p), 47)

._ﬁ—,,z_3+ r-(r-p)-3 48
(= Sy AT T —p =3l @)

Figure 5 shows three snapshots of a single trajec-
tory obtained by numerically solving Egs. (46)—(48).
Figures 5(a)-5(c) show the history of the trajectory for times
less than 100, 500, and 20 000, respectively. The initial condi-
tions are po = (0.5, 0, 0), 'y = (0, 0.5, 0), o = 0, the inverse
temperature is 8 = 2, and the Fermi energy is £y = 4. The
time integration is performed using a fourth-order Runge-
Kutta technique in the interval ¢ € {0, 20000}, with a time
step equal to dr = 0.01.

0.8 : ‘
—— Planck distribution

0.7r — — Time series histrogram |-

0.6 1

0.4r 1

Ug

03r 1
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FIG. 4. Normalized energy histogram of a single dynamical tra-
jectory obtained by numerically solving Egs. (36)—(38). The red
dashed curve corresponds to the numerically computed energy his-
togram, and the solid black curve is the analytic expression for the
Planck distribution. The inverse temperature is 8 = 3.
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FIG. 5. A single trajectory generated by the thermostat for the free-electron gas (Fermi distribution) obtained by numerically solving
Egs. (46)—(48). The initial conditions are po = (0.5, 0, 0), Iy = (0, 0.5, 0), &, = 0, the inverse temperature is § = 2, and the Fermi energy is
E; = 4. Panels (a), (b), and (c) show the history of the trajectory for times less than 100, 500, and 20 000, respectively.

The analytic distribution of energy for the Fermi distribu-
tion is proportional to

E3/2

Ue ™ Sa v 1

(49)
and the numerical distribution is obtained from Eq. (40).

Figure 6 compares the numerically calculated distribution
of energy from Eq. (40) with trajectory p(¢#) correspond-
ing to the numerical solution of Eqs. (46)—(48) (dashed red
curve) with the analytic expectation from Eq. (49) (solid black
curve). The parameters are the same as those used in Fig. 5.
From the figure, it is evident that the time-averaged statistics
of the chaotic trajectory are closely representative of the Fermi
distribution.

Similar to the previous cases studied, Egs. (46)—(48)
have two interpretations. The first interpretation considers
populating the point in momentum space p(¢) during the time-
interval [z, ¢ + dt]. For evenly spaced intervals in time, the
resulting distribution generated will tend to the Fermi distri-
bution. The second interpretation considers an ensemble of
seven-dimensional phase space points that occupy a nonzero

0.4 ‘ ‘ ‘
—— Fermi distribution
— — Time series histrogram |

035

031 1

0.25 J

0.1r J

0.05 1

O 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8

p*/2

FIG. 6. Normalized energy histogram of a single dynamical tra-
jectory obtained by numerically solving Eqgs. (46)—(48). The inverse
temperature is § = 3, and the Fermi energy is Ep = 5.

volume. Under the prescribed evolution, the ensemble will
tend to the Fermi distribution. As in the previous cases, the
connection between these two interpretations is a result of
ergodicity.

4. Exponential frequency spectra

One identifying characteristic of chaotic dynamics is the
exponential dependence of frequency spectra for large fre-
quencies. As noted in Ref. [14], this exponential dependence
can be related to the analytic continuation of the dynamical
system to complex time. The contour defining the Fourier
transform integration may be deformed into the upper half of
the complex plane, where it attains a contribution from the
first pole closest to the real axis. This feature has been used
previously to identify chaotic dynamics present in laboratory
environments (e.g., in magnetized plasmas [15]).

Figure 7 displays in semilog format the frequency spectra
corresponding to the momentum magnitudes for each of the
three thermostat models considered previously. For large fre-
quencies, the exponential dependence characteristic of chaotic

10 T
—— Boltzmann
——— Planck

10'0F —— Fermi ]

10-15 I I . .
0 5 10 15 20 25 30 35 40

!

FIG. 7. Semilog display of the frequency spectra corresponding
to the momentum magnitudes for each of the isotropic thermostats.
The exponential dependence of the spectra for large frequencies is
characteristic of chaotic dynamics.
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dynamics is present. Notably, the exponential decay constants
for each of the three systems are nearly identical, which can be
partially attributed to the similarities of the Lyapunov spectra
for each of the three systems [14].

B. Anisotropic statistics

1. Multivariate Gaussian distributions: An anisotropic thermostat
for pressure tensor control

Equations (24)—(26) allow for anisotropy in the steady-
state distribution. One of the simplest cases is the multivariate
Gaussian distribution

fo~ e P TP, (50)

where X, is the symmetric 3 x 3 covariance matrix of p. The
auxiliary vector is

L,=%,"-p, (51)

and the dynamical system given by Egs. (24)—(26) takes the
form

p=Ixp-¢p, (52)
I=(x,' p)xp—>—1)T—p) (53)

t=p- %, p-3+¢T-T—-p)—31. (549

Each component of p has a histogram that tends toward a
Gaussian distribution. However, there are now nonvanishing
correlations between different components of p determined by
the off-diagonal elements of X ,:

1 T
—/ dt p(t)p(t) — XZ,. (55)
T Jo

A single particle evolving in accord with Egs. (53)-(54)
will chaotically generate time-averaged statistics that tend to
the specified multivariate Gaussian distribution. Furthermore,
due to the ergodic nature of the dynamics, an ensemble of par-
ticles occupying a nonzero phase volume that each separately
evolve according to Eqs. (53)-(54) will produce ensemble
statistics that also tend to the specified multivariate Gaussian
distribution.

2. Extreme anisotropy: “CHAOS?” distribution

The distribution function used in Egs. (24)—(26) is not
limited to have a specific shape, size, or symmetry; it can be
arbitrarily chosen with the minor caveat that it should consist
of topologically connected regions. If a region in phase space
with zero measure completely separates two or more nonzero-
measure “lobes,” the dynamics will stay confined to only one
of the lobes.

As a final example to illustrate the versatility of Egs. (24)—
(26), a distribution function that spells out the word “CHAOS”
is chosen. The distribution is essentially composed of five
neighboring “figure-8” distributions with certain edges selec-
tively removed. There is small overlap between the different
letters of the word so that the entire distribution is one topo-
logically connected three-dimensional region in the reduced
phase space. An analytic form for the distribution (given in

FIG. 8. A single dynamical trajectory produced by Eqgs. (24)-
(26). Panels (a), (b), and (c) show the history of the trajectory for
times less than 50, 150, and 1000, respectively.

the Appendix) is used to evaluate the auxiliary vector L, in
Egs. (24)—(26), leading to a seven-dimensional chaotic dy-
namical system.

Figure 8 shows the history of a single dynamical trajectory
produced using this exotic distribution. The time integra-
tion is performed with a fourth-order Runge-Kutta scheme
with time step equal to 0.01. The initial conditions are py =
(—12.2,0,0), Ty = (0, 0.5, 0), and ¢, = 0. Figures 8(a)-8(c)
show the history of the trajectory for times less than 50, 150,
and 1000, respectively. For times greater than 1000, the word
“CHAOS?” is clearly visible.

While there is clearly not a physical situation described by
such a distribution, considerations of this variety show the ex-
tremes for malleability and controllability of low-dimensional
chaotic systems. The ability to generate an extremely asym-
metric distribution, such as a word, indicates the generality
of the underlying equations and the ease with which other
distributions may be reliably generated.
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IV. CONCLUSIONS

In this paper, a framework was developed to derive non-
linear dynamical systems that chaotically generate arbitrary
probability distributions. Using the continuity equation in
n-dimensional phase space, a general class of dynamics
was identified. Several specific examples of dynamical sys-
tems were derived and shown to have the desired specified
statistical properties. For isotropic three-dimensional cases,
the methodology was used to produce Maxwell-Boltzmann,
Bose-Einstein, and Fermi-Dirac statistics. It was also shown
with an exotic anisotropic case that the formulation allows
arbitrarily shaped distributions to be reliably produced, indi-
cating the generality of the underlying framework.

For the case of three-dimensional statistics, the matrix in
Eq. (21) is certainly not unique, and there is likely an infinite
class of antisymmetric matrices that also lead naturally to
well-behaved chaotic dynamics. A fruitful route for future
research is to identify other such antisymmetric matrices and
contrast the resulting dynamics.

In the situation where the steady-state distribution is com-
posed of topologically disconnected regions (i.e., two or more
nonzero-measure regions completely separated by a region
with zero measure), the dynamics given by Eq. (5) will
remain localized to only one connected portion of the do-
main. To continuously generate a probability distribution that
is topologically disconnected, a separate trajectory for each
connected region must be considered. Alternatively, discon-
tinuous “‘jumping” from one connected region to another may
also allow for dynamic generation of the statistics; however,
this nonlocality requires features outside the scope of contin-
uous dynamical systems.

While the examples given in this paper primarily focused
on the ergodic generation of noninteracting particle statistics,
it should be noted that the addition of a potential in the
Hamiltonians considered allows for the incorporation of in-
teractions. An externally imposed potential is straightforward
to implement and requires only a small modification to the
underlying equations. A self-consistent potential, however,
requires a larger modification and can either be handled with
an ensemble of trajectories or with a self-consistent time inte-
gration performed over an ergodic history. Implementation of
a self-consistent potential may permit several new interesting
studies.
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APPENDIX: CHAOS DISTRIBUTION

Here the analytic form of the exotic distribution func-
tion used in Sec. IIIB2 is given. For ease of notation, let
{Px, Py, Pz} = {x,¥,2}. One edge of a single letter is de-

scribed by the (non-normalized) distribution function

2
e_ﬁzz

Je(x, ¥, 25 By, By, B, ) = 1T hrhr—a’ (AL)
Defining the arrays

Xi = {01 07 Oy _29 2’ _2’ 2}’ (Az)
yi =1{3.5,0,-3.5,1.8,1.8, —1.8, —1.8}, (A3)
Bri =105,1,05,5,5,5,5}, (A4)
Byi =1{10,10,10,1,1, 1, 1}, (AS)

and the global constants
B.=1/2, a=3, (A6)

the distribution for a single letter can be written as a sum over
seven edges:

7
FL(.X, Y, 25 {sl}) = Z%‘ifE(x — XY — Vis Z;ﬁx,iv ﬁy,iv ﬁzv (X).
i=1

(A7)
The seven bits & € {0,1} for i€ {l,...,7}, determine
which edges are active and which are removed. For & =
{1, 1,1, 1,1, 1, 1} (i.e., all edges active), the resulting distri-
bution is a “figure-8.” Each of the five letters in the word
“CHAOS” can be represented by different choices for the
seven bits.

Explicitly, let

C: &' =1{1,0,1,1,0,1,0}, (A8)
H: g =1{0,1,0,1,1,1,1}, (A9)
A& =1{1,1,0,1,1,1,1}, (A10)
0: & =1{1,0,1,1,1,1,1}, (A11)
S: & =1{1,1,1,1,0,0, 1}. (A12)
With the horizontal shifts
h ={-11.5,-5.75,0,5.75, 11.5}, (A13)
the distribution for the word “CHAOQOS” is given by
5 .
fonnos ~ Y FL(x =W .y z{E}).  (A14)

j=1

The gradient of this distribution, V fcyaos, is obtained by
replacing f, in Eq. (A7) with its gradient

2(BexX + Byyy)

Vfe=-2pz22f — mﬁ:- (A15)

The auxiliary vector Ly, is then obtained as

V fcuaos

L, =— (A16)

fonaos
While the vector L;, is analytically well defined for all {x, y, z},
care must be taken to ensure that its numerical evaluation
remains finite as f, — 0.
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