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Stable charging of a Rydberg quantum battery in an open system
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The charging of an open quantum battery is investigated where the charger and the quantum battery interact
with a common environment. At zero temperature, the stored energy of the battery is optimal as the charger and
the quantum battery share the same coupling strength (gC = gB). By contrast, in the presence of the quantum
jump-based feedback control, the energy stored in the battery can be greatly enhanced for different couplings
(gC > gB). Considering the feasibility of the experiment, a model of Rydberg quantum battery is proposed with
cascade-type atoms interacting with a dissipative optical cavity. The effective coupling strength between the
charger (quantum battery) and the cavity field is hence adjustable and one can make the battery close to perfect
excitation. The adverse factors of charging quantum batteries such as time delay for feedback, finite temperature,
and spontaneous emission of Rydberg atoms are also discussed, and the result shows that the quantum battery is
still able to retain a satisfactory energy storage effect.
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I. INTRODUCTION

Conventional batteries are devices that convert chemical
energy into electrical energy, with positive and negative elec-
trodes. With the progress of science and technology, batteries
generally refer to small devices that can generate electric
energy, such as solar cells [1]. In recent years, the concept of
quantum batteries (QBs) was proposed by Alicki and Fannes
[2]. They defined a QB as a small quantum mechanical system
that is used to store or extract energy. As we all know, quan-
tum entanglement [3,4], quantum coherence [5], and quantum
discord [6,7] have been viewed as physical resources to apply
in many high-tech and basic research fields, such as quan-
tum teleportation [8,9], quantum image [10], quantum radar
[11], quantum computing [12–14], etc. This greatly inspires
researchers’ interest in QB, as they hope to get a kind of
battery with better performance than a traditional battery by
using the characteristic of quantum correlation.

Initially, QBs were modeled as a series of two-level sys-
tems to explore properties in a closed system, such as stored
energy, charging power, and ergotropy [15–30]. There are two
forms of charging: One is parallel charging [18,20], in which
each QB is charged by corresponding charger and independent
of each other; the other is collective charging [2,15,16,19,21],
where all the QBs are charged by the same charger. Some
scientists have come to the conclusion that collective charging
has more performance advantages than individual charging.
The above schemes correspond to the unitary evolution of
the QB driven by time-dependent Hamiltonian. Due to the
coherent coupling between the QB and the charger, the stored
energy of the QB is oscillating, which is strictly dependent
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on the interaction time between the charger and the QB [20].
Once the optimal time is missed, the energy stored by the QB
will be lower than the optimal energy value. To overcome
this problem, some works have proposed adiabatic battery
charging schemes to ensure a stable value for the QB charging
instead of oscillating over time [31–34].

Open QBs are attended for solving the problem of QBs
charging in open systems [35–50]. The inevitable interaction
between the quantum system and the surrounding environ-
ment is not always detrimental to quantum properties [51,52].
Thus, some researchers suggest that the environment should
be regarded as a resource to assist QB charging. For instance,
Ito and Watanabe utilized a quantum heat engine to charge the
QBs and obtained a QBs with high power and high capacity
[37]. And an experiment based on Dicke QBs [39] showed
that by fine-tuning the decoherence process, the QBs can be
charged quickly, and the corresponding discharge speed is
much slower, which is conducive to the energy retention of
the QBs. Therefore, noise environment is very important for
the realization and application of QBs.

Recently, Quach and Munro [53] proposed a scheme of
stable charging under a dissipative environment by using dark
states. They modeled both the charger and the QB as a spin
ensemble with the spin numbers of NC and NB, respectively.
Then the charger and QB are coupled to a common reservoir
with the same coupling strength, and there is no direct in-
teraction between each other. When both the charger and the
QB consist of one spin, the QB cannot be charged effectively.
To improve the stored energy of the QB, it is necessary to
increase the number of spins in the charger so that NC is much
greater than 1, which greatly wastes resources. Subsequently,
Mitchison and Goold [54] proposed a QB scheme based on
continuous weak measurements and feedback control. They
assumed that the QB was an isolated system, and the external
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environment deposited energy into the QB via the charger.
In addition, the charger was a driven-dissipative two-level
system that was subjected to a homodyne measurement, then
the controller used the measurement record to adjust the laser
intensity, resulting in stable and effective QB charging. How-
ever, in experiments, it was difficult to completely isolate the
QB from the environment.

We know that the environment will decay the system to
the ground state, which is not conducive to the charging of
QB. To solve this problem, we introduce quantum jump-based
feedback control into QB charging protocol. When the detec-
tor measures the decay signal of the system induced by atomic
collective decay, it triggers the feedback control of the charger,
and then actively controls the quantum system in a desired
form to compensate for the impact of environmental on QB.
This kind of quantum feedback control [55] have been widely
used in quantum error correction [56,57], decoherence control
[58,59], atomic cooling [60,61], entangled state preparation
[62–64], and quantum optical experiments.

In our proposal, we consider both the charger and the
QB interact with a common environment, which provides a
channel for energy transfer from the charger to the QB. In
Sec. II, we construct a theoretical model and investigate the
effects of feedback control and coupling strength on storage
and extraction of the QB energy. It is proved that when the
coupling strengths of charger and QB to the environment are
different, the stored energy of QB is increased greatly, only
applying feedback control to the charger. In addition, we also
discuss the energy cost of feedback. In Sec. III, we further put
forward a corresponding physical model in which the charger
and QB correspond to a cascaded Rydberg atom, respectively,
and simultaneously reside in a dissipative optical cavity. When
the detector D detects the photons leaking from the cavity
field, the feedback control of the charger is triggered. Based
on this physical model, discuss the effect of a small time
delays, the effect of spontaneous emission, the effect of finite
temperature and the scalability of QB for our scheme. In
Sec. IV, we give a brief conclusion.

II. THEORETICAL MODEL

A. The master equation of the system

Typically, a charging scheme consists of a QB, an external
energy source, or a charger. When the charger is coupled (de-
coupled) with the QB, the charging process is on (off). In this
work, we regard the charger and the QB as two-level systems,
respectively, each has an excited state |e〉 and a ground state
|g〉. In addition, the charger and the QB are injected into a
common reservoir; there is no direct interaction between the
QB and the charger. Initially, the charger is in the excited
state and the QB is in the ground state. We suppose that
the charger and the QB have the same transition frequency,
i.e., ωC = ωB = ω0, the total Hamiltonian of the system is
H = H0 + HI, where (h̄ = 1)

H0 = ω0σ
+
C σ−

C + ω0σ
+
B σ−

B +
∑

k

ωka†
kak, (1)

HI =
∑

k

gCk (a†
kσ

−
C + akσ

+
C ) +

∑
k

gBk (a†
kσ

−
B + akσ

+
B ), (2)

where σ+
i and σ−

i (i = C, B) are the raising and lowering
operators, respectively; ωk , a†

k , and ak are the frequency, cre-
ation, and annihilation operators, respectively, of the kth mode
of the reservoir; and gik (i = C, B) is the coupling constant
between kth mode in the reservoir and the charger (QB). In
the interaction picture, the Hamiltonian can be written as

Hint =
∑

k

gCk[a†
kσ

−
C e−i(ω0−ωk )t + akσ

+
C ei(ω0−ωk )t ]

+
∑

k

gBk[a†
kσ

−
B e−i(ω0−ωk )t + akσ

+
B ei(ω0−ωk )t ]. (3)

In the following, we consider a low temperature mecha-
nism (T = 0) into our scheme to guarantee that the energy of
the reservoir is lower than ω0. Therefore, the probability of
photons absorbed from the reservoir can be ignored. With the
Born-Markov approximation, the Lindblad master equation
during charging process is

ρ̇ = �C

2
(2σ−

C ρσ+
C − σ+

C σ−
C ρ − ρσ+

C σ−
C )

+�B

2
(2σ−

B ρσ+
B − σ+

B σ−
B ρ − ρσ+

B σ−
B )

+�1

2
(2σ−

C ρσ+
B − σ+

C σ−
B ρ − ρσ+

C σ−
B )

+�2

2
(2σ−

B ρσ+
C − σ+

B σ−
C ρ − ρσ+

B σ−
C ), (4)

where �C/2 → ∫ t
0 dt ′ ∑

k g2
Cke±(ω0−ωk )(t−t ′ ), �B/2 →∫ t

0 dt ′ ∑
k g2

Bke±(ω0−ωk )(t−t ′ ) represent the pure spontaneous
emission rates of charger and QB, and �1/2 = �2/2 →∫ t

0 dt ′ ∑
k gCkgBke±(ω0−ωk )(t−t ′ ) correspond to the cooperative

spontaneous emission rates [65]. It should be noted that
the last two items which will produce global entanglement
between the charger and the QB without direct interaction.

B. Steady state and related energy of the system

For convenience, we now introduce gk = (g2
Ck + g2

Bk )1/2.
Therefore, gCk = gkgCk/(g2

Ck + g2
Bk )1/2 = gk cos θ and gBk =

gkgBk/(g2
Ck + g2

Bk )1/2 = gk sin θ , and θ = arctan[gBk/gCk] ∈
(0, π/2). Subsequently, the above corresponding spontaneous
emission rates can be rewritten as �C = � cos θ2, �B =
� sin θ2, and �1 = �2 = � sin θ cos θ , respectively, and � →∫ t

0 dt ′ ∑
k g2

ke±(ω0−ωk )(t−t ′ ). Then the above Lindblad master
equation is reduced to

ρ̇ = �L[J−]ρ, (5)

where L[o] ≡ oρo† − (o†oρ + ρo†o)/2 is the Lindblad su-
peroperator, and J− = cos θσ−

C + sin θσ−
B is the collective

lowering operator. In what follows we mainly consider the
range 0 < θ < π/2, and θ = π/4 means that the couplings
of the charger and the QB to the environment are the same.

Naturally, we hope the QB can be fully charged, which
means the QB can be excited to the corresponding highest
energy level. Nevertheless, the environment will stabilize the
system into a mixed state, so it is difficult to achieve full
charging in an open system. Our goal is to improve the stored
energy of the QB as much as possible on the premise of
stable charging, thus a quantum jump-based feedback control
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is introduced to our system. This feedback operator can be
added directly to the Eq. (5) by inserting a unitary operator
before the collective lowering operator J−. In the absence
of time delay of the feedback control, and the whole system
can be expressed by the Markovian master equation [55] (see
Appendix A)

ρ̇ = �L[UfbJ−]ρ, (6)

where Ufb = exp{−iλ[(|g〉C〈e| + |e〉C〈g|) ⊗ IB]δt} is the uni-
tary operator of feedback control operating on the charger,
and λ denotes the feedback strength, IB is the identity
operator of the QB. For the feedback to be Markovian,
the mechanism must cause the system to change imme-
diately and lead to a finite amount of evolution, which
means that δt should be small and the feedback strength
should be large relatively. By defining ω = λδt , we get
Ufb = exp{−iω[(|g〉C〈e| + |e〉C〈g|) ⊗ IB]}, and L[UfbJ−]ρ =
UfbJ−ρJ+U †

fb − (J+J−ρ + ρJ+J−)/2. The feedback control
of the charger is triggered as the decay described by the
collective operator J− is detected.

At the time t , the energy of the charger and QB can be ex-
pressed as EC(B)(t ) = Tr[HC(B)ρC(B)(t )], where ρB(C)(t ) is the
reduced density matrix for ρ(t ). The initial state of the system
is |e〉C |g〉B, thus, EC (0) = ω0 and EB(0) = 0. To describe the
energy transfer process, we define the energy change of the
charger and the QB as


EC (t ) = EC (t ) − EC (0), (7)


EB(t ) = EB(t ) − EB(0). (8)

Note that 
EC (t ) is always negative, since the initial time
EC (0) = ω0 and the charger energy decreases monotonously
during charging. Thus, |
EC (t )| means the energy released
by the charger during the charging process, and 
EB(t ) rep-
resents the stored energy of the QB during this process. When
the QB is fully charged, the stored energy of the QB is

EBfull = ω0. In addition, the charging power of the QB is
defined as

PB(t ) = 
EB(t )

t
. (9)

To find the optimal value of the feedback parameter ω, we
solve the master equation of Eq. (6) and obtain a steady state
that is related to the initial state of the system as

ρss = −4 sin4 θ

−3 + cos(2θ ) − 2 cos2 θ cos(2ω)
|eg〉〈eg|

+ −1 + cos(4θ )

2[−3 + cos(2θ ) − 2 cos2 θ cos(2ω)]
|ge〉〈ge|

+ 4 cos2 θ cos2 ω

3 − cos(2θ ) + 2 cos2 θ cos(2ω)
|gg〉〈gg|

+
{

4 cos θ sin3 θ

−3 + cos(2θ ) − 2 cos2 θ cos(2ω)
|eg〉〈ge|

+ i sin2(2θ ) sin(2ω)

2[−3 + cos(2θ ) − 2 cos2 θ cos(2ω)]
|eg〉〈gg|

+ 2i cos3 θ sin θ sin(2ω)

3 − cos(2θ ) + 2 cos2 θ cos(2ω)
|ge〉〈gg| + H.c.

}
. (10)

In the absence of feedback control, i.e., ω = 0, the corre-
sponding steady state of the system is

ρss = sin2 θ |ψ1〉〈ψ1| + cos2 θ |gg〉〈gg|. (11)

This steady state is a mixed state, where |ψ1〉 =
sin θ |e〉C |g〉B − cos θ |g〉C |e〉B. Then, according to the Eqs. (7)
and (8), we obtain


EC (∞) = ω0(sin4 θ − 1), (12)


EB(∞) = ω0(sin2 θ − sin4 θ ). (13)

We can see clearly that |
EC (∞)| − 
EB(∞) = ω0 cos2 θ >

0, which means that only a portion of the energy released by
the charger is transferred to the QB, and the rest is dissipated
into the environment. In addition, the stored energy of the
QB in the steady state is 
EB(∞) = ω0(sin2 θ − sin4 θ ) =
sin2(2θ )/4, which can reach its maximum 
EB(∞) = 0.25ω0

as the coupling strengths of charger and QB to the environ-
ment are the same, i.e., θ = π/4.

On the contrary, when the feedback control is switched on,
i.e., ω 
= 0, we have


EC (∞) = 4ω0 sin4 θ

4 − [1 − cos(2ω)][cos(2θ ) + 1]
− 1, (14)


EB(∞) = ω0 sin2(2θ )

4 − [1 − cos(2ω)][cos(2θ ) + 1]
. (15)

When cos(2ω) = −1 for a fixed value of θ , the corresponding
stored energy of QB is the maximum. Therefore, the optimal
value of the feedback parameter is ω = 0.5π . In this case, we
find 
EB(∞) = |
EC (∞)| = ω0 cos2 θ , which means that
the energy released by the charger is completely transferred
to the QB, avoiding the waste of energy and improving the
efficiency of energy transfer. The corresponding steady state
is

ρss = |ψ1〉〈ψ1|. (16)

This steady state shows that the feedback control can avoid
the decay of the system into the double occupations of ground
state. We observe that when cos θ approaches 1, the charger is
nearly fully discharged and the QB is nearly fully charged.
But it is worth emphasizing that cos θ ∼ 1 and cos θ = 1
are two different coupling conditions, which have completely
different effects on the system. For cos θ = 1, by solving the
master equation of Eq. (6) again, we obtain that the form of
steady state is ρss = |gg〉〈gg|, which means no energy is stored
in the QB. Therefore, the coupling strength between the QB
and the environment is nonnegligible although it is weak as
cos θ approaches 1, and the corresponding feedback energy
costs are discussed in Appendix C.

C. Numerical simulations

In Fig. 1, we plots the stored energy 
EB(∞)/ω0 of
the QB in the steady state as a function of ω based on
Eq. (6). Different curves correspond to different values of θ .
The red dotted line describes the variation of stored energy

EB(∞)/ω0 of the QB with the control parameter ω when the
coupling strengths of charger and QB to the environment are
the same (θ = π/4). The green solid line, black dashed line
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FIG. 1. The energy stored in the QB at steady state, which is
a function of ω with different θ . Different curves correspond to
different values of θ , i.e., θ = π/12 (green solid line), θ = π/8
(black dashed line), θ = π/4 (red dotted line), and θ = 3π/8 (blue
dash-dotted line).

and blue dash-dotted line describe the variation of stored en-
ergy 
EB(∞)/ω0 of the QB with ω when the charger and QB
have different couplings, and the corresponding θ are π/12,
π/8 and 3π/8, respectively. As shown in Fig. 1, ω = 0.5π

corresponds to the optimal value for the stored energy of the
QB in steady state under different θ , which is consistent with
our analytical results. We can also see that when the feedback
control is switched off (ω = 0), the stored energy of the QB
in the steady state is optimal when the coupling strengths of
charger and QB to the environment are the same. Obviously,
the QB cannot be charged effectively in this situation. Once
the charger and the QB have different coupling strengths,
the charging effect becomes worse. However, in the presence
of the feedback control (ω = 0.5π ), the 
EB(∞) increases
significantly as the value of θ decreases. Hence, the feed-

back control is beneficial to charge the QB, especially as the
charger and QB have nonidentical couplings.

In Fig. 2(a) [2(b)] we plot |
Ec(t )| [
EB(t )] of the charger
(QB) as a function of �t . The numerical analysis reveals that
the energy is transferred from the charger to the QB via the
environment, and we have |
EC (∞)| = 
EB(∞). The stored
energy of QB in the steady state increases as the value of θ

decreases, but the energy convergence time is prolonged. The
charging power PB(t ) is shown in Fig. 2(c), and the maxi-
mum charging power of QB decreases as the stored energy
of the QB increases. In addition, when θ = 3π/8, there is
cos θ < sin θ , meaning that the couple strength between the
QB and the environment (gBk) is greater than that between the
charger and the environment (gCk). Combining with Figs. 2(b)
and 2(c), the stored energy and power of the QB are lower in
this case, which is not conducive to charging of the QB. There-
fore, it is necessary to adjust the coupling strength to meet
gCk > gBk , i.e., cos θ > sin θ (0 < θ < π/4) in the following
discussion.

D. The ergotropy of the QB

Up to now, we have analyzed the stored energy of the QB
under feedback control. It is worth noting that not all the
energy stored in QB can be completely extracted. To quantify
the maximum work extraction from the QB, we introduce the
concept of ergotropy [66,67] that can be expressed by

�B(t ) = EB(t ) − Ep(t )

= Tr[HBρB(t )] − min
U

Tr[UρB(t )U †HB]. (17)

The Ep(t ) represents the minimum energy locked in the QB,
which cannot be extracted from the QB by an unitary evo-
lution U . When the maximum work is extracted, the system
will be left in the corresponding passive state [28,68,69]. For
a passive state σ , one has �B(σ ) = 0, i.e., for all unitaries U
to meet

Tr(σH ) � Tr(UσU †H ). (18)

Now we calculate the ratio of ergotropy to the stored en-
ergy of QB at steady state. We discuss it in two cases here.

FIG. 2. (a) The released energy |
EC (t )| of the charger as a function of �t . (b) The stored energy 
EB(t ) of the QB as a function of �t .
(c) The charging power PB(t ) of the QB. Different curves correspond to different values of the θ . The green solid line: θ = π/12; The black
dashed line: θ = π/8; The red dotted line: θ = π/4; The blue dash-dotted line: θ = 3π/8.
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FIG. 3. The effect of coupling strength on ergotropy is studied.
Different curves correspond to different θ . The green solid line corre-
sponds to θ = π/12, the black dashed line corresponds to θ = π/8,
the red dotted line corresponds to θ = π/4 and the blue dash-dotted
line corresponds to θ = 3π/8. The inset is the ratio of ergotropy to
energy stored in the QB at the steady state, which is a function of θ .

When gCk > gBk , i.e., cos θ > sin θ (0 < θ < π/4), accord-
ing to Ref. [36], the ratio is expressed as

�B(∞)


EB(∞)
= ω0(cos2 θ − sin2 θ )

ω0 cos2 θ
= 1 − tan2 θ. (19)

�B(∞)/
EB(∞) > 0 means that the energy can be extracted
from the QB, and the ergotropy tends to the stored energy of
the QB gradually as the value of the θ decreases.

When gCk � gBk , i.e., cos θ � sin θ (π/4 � θ < π/2), the
ratio is expressed as

�B(∞)


EB(∞)
= ω0(cos2 θ − cos2 θ )

ω0 cos2 θ
= 0. (20)

In this case, no energy can be extracted from the QB, that
is, the QB is in passive states. Thus, θ ∈ [π/4, π/2) is not
conducive to the extraction of QB energy.

In Fig. 3, we plot the ergotropy �B(t ) as a function of
�t , the green solid line, the black dashed line, the blue dash-
dotted line, and the red dotted line correspond to the value
of θ : π/12, π/8, π/4 and 3π/8, respectively. Combined with
Fig. 2(b) and Fig. 3, it can be easily seen that �B(t ) < 
EB(t )
for a given value of θ , and the ergotropy increases as the
value of the θ decreases and tends to the stored energy of
the QB gradually. Moreover, a behavior can be observed that
ergotropy keeps zero at some time intervals until 
EB(t ) >

1/2. According to Eq. (18), we can judge that the QB is in
passive states during this period of time. Thus, no energy
can be extracted from the QB. The inset characterizes the
ratio of ergotropy to energy stored in the QB at the steady
state, where we only consider 0 < θ � π/4. For details of
calculating ergotropy is shown in Appendix D.

FIG. 4. The charger C and the QB B are described by identi-
cal Rydberg atoms with cascade-type configuration. Each of atoms
contains a Rydberg state |r〉, an optical state |p〉, and a ground state
|g〉. The intermediate state |p〉 can be eliminated adiabatically under
the large-detuning condiation |
b| � C(B), which is then reduced
to two effective two-level atom resonantly coupled to a damped
optical cavity with coupling strength gC

eff = −gC/
b and gB
eff =

−gB/
b, respectively. The feedback control Ufb performed on the
charger C is triggered right after the leakage photon is measured by
the detector D.

III. IMPLEMENTATION OF THE PHYSICAL MODEL

A. Model description and system Hamiltonian

A natural question is whether the theoretical model de-
scribed in Sec. II can be actually implemented in a physical
system. In experiments, it is difficult to observe atomic collec-
tive decay. Therefore, in this part, we designed an equivalent
physical scheme, which incorporates a dissipative cavity.
When the signal of photon leakage of cavity field is detected,
the feedback control of the charger is triggered, to realize
stable and effective charging of the QB.

As shown in Fig. 4, the charger and the QB are described
by identical Rydberg atoms with cascade-type configuration,
respectively. Each of atoms contains a Rydberg state |r〉, an
optical state |p〉 and a ground state |g〉. Initially, the QB is
in ground state |g〉 and the charger is in Rydberg state |r〉.
Meanwhile, the charger and the QB are coupled to the cavity
mode with strength g, detuned by 
b, and pumped by two
classical fields, respectively, the corresponding Rabi frequen-
cies and detuning are denoted by C(B) and −
b. There are
three main reasons for choosing the Rydberg atoms: First,
the coupling strength of the charger (QB) to the cavity field
can be controlled by adjusting the corresponding detuned

b and Rabi frequency C(B). Second, the Rydberg atoms
have stable excited states due to the low spontaneous decay
rate. Last, the Rydberg atom with higher energy levels can
store more energy, compared with other atomic systems. For
convenience, we assume that all parameters are real. The total
Hamiltonian is described as H = H0 + HI, where H0 repre-
sents the free Hamiltonian of the system, and HI represents the
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interact Hamiltonian of the system. The corresponding forms
are expressed as

H0 =
∑

i=C,B

ωg|g〉i〈g| + ωp|p〉i〈p| + ωr |r〉i〈r| + ωca†a, (21)

HI =
∑

i=C,B

ga|p〉i〈g| + ie
−iωit |r〉i〈p| + H.c.

+UCB(r)|r〉C〈r| ⊗ |r〉B〈r|, (22)

where ωg < ωp < ωr . The Rydberg-mediated interaction
UCB(r) is produced from the dipole-dipole potential of the
scale C3/r3 or the long-range van der Waals interaction pro-
portional to C6/r6, where r is the distance between two
Rydberg atoms and C3(6) depends on the quantum numbers
of the Rydberg state.

In the interaction picture, the Hamiltonian reads

Hint =
∑

i=C,B

gei
bt a|p〉i〈g| + ie
−i
bt |r〉i〈p| + H.c.

+UCB(r)|r〉C〈r| ⊗ |r〉B〈r|, (23)

where 
b = ωp − ωg − ωc = ωC(B) − ωr + ωp. The evolu-
tion of the system is confined in the one-excitation subspace,
so the Rydberg interaction term has no effect on our results,
and we will ignore it in the following expressions. Under
the condition of the large detuning, i.e., |
b| � {g,C(B)},
the intermediate state |p〉 may be eliminated safely, and the
interaction Hamiltonian can be reduced to

Hint = −g2a†a


b
|g〉C〈g| − C


b
|r〉C〈r|

−g2a†a


b
|g〉B〈g| − B


b
|r〉B〈r|

−
[

gaC


b
|r〉C〈g| + gaB


b
|r〉B〈g| + H.c.

]
. (24)

The first two terms are on behalf of the Stark shifts of ground
states and Rydberg states, respectively, which can be canceled
by the introduction of other auxiliary levels. Therefore, the
above Hamiltonian is simplified to be

Heff =
∑

i=B,C

gi
eff |r〉i〈g|a + H.c., (25)

where gC
eff = −gC/
b (gB

eff = −gB/
b) is the effective
coupling strength between the charger (QB) and the cavity
mode. We can clearly see that both the charger C and the
QB B are equivalent to atoms with two-level structure. The
reason why we do not directly choose atoms with two-level
configurations is that the cascade atoms is more advantageous
in term of the feasibility of experiment [70–73], and the ef-
fective coupling strength can be controlled by adjusting the
corresponding detunings and Rabi frequencies.

According to the simplified Hamiltonian, we can
obtain three eigenstates: |E0〉 = sin θ |rg〉|0〉 − cos θ |gr〉|0〉,
|E−〉 = (cos θ |rg〉|0〉 + sin θ |gr〉|0〉 − |gg〉|1〉)/

√
2, and

|E+〉 = (cos θ |rg〉|0〉 + sin θ |gr〉|0〉 + |gg〉|1〉)/
√

2, the
corresponding eigenvalues are E0 = 0, E− = −gR/
b

and E+ = gR/
b, respectively, in which 2
R = 2

C + 2
B,

and θ = arctan[B/C] ∈ (0, π/2).

B. Master equation based on feedback with negligible time delay

In the absence of feedback control, considering the influ-
ence of dissipation at a low temperature mechanism (T = 0),
the evolution of the system is governed by

ρ̇ = −i[Heff , ρ] + Lκρ + Lγ ρ, (26)

where Lκρ = κ/2(2aρa† − a†aρ − ρa†a), Lγ ρ =
�i=B,Cγ /2(2σ−

i ρσ+
i − σ+

i σ−
i ρ − ρσ+

i σ−
i ), κ is the decay

rate of the cavity mode, γ is the spontaneous rate of the
Rydberg state, and σ−

i = (σ+
i )† is the lowing operator of

the charger (QB). In the single excitation regime, the above
Lindblad master equation is reduced to

ρ̇ = −igeff [(J
+a + J−a†), ρ] + Lκρ + Lγ ρ, (27)

where we have introduced geff = −gR/
b. Therefore, we
can reformulate the expressions for gC

eff and gB
eff as gC

eff =
geff cos θ and gB

eff = geff sin θ , and the corresponding collec-
tive lowing operator is scaled by J− = ∑

i=C,B gi
eff/geff |g〉i〈r|.

To understand the dissipative dynamics of the system more
thoroughly, we use the number of photons to express the
master equation of Eq. (27) [62]. In the limit κ � geff , by
adiabatically eliminate the cavity mode, we finally get the
reduced master equation of the system (see Appendix E),

ρ̇ = �L[J−]ρ + Lγ ρ, (28)

where � = 4g2
eff/κ is the collective amplitude damping rate

of the transition from |r〉 to |g〉. If the collective decay rate is
much large than the spontaneous emission rate, i.e., � � γ ,
then an effective master equation can be expressed as

ρ̇ = �L[J−]ρ. (29)

When the quantum feedback control is applied to the
charger, the effective master equation of the system reads

ρ̇ = �L[UfbJ−]ρ, (30)

now we recover the result with the same form as Eq. (6),
where J− = cos θ |g〉C〈r| + sin θ |g〉B〈r|.

In experiments, the actual signal does not come from the
collective damping of the atoms, but from the photons leaking
out of the cavity mode. Therefore, we consider a more realistic
feedback master equation,

ρ = −igeff [(J
+a + J−a†), ρ] + κL[Ufba]ρ. (31)

By applying an adiabatic elimination to the above master
equation, this system can be effectively described in the col-
lective spin basis, as shown in the master equation of Eq. (29).
For a discussion of the finite temperatures, please see Ap-
pendix F for details.

The following numerical simulation is based on Eq. (31).
Figures 5(a) and 5(b) represent the energy change of the
charger and the QB, respectively, and Fig. 5(c) represents
the charging power of the QB, where ω = 0.5π , κ = 25�,
geff = 2.5�, and we consider four-photon excitation in the
cavity mode (Nc = 5). We observe that the physical model
is in a good agreement with the theoretical results illustrated
in the Sec. II. In addition, to obtain the analytical solution, we
assume that κ � geff to derive the effective master equation
of Eq. (29). Nevertheless, in the Fig. 6, we find that κ does
not have to be much greater than geff in numerical simulation.

044116-6



STABLE CHARGING OF A RYDBERG QUANTUM BATTERY … PHYSICAL REVIEW E 104, 044116 (2021)

FIG. 5. Panels (a–c) describe the effects of different coupling strengths on the energy of the charger and the energy of the QB, as well as
the charging power of the QB, in term of the Eq. (31). Different curves correspond to different θ . The dimension of cavity mode is Nc = 5, and
the other parameters are κ = 25� and geff = 2.5�.

At the same time, we find that there is no necessary to expand
the dimension of the cavity to Nc = 5, since Nc = 2 is exact
enough to describe our physical picture. In the following
discussion, we only choose Nc = 2 if there is no special de-
scription.

Figure 7(a) displays the time evolution of the variance

σB =
√

〈H2
B〉 − 〈HB〉2 of the QB energy, which measures the

quality of the stored energy. A variance usually means that
the energy provided by the QB has a fluctuation around its
average energy. A large energy fluctuation represents that the
amount of stored energy is highly sensitive to charging time,
therefore it is difficult to estimate the amount of stored energy.
The red solid line describes the variance of the QB when
the charger and the QB have the same effective coupling

FIG. 6. Energy stored 
EB(t ) as a function of �t with different
κ/geff . Different curves correspond to different κ/geff values. The
blue dotted line: κ/geff = 0.1; The red solid line:κ/geff = 1; The blue
dotted line: κ/geff = 10; The dimension of cavity mode is Nc = 5.
Other parameters are given as θ = π/12 and ω = 0.5π .

(θ = π/4), and the blue dashed line indicates that the two
have different effective coupling strength (θ = π/8). It can
be clearly seen that when the effective coupling strengths are
different, the stored energy quality of QB is better

C. The effect of a small time delay

So far, we have only discussed the effect of feedback con-
trol on the energy stored of the QB when there is no feedback
time delay. This mechanism requires that the system changes
immediately once the detector detects the leakage of photons
from the cavity field. Thus, the corresponding master equation
is a instantaneous feedback master equation. However, there
is a time delay in the actual feedback control due to the limited
response time of the device. In this part, we investigated the
effect of feedback time delay on the energy storage of QB.

FIG. 7. Time evolution of the variance σB = √〈H 2
B 〉 − 〈HB〉2 of

the QB energy. The red solid line: θ = π/4; The blue dashed line:
θ = π/8. The other parameters are given as ω = 0.5π , κ = 25�, and
geff = 2.5�.
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FIG. 8. The stored energy of the QB as a function of �t governed
by the master equation of Eq. (31) with delayed feedback control.
The corresponding parameters are given as ω = 0.5π , κ = 25�, and
geff = 2.5�. The inset is the stored energy in the QB at the steady
state, which is a function of �τ with different θ .

The form of the master equation is [55] (see Appendix G)

ρ̇ = [D + τ (eK − 1){DJ [a] − J [a]D}]ρ, (32)

where K is a Liouville superoperator, in a special
case, Kρ = −i[ω[(|g〉C〈r| + |r〉C〈g|) ⊗ IB], ρ], Dρ ≡
−igeff [(J+a + J−a†), ρ] + κL[Ufba]ρ, and J [a]ρ = aρa†.
This master equation is equal to the instantaneous feedback
master Eq. (31), plus a correction linear in τ . Obviously,
when

τ‖(eK − 1){DJ [a] − J [a]D}ρ‖ � ‖Dρ‖, (33)

this correction to the Markovian feedback master equation can
be negligible, where the ‖‖ indicates a suitable norm (e.g.,
1-norm, 2-norm, or ∞-norm).

In Fig. 8, we take into account the feedback time delay and
plot the energy stored in the QB with different time delays
�τ . These results show that the energy stored in the QB
decreases with the increase of �τ . In this case, the presence
of feedback delay increases the impact of dissipation on the
energy storage of QB, leading to deviations from previous
results. For example, the inset shows that for θ = π/12, once
�τ exceeds the critical value 0.012, the stored energy of the
QB is lower than that for θ = π/8. When this value is further
greater than 0.072, the stored energy of the QB is not as good
as the case for θ = π/4.

D. The effect of the spontaneous emission

In the above discussion, we have ignored the spontaneous
emission of the system. In this part, we will consider the
influence of the spontaneous emission of the system on our
scheme. The dynamics of the system governed by a time-

dependent master equation is given by

ρ̇ = −i[HI, ρ] +
∑

i

γr

2
L[|p〉i〈r|]ρ +

∑
i

γr

2
L[|g〉i〈r|]ρ

+
∑

i

γpL[|g〉i〈p|]ρ + κL[Ufba]ρ, (34)

where HI is the full Hamiltonian of Eq. (23). There are
continuous decay mechanisms |r〉 → |p〉 and |p〉 → |g〉.
Meanwhile, there is a discontinuous decay mechanisms from
|r〉 to |g〉. For simplicity, we have assumed the decay rates of
the atom from level |r〉 to |p〉 and |r〉 to |g〉 are the same. In
general, the decay rate of the Rydberg state γr is three orders
of magnitude lower than that of the intermediate state γp,
and the effect of spontaneous emission of |p〉 can be further
reduced by enlarging the value of detuning 
b, but at the cost
of extending the convergence time and amplifying the effect
of spontaneous emission of |r〉. So the tradeoff between γr and
γp should be considered according to different parameters of
the system. Based on the above results, we may exploit the
recent cavity QED system with Rydberg atoms as a natural
platform to realize our QB model [74–78]. We choose the
configuration of 87Rb atom for both the charger and the QB,
the ground state of the battery is 5S1/2, the optical state is
5P3/2. The decay rates of the intermediate state |p〉 and the
cavity mode are γp = 2π × 3 MHz and κ = 2π × 0.66 MHz,
respectively. The optical level is coupled to the quantized
cavity mode with strength g = 2π × 14.4 MHz. We modulate
the Rabi frequency of the classical field as C = 3gcos π/8
and B = 3g sin π/8. To resist the spontaneous emission of
intermediate state |p〉, we set the single-photon detuning 
b =
160g. The different Rydberg excited states can be utilized
corresponding to different spontaneous decay rates, i.e., γr =
2π × 0.28 kHz (n = 80) and γr = 2π × 0.14 kHz (n = 100).
Figure 9 shows the effect of different Rydberg states on the
energy stored of the QB. There is no doubt that the Rydberg
state with a large principal quantum number n has a better
energy storage effect, which provides a battery energy storage
value close to the ideal situation depicted in Fig. 8.

E. Multiparticle quantum barriers

In previous works, the charging effect of the multibody
QBs had been explored. For instance, Ferraro et al. [19] pro-
posed a Dicke QBs model in a closed system that N two-level
systems interact with a single mode cavity field. In the numer-
ical simulation, introducing a cutoff on the maximum number
Nph of photons, they had checked that excellent numerical
convergence was achieved by choosing Nph = 4N . Then they
got a conclusion: The average charging power of a Dicke QBs
is

√
N times large than that of a single QB. Quach and Munro

proposed an open QBs model [53], in which the charger and
QB are composed of a spin ensemble, respectively, and the
number of spins in the charger is greater than that of QBs.
This work proved that the power density actually scales with
the of number of spins N in the QBs. Both schemes, in a word,
show that the exploitation of collective quantum resources can
increase the charging power of QBs. In our work, we briefly
analyze the impact of multiparticle QBs on energy transmis-
sion. The charger only contains a Rydberg atom while the
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FIG. 9. The stored energy 
EB(t ) of the QB as a function
of gt . Different curves correspond to the spontaneous emission
rate of the different Rydberg states, γr = 0 (green solid line),
γr = 2π × 0.14 kHz (red dashed line), and γr = 2π × 0.28 kHz
(blue dotted line). The dimension of cavity mode is Nc = 5 and
the feedback parameter is ω = 0.5π , other parameters are given
as κ = 2π × 0.66 MHz, γp = 2π × 3 MHz, g = 2π × 14.4 MHz,
C = 3gcos π/8, B = 3g sin π/8, and 
b = 160g.

QBs are made up of N atoms, where N = 1 ∼ 6. According to
Eq. (31) with J− = gC

eff/geff |g〉〈r| + ∑N
i=1 gB

eff/geff |g〉i〈r|, the
energy stored by the multiparticle QBs is shown in Fig. 10(a)
and the corresponding instantaneous charging power shows in
Fig. 10(b). The corresponding parameters are ω = 0.5π , θ =
π/12, geff = 2.5�, and κ = 25�. In addition, the dimension

of the cavity mode is set as Nc = 2. On the basis of Fig. 10,
we find that as the number of atoms in the QBs increases, the
maximum charging power of the QBs also increases, but the
energy stored in the QBs decrease.

IV. SUMMARY

In summary, we have constructed a theoretical model for
charging and stabilizing of the QB in an open system. The
introductions of quantum feedback control and nonidentical
coupling are conducive to the energy storage and ergotropy of
QB. This model can be simulated in a Rydberg-cavity QED
system, where the cascade Rydberg atom has the advantages
of high energy storage, long lifetime, and adjustable coupling
strength with cavity. We hope that the work will provide a
valuable reference for future QB research.
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APPENDIX A: DERIVATION OF QUANTUM MASTER
EQUATIONS OF EQS. (5) AND (6)

In this Appendix, we give a simple derivation of the
Eqs. (5) and (6). In the interaction picture, the Hamiltonian
becomes

Hint =
∑

k

gCk[a†
kσ

−
C e−i(ω0−ωk )t + akσ

+
C ei(ω0−ωk )t ]

+
∑

k

gBk[a†
kσ

−
B e−i(ω0−ωk )t + akσ

+
B ei(ω0−ωk )t ], (A1)

where gik (i = C, B) is the coupling constant between the kth
mode in the reservoir and the charger (QB).

FIG. 10. (a) The local energy 
EB(t ) of the QBs as a function of �t . Different colors represent different numbers of particles in the QBs.
The curves from top to bottom corresponds to N = 1 ∼ 6. Panel (b) represents the charging power PB(t ) of the QBs, however, the curves from
top to bottom correspond to N = 6 ∼ 1. All results in panels (a, b) have been obtained under the quantum feedback control (ω = 0.5π ). Other
parameters are given as κ = 25�, geff = 2.5�, and θ = π/12.
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For convenience, we introduce gk = (g2
Ck + g2

Bk )1/2.
Therefore, gCk = gkgCk/(g2

Ck + g2
Bk )1/2 = gk cos θ and

gBk = gkgBk/(g2
Ck + g2

Bk )1/2 = gk sin θ . Subsequently, Hint

can be rewritten as

Hint =
∑

k

gk cos θ [a†
kσ

−
C e−i(ω0−ωk )t + akσ

+
C ei(ω0−ωk )t ]

+
∑

k

gk sin θ [a†
kσ

−
B e−i(ω0−ωk )t + akσ

+
B ei(ω0−ωk )t ]).

(A2)

Then we define J− = cos θσ−
C + sin θσ−

B , and Hint is reduced
to

Hint =
∑

k

gk[a†
kJ−e−i(ω0−ωk )t + akJ+ei(ω0−ωk )t ]. (A3)

Under the Born-Markov approximation, the master equation
reads

ρ̇S = −TrR

∫ ∞

0
dτ [Hint (t ), [Hint (t − τ ), ρS ⊗ ρR]], (A4)

where TrR stands for tracing over the degrees of freedom of
the reservoir, ρR represents the density operator of the com-
mon reservoir and ρS represents the reduced density operator
of the charger and the QB. In the following derivation, we use
ρ instead of ρS for simplicity.

By combining the Eqs. (A3) and (A4), we can obtain the
master equation of Eq. (5) as

ρ̇ = �L[J−]ρ, (A5)

where � → ∫ t
0 dt ′ ∑

k g2
ke±(ω0−ωk )(t−t ′ ) and L[o] ≡ oρo† −

(o†oρ + ρo†o)/2. If both the charger and the QB are made
up of an atomic ensemble, then the above master equa-
tion still holds, in which J− = J−

C + J−
B = cos θ

∑N
j=1 σ−

C j +
sin θ

∑N
j=1 σ−

B j .
Reference [55] points out that for the feedback to be

Markovian, the mechanism must act immediately after a
detection and cause a finite amount evolution of the system.
This finite evolution is influenced by the superoperator
eK, where K is a Liouville superoperator. To understand
quantum feedback dynamics concisely, superoperator
L[J−]ρ is divided into two parts. The form is L[J−]ρ =
J [J−]ρ − A[J−]ρ, in which J [J−]ρ = J−ρJ+ and
A[J−]ρ = [J+J−ρ + ρJ+J−]/2. Due to A[J−]ρ indicates a
null measurement, leading the density operator ρ̃0(t + dt ) un-
changed, the density operator following a detection at time t is

ρ̃1(t + dt ) = eKJ−ρJ+dt . (A6)

Then, the master equation of the system can be written as

ρ̇ = eKJ [J−]ρ + A[J−]ρ, (A7)

in the case that Kρ = −i[z, ρ], the master equation is
simplified to

ρ̇ = L[UfbJ−]ρ, (A8)

where Ufb = e−iz is the feedback control unitary operator
operating on the system. Notably, the choice of the z is par-
ticularly important for our system. The previous work shows
that the principle of choosing feedback control is to break the

symmetry of atomic exchange. Thus, the feedback operator
is expressed as Ufb = exp{−iλ[(|g〉C〈e| + |e〉C〈g|) ⊗ |IB]δt} in
our work, where λ denotes the feedback strength, IB is the
identity operator of the QB. Then by defining ω = λδt , Ufb

can be rewritten as Ufb = exp{−iω[(|g〉C〈e| + |e〉C〈g|) ⊗ IB]}.
Equation (6) shows that when the decay described by the
collective operator J− is observed, the mechanism causes the
system to immediately change according to the measurement
result.

APPENDIX B: DERIVATION OF THE STEADY STATE OF
THE SYSTEM

To obtain the dynamics of state ρ at an arbitrary time t ,
we use a basis set as |1〉 = |e〉C |e〉B, |2〉 = |e〉C |g〉B, |3〉 =
|g〉C |e〉B, and |4〉 = |g〉C |g〉B to represent the density matrix as

ρ(t ) =

⎛
⎜⎝

ρ11(t ) ρ12(t ) ρ13(t ) ρ14(t )
ρ21(t ) ρ22(t ) ρ23(t ) ρ24(t )
ρ31(t ) ρ32(t ) ρ33(t ) ρ34(t )
ρ41(t ) ρ42(t ) ρ43(t ) ρ44(t )

⎞
⎟⎠. (B1)

According to the initial conditions ρ22(0) = 1, we first cal-
culate the system of equations composed of ρ̇1i(t ) (i = 1 ∼ 4)
and ρ̇ j1(t ) ( j = 1 ∼ 4), and we get the solutions ρ1i(t ) =
ρ j1(t ) = 0. Therefore, the remaining differential equations
can be reduced to

ρ̇22(t ) = �{sin2 ω cos2 θρ22(t ) + sin2 ω sin2 θρ33(t )

+ sin2 ω sin θ cos θ [ρ32(t ) + ρ23(t )]}
−�

2
{sin θ cos θ [ρ32(t ) + ρ23(t )]

+2 cos2 θρ22(t )}, (B2)

ρ̇33(t ) = −�

2
{sin θ cos θ [ρ32(t ) + ρ23(t )]

+2 sin2 θρ33(t )}, (B3)

ρ̇44(t ) = �{cos2 ω cos2 θρ22(t ) + cos2 ω sin2 θρ33(t )

+ cos2 ω sin θ cos θ [ρ32(t ) + ρ23(t )]}, (B4)

ρ̇23(t ) = −�

2
{cos2 θρ23(t ) + sin θ cos θ [ρ33(t ) + ρ22(t )]

+ sin2 θρ23(t )}, (B5)

ρ̇24(t ) = −i�{sin ω cos ω[cos2 θρ22(t ) + sin2 θρ33(t )]

+ sin ω cos ω cos θ sin θ [ρ32(t ) + ρ23(t )]}
−�

2
[cos2 θρ24(t ) + cos θ sin θρ34], (B6)

ρ̇32(t ) = −�

2
{cos2 θρ32(t ) + sin θ cos θ [ρ33(t ) + ρ22(t )]

+ sin2 θρ32(t )}, (B7)

ρ̇34(t ) = −�

2
[sin2 θρ34(t ) + sin θ cos θρ24(t )], (B8)

ρ̇42(t ) = i�{sin ω cos ω[cos2 θρ22(t ) + sin2 θρ33(t )]

+ sin ω cos ω cos θ sin θ [ρ32(t ) + ρ23(t )]}
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−�

2
[cos2 θρ42(t ) + cos θ sin θρ43], (B9)

ρ̇43(t ) = −�

2
[sin2 θρ43(t ) + sin θ cos θρ42(t )]. (B10)

Then we can get the solutions of a series of time-dependent
equations. By choosing the time to approach infinity, we ob-
tain the steady state that is related to the initial state of the
system, which is expressed as

ρss = −4 sin4 θ

−3 + cos(2θ ) − 2 cos2 θ cos(2ω)
|eg〉〈eg|

+ −1 + cos(4θ )

2[−3 + cos(2θ ) − 2 cos2 θ cos(2ω)]
|ge〉〈ge|

+ 4 cos2 θ cos2 ω

3 − cos(2θ ) + 2 cos2 θ cos(2ω)
|gg〉〈gg|

+
{

4 cos θ sin3 θ

−3 + cos(2θ ) − 2 cos2 θ cos(2ω)
|eg〉〈ge|

+ i sin2(2θ ) sin(2ω)

2[−3 + cos(2θ ) − 2 cos2 θ cos(2ω)]
|eg〉〈gg|

+ 2i cos3 θ sin θ sin(2ω)

3 − cos(2θ ) + 2 cos2 θ cos(2ω)
|ge〉〈gg| + H.c.

}
.

(B11)

APPENDIX C: THE ENERGETIC COSTS OF THE
FEEDBACK CONTROL

Initially, the total energy of the system is ES (0) =
Tr[HSρ(0)] = ω0, in which HS = HC + HB. According to
Eq. (B11), in the presence of feedback control (ω = 0.5π ),
the steady state of the system is ρ1

ss = |ψ1〉〈ψ1|, in which
|ψ1〉 = sin θ |e〉C |g〉B − cos θ |g〉C |e〉B, and the corresponding
total energy of the system in the steady-state is E1

S (∞) =
ω0(cos2 θ + sin2 θ ) = ω0, which is equal to the total en-
ergy ES (0) of the initial system. In the absence of feedback
control (ω = 0), the steady state of the system is ρ2

ss =
sin2 θ |ψ1〉〈ψ1| + cos2 θ |gg〉〈gg|, and the corresponding total
energy of the system in the steady-state is E2

S (∞) = ω0 sin2 θ ,
which is less than the total energy ES (0) of the initial system.
It means that a part of the energy is dissipated to the environ-
ment.

Through the above analysis, we can see that the feedback
suppresses the decay of the system to the double ground state
|gg〉〈gg|, to keep the total energy of the system unchanged.
However, the environmental noise will push the state of the
system away from the target state ρ1

ss constantly, the total
energy of the system will be reduced, which means that the
controller must provide the same amount of energy to recover
this change. Therefore, we define the energy provided by the
controller as energy cost, i.e.,


E (∞) = Tr
[
HSρ

1
ss

] − Tr
[
HSρ

2
ss

]
. (C1)

In Fig. 11, 
E (∞) is displayed as a function of θ , which
describes the energy cost for different values of θ . We find
that the cost of feedback energy increases as the value of θ

decreases.

FIG. 11. 
E (∞) as a function of θ , representing the difference
in steady state energy between the feedback system and the nonfeed-
back system. Other parameters are given as θ = π/12 and ω = 0.5π .

APPENDIX D: FOR DETAILS OF CALCULATING
ERGOTROPY

According to Ref. [36], the Hamiltonian HB and the state
ρB of the QB that can be expressed by their respective eigen-
basis

HB =
∑

n

en|en〉〈en|, (D1)

ρB =
∑

n

rn|rn〉〈rn|, (D2)

where |en〉 and |rn〉 represent the eigenvectors of HB and ρB,
respectively, and e0 � e1 � · · · and r0 � r1 � · · · are the
related eigenvalues, which have been properly ordered. The
form of the passive state is

ρ p ≡
∑

n

rn|en〉〈en|, (D3)

and its mean energy is Ep ≡ Tr[HBρ p] = ∑
n rnen, which

corresponds to the minimum of the Eq. (17), i.e., Ep =
min

U
Tr[UρB(t )U †HB]. Thus, the ergotropy �B of the state ρB

can be expressed as

�B = EB − Ep = Tr[HB(ρB − ρ p)]. (D4)

Consider the case of the QB with a Hamiltonian of the form
HB = ω0σ

+σ−, the density matrix can be expressed as

ρB = 1
2 (I + �r · �σ ), (D5)

where I is the 2 × 2 identity, and �σ ≡ (σ x, σ y, σ z ) and �r
are the Pauli and Bloch vectors, respectively. According to
Eqs. (D3) and (D4), the �B reads

�B = ω0

2
(r + rz ), (D6)
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where r = |�r|. The ergotropy can be rewritten in term of
expectation values of operators as

�B = ω0

2
(
√

〈σz〉2 + 4〈σ+〉〈σ−〉 + 〈σz〉). (D7)

According to Eqs. (B1) and (D7), the ergotropy of the QB
finally reads

�B(t ) = ω0

2
{
√

4|ρ12(t ) + ρ34(t )|2 + (2[ρ11(t ) + ρ33(t )] − 1)2

+ 2[ρ11(t ) + ρ33(t )] − 1}. (D8)

Accordingly, the energy stored by the QB is


EB(t ) = ω0[ρ11(t ) + ρ33(t )]. (D9)

APPENDIX E: DERIVATION OF QUANTUM
MASTER EQS. (26)∼(29)

In the Sec. III, considering the operability of the experi-
ment, we design a Rydberg QB model, in which a dissipative
optical cavity is introduced to assist QB charging. Under the
Born-Markov approximation, the evolution of the system is
governed by the master equation of Eq. (27),

ρ̇ = −igeff [J
+a + J−a†, ρ] + Lκρ + Lγ ρ. (E1)

For a strongly damped cavity mode, the effect of the highly
excited cavity modes is weak, which can be regarded as per-
turbations. Therefore, we use the photon number to represent
the density operator as [62]

ρ̇ =
1∑

m,n=0

ρmn|m〉c〈n|, (E2)

in which ρmn is the density matrix elements based on the
photon number states of the cavity mode. By substituting
Eq. (E2) into the Eq. (E1), the following corresponding cou-
pling equations can be obtained:

ρ̇00 = Lρ00 − igeff [J
+ρ10 − ρ01J−] + κρ11, (E3)

ρ̇10 = Lρ10 − igeff [J
−ρ00 − ρ11J−] − 1

2κρ10, (E4)

ρ̇01 = Lρ01 − igeff [J
+ρ11 − ρ00J+] − 1

2κρ01, (E5)

ρ̇11 = Lρ11 − igeff [J
−ρ01 − ρ10J+] − κρ11, (E6)

where Lρi j stands for terms independent of photons. In com-
parison, ρ10 changes more slowly because the most populated
state of the cavity mode is the vacuum state. Therefore, it is
reasonable to take ρ̇10 = 0. The following result is obtained:

ρ10 = ρ
†
01 ≈ −2igeff

κ
[J−ρ00 − ρ11J−]. (E7)

Then, by substituting Eq. (E7) into Eqs. (E3) and (E6), we
have

ρ̇00 = Lρ00 − 2g2
eff

κ
[J+J−ρ00 + ρ00J+J− − 2J+ρ11J−]

+ κρ11, (E8)

ρ̇11 = Lρ11 − 2g2
eff

κ
[J−J+ρ11 + ρ11J−J+ − 2J−ρ00J+]

− κρ11. (E9)

The above two terms characterize the dynamic evolution of
atoms. Now we add them together and adiabatically eliminate
ρ11, the master equation for the reduced density operator of
atoms becomes

ρ̇ = �L[J−]ρ + Lγ ρ, (E10)

where � = 4g2
eff/κ is the collective amplitude damping rate

of the transition from |r〉 to |g〉. If the collective decay rate is
much large than the spontaneous emission rate, i.e., � � γ ,
then an effective master equation can be expressed as

ρ̇ = �L[J−]ρ. (E11)

APPENDIX F: THE EFFECT OF THE FINITE
TEMPERATURE

If temperature is considered in our scheme, then Eq. (31)
in the text should be modified as

ρ = −igeff [(J
+a + J−a†), ρ] + κ (nth + 1)L[Ufba]ρ

+κnthL[a†]ρ, (F1)

where we have ignored the spontaneous emission of atoms
because Rydberg atoms have a low spontaneous emission
rate. nth = [exp(h̄ωc/kBT ) − 1]−1 is the average number of
photons, nth = 0 corresponding to T = 0.

When considering a zero temperature environment, the Ry-
dberg interaction has no effect on our results, so the feedback
operator is expressed as Ufb = exp{−iω[(|g〉C〈r| + |r〉C〈g|) ⊗
IB]. However, when there is a finite temperature, the system
may be excited to the double Rydberg state. Therefore, the
Rydberg interaction will be considered, and the correspond-
ing feedback operator is Ufb = exp{−iλ[(|g〉C〈r| + |r〉C〈g|) ⊗

FIG. 12. The stored energy 
EB(t ) of the QB as a function of
�t with different nth. The red solid line: nth = 0; The black dashed
line: nth = 0.001; The blue dotted line: nth = 0.01; The yellow dash-
dotted line: nth = 0.1. The dimension of cavity mode is Nc = 5.
Other parameters are given as κ = 2.5�, geff = 2.5�, U = 500�,
θ = π/12, and ω = 0.5π .
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IB + U
λ
|rr〉〈rr|]δt}. Under the strong Rydberg interaction

mechanism, this feedback operator can be approximated
as Ufb = exp{−iλ[(|g〉C〈r| + |r〉C〈g|) ⊗ |g〉B〈g|]δt}, where the
single-qubit-flip operation of the charger is equivalent to
the controlled-flip operation in the strong Rydberg blocked
regime. According to the definition ω = λδt , the Ufb can be
rewritten as Ufb = exp{−iω[(|g〉C〈r| + |r〉C〈g|) ⊗ |g〉B〈g|]}.
In Fig. 12, we plot the stored energy 
EB(t ) of the QB as
a function of �t with different nth. Although the stored energy
of the QB decreases with the increase of temperature, we
can still obtain higher values in the low temperature range
(nth ∈ [0, 0.01]), compared with the result in Ref. [53], where
the maximum stored energy of QB in the steady state is close
to 0.5ω0 in existence of the temperature.

APPENDIX G: DERIVATION OF MASTER EQ. (32)

Due to the limited response time of the device, there is
a time delay in the actual feedback control. Therefore, an

approximate master equation is derived, which is effective
in the limit case of small but not negligible feedback delay.
The perturbation method is adopted in the whole process.
Combine the details of Secs. II B and IID in Ref. [55], the
first-order approximate equation related to the delay time τ is
obtained,

ρ̇(t ) = {D0 + L[a]}ρ(t ) + (eK − 1)eDτJ [a]ρ(t − τ ),
(G1)

where the internal Hamiltonian evolution has been absorbed
into the superoperator D0ρ(t ). K is a Liouville superoperator,
in a special case, Kρ = −i[ω[(|g〉C〈r| + |r〉C〈g|) ⊗ IB], ρ],
Dρ ≡ −igeff [(J+a + J−a†), ρ] + κL[Ufba]ρ, and J [a]ρ =
aρa†. It must be emphasized that the above equation is only
an approximate solution. Then, one can use eDτ � 1 + Dτ

and ρ(t − τ ) � (1 − Dτ )ρ(t ) and substitute these terms into
Eq. (G1), we obtain

ρ̇ = [D + τ (eK − 1){DJ [a] − J [a]D}]ρ. (G2)

This master equation is equal to the instantaneous feedback
master Eq. (31), plus a correction linear in τ .
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