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Optimal work associated with off-centered harmonic Brownian motion at any friction damping
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There is extensive literature on how to determine the work involving a Brownian particle interacting with
an external field and submerged in a thermal reservoir. However, the information supplied is essentially
theoretical without specific calculations to show how this property changes with the system parameters and
initial conditions. In this article, we provide explicit calculations of the optimal work considering the particle
is under the influence of a time-dependent off-centered moving harmonic potential. It is done for all physical
values of the friction coefficient. The system is modeled through a more general version of the Langevin equation
which encompasses its classical and quasiclassical version. From the equation that defines the work, the external
protocol is found through a fairly current extended version of the Euler-Lagrange equation that unifies the local
and nonlocal contributions in a simple expression. The protocol is linear and, unlike previous work, not only
changes the initial velocity of the particle but also its acceleration. Calculations were done for friction constants
y spanning all possible values. The periodic y = 1 shows discontinuities in the optimal work of the interplay of
concentration and diffusion processes acting periodically in the dynamics. For higher values work appears to be
as a smooth function of time, while the truly overdamped, where the inertial effect can be discarded, agrees with
the analytical result up to a time where the numerical overdamped algorithm provides a different solution due to

its inability to discard entirely the inertial effect.
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I. INTRODUCTION

In the search for time-dependent controllable external
means to optimize the work extraction of a Brownian particle,
the so-called protocols, there has been significant progress in
this direction. Schmiedl and Seifert [1] analyzed the classical
overdamped Langevin equation (LE) in a parabolic potential.
They determined the optimal protocol (OP) which minimizes
the work done by the field in both the moving harmonic
potential and that with a time-dependent stiffness, without any
restriction but the system equation of motion. The nonlocal
work functional of the former is cast in a local functional
of the square of the mean velocity while for the latter in
terms of the variance of the particle position. They applied
the Euler-Lagrange equation to determine it. Thereafter, Then
and Engel [2] analyzed the importance of the nonlocality of
the work functional for the systems of Ref. [1]. They derived
the nonlocal integrodifferential equation of the OP along the
particle trajectory occurring with a given probability which
in fact is a functional of the protocol. By applying a second
time derivative to this equation, the results of Schmiedl and
Siefert are recovered. Similarly for the time-dependent stiff-
ness potential, the authors use Lie symmetry to decompose
the OP and solve the nonlocal Euler-Lagrange formalism to
match the aforementioned results of Ref. [1]. They ascribe the
linearity of the protocol as the cause for the two optimization
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methods providing the same outcome. They also calculate
the OP for a dipole in a thermal bath by a Monte Carlo
simulation. Subsequently, Gomez-Marin et al. [3] extended
the investigation to the underdamped case. They argued that,
physically, the protocol forces the velocity to jump instantly
at the beginning and reset it to zero at the final time so that
the system returns to equilibrium. Although an experimental
setup cannot mimic the jumps in the protocol, they suggested
that it can be implemented by steeped straight lines instead.

There have been other approaches to study the dynamics
involving a harmonic potential with variable stiffness even
though they are out of the scope of this article. For instance,
Speck [4] looked for the generating function of the work
distribution for linear protocols while Plata et al. [S] used the
alternate Pontryagin’s procedure (see references attached) to
minimize the work functional.

A further development came from the application of Seki-
moto’s stochastic energetics approach [6] to attack the work
extraction through feedback. Thus, Abreu and Seifert [7] de-
termined the maximum work of an overdamped Brownian
particle driven by a potential with a time-dependent stiffness.
They addressed the problem by exploiting the information
gained from the measurement through a harmonic optical trap
for given values of the protocols at the beginning and at the
end of the process. Subsequently, Paredes-Altuve et al. [8] ex-
tended the problem to the underdamped non-Markovian case
through the generalized Langevin equation with a moving
harmonic potential. As before, the OP depends on its final
value.
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There is an important application of optimal protocols such
as in the optimization of power and the efficiency of Brow-
nian heat engines in a Carnot cycle. The analysis requires
the optimization of the work generated in each stage. The
optimization technique for the different potentials is that of
Ref. [1]. Schmiedl et al. [9] considered a thermodynamic
machine in which the particle moves in a harmonic trap
with time-dependent strength. The problem requires imposing
boundary conditions on the control parameter in order to get
the total work produced in the heat engine. Their findings
include that the efficiency approaches Carnot’s for an infinite
cycle time and that at maximum power, it is a universal rela-
tion different from the prevailing Curson-Ahlborn efficiency
[10]. A further refining of this problem came with the work
by Holubec and Ryavob [11] where a new universal efficiency
is found by using the results of Ref. [9] and also where the
notion of efficiency in heat engines out of equilibrium is
extended at a nonzero output power. Furthermore, they show
the characteristics of the potential in order to get useful work
in the cycle. For instance, in the moving potential most of the
energy transferred to the system in the isothermal stages is dis-
sipated so the useful work is zero, coinciding with the results
of Ref. [9] about stochastic machines. This result lies in the
fact that the output work depends on the position mean value
which is independent of the temperature so the output work is
unaffected by the thermal reservoir. There is no conversion of
heat in work. This is not the case for the time-dependent stiff-
ness potential where the output work depends on the variance,
which in turn is temperature dependent.

Esposito and Mukamel [12] derived the basic definitions
of quantum work, heat, and fluctuation theorems in terms
of the reduced density matrix of the particle without having
to refer explicitly to the thermal bath. They obtained sim-
ple equations relying on averages over the reduced density
matrix of the particle. However, one of the reasons for the
unavailability of the quantitative data of the thermodynamic
properties for quantum systems, where the initial entangle-
ment is included, is the absence of an expression for the
reduced density matrix. In a previous work [13], the quasi-
classical LE was used to derive the reduced quasiprobability
density associated with the particle, which was proved to be
equal to the reduced Wigner function. Hence, it would be
interesting to generate quantitative data for thermodynamic
properties in the quasiclassical limit when an external field is
applied.

The primal objective of this article is to facilitate explicit
calculations of the optimal work for all possible values of
the damping constant. For this purpose, the definitions of
the work of Esposito and Mukamel along with the results
of Ref. [13] are used to find out the work is given by the
well-known nonlocal functional of the OP. The OP is deter-
mined from the work equation through a nonlocal version of
the Euler-Lagrange equation described by Eq. (35), which is
easier to derive in comparison with the method of Ref. [2].
For the moving harmonic potential our equations reproduce
the findings of Ref. [1] in overdamped systems. The first main
result of this proposal is condensed in the integral equation for
the OP, Eq. (38), whose solution generates a linear OP given
by Eq. (41) with distinctive jumps in velocity and acceleration
at the beginning. This is the second major result.

The article is structured as follows. In Sec. II, the stochastic
dynamics of the system is described through a compendium of
the equations of Ref. [13] adapted to the moving harmonic
potential. The thermodynamic analysis is done in Sec. III
with three sections describing the methodology for the general
case in Sec. III A, for overdamped systems in Sec. III B, and
an analysis in Sec. III C about the different jumps appearing
in the protocol for the various parameter sets used in the
numerics. The high-temperature limit is presented in Sec. [V
and numerical results for the protocols and work are compiled
in Sec. V. The article concludes in Sec. VI with some final
remarks. An Appendix is included to show the derivation of
the different terms of the nonlocal Euler-Lagrange equation.

II. THE LANGEVIN EQUATION IN A MOVING
PARABOLIC POTENTIAL

In general, the dynamics of the position g(¢) of a particle
of mass M immersed in a thermal reservoir with friction
coefficient y at temperature 7 and under the influence of
V(g,t) = wjlqg — A(t)]*/2, is controlled by the Ohmic LE,

1
§(t) = —y 4(t) — wjlq(t) — A1) + EO. M

where the dot above a function denotes its time derivative.
Constant a)g is the frequency of the harmonic potential and
A(t) is an external controlled function whose value determines
the configuration of the system, i.e., an external driving con-
trolling the position of the potential center. The noise depends
on the physics in which the equation is applied. In a clas-
sical system it is the well-known Gaussian delta-correlated
function, while in the semiclassical [14], where the bath is
replaced by quantum harmonic oscillators, it is still Gaussian
but colored.

The preparation procedure prior to starting the field, that
is, for t < 0, requires that the whole system is in equilibrium.
It can be achieved by waiting a sufficiently long time before
the external field is switched on. Then, the particle density
matrix can be safely factorized as the product of the densities
of the particle and that of the reservoir, that is, the degrees of
freedom of the two subsystems are uncorrelated. The last is
the canonical density matrix given in terms of the temperature
and bath Hamiltonian. Supposing the field leaves the bath
unaltered once it is on, an initial density matrix can be con-
structed in terms of operators measuring the displacement of
the particle by a certain amount. It will depend on the prepa-
ration function describing the deviation from the equilibrium
distribution. This is the starting point of the functional integral
approach of Grabert et al. [15] from which Eq. (1) is derived
in the Ohmic limit. It differs from the theory by Caldeira and
Leggett [16] that at # > 0 a correlation of the initial position
with the noise £ () persists, leaving a homogeneous equation
of motion instead of the correct nonhomogeneous type as in
Ref. [16]. Using the path-integral formalism, the functional
approach allows us to write the noise two-time correlation
function as

EOEE)) = (ﬂ> inh~2 | Su( — 1)
E(t)E = — 25 V sin |:2v - i|

+iy MRSt —1'). )
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Here, 7 is the Planck constant, 8 = (kgT)~', kg is the
Boltzmann constant and v = 27 (A 8)~ L.

Unlike the classical Markovian LE, we have to include
the extra correlation of the noise with the initial position gg
because of the preparation procedure mentioned before. It is
given by

Vn

_ 2y - ot
&g == ;(Vn+K1)(vn+Kz)e > O

where frequencies «; , =[y + (y2 — 4a)(2)/M)1/2]/2, v, =nv,
and go = ¢(0).

Even though the quasiclassical description is Ohmic, that
is, the hydrodynamic retardation is proportional to the fric-
tion coefficient, the noise £(¢) is colored unlike in classical
Markovian systems. There is no need to resort to a generalized
Langevin equation to describe this effect.

Besides the elegance of the functional approach, the as-
sumption of independence between the particle and bath
degrees of freedom satisfying Kubo’s second fluctuation-
dissipation theorem is an approximation. It was addressed in
a previous article [17] where the work by Daldrop et al. [18]
showed that a molecular dynamics simulation of a harmonic
Brownian particle shows a noise correlation in terms of a
friction coefficient depending on the strength of the field.
Moreover, in Refs. [19,20] it was shown that the theorem
depends upon the field intensity. These results require one to
reformulate the whole theory to include the effect of the field
on the bath degrees of freedom. It is out of the scope of this
research.

The own quantum nature of the bath leads to the existence
of these two correlation functions. According to Ref. [15], the
system starts from an equilibrium Gaussian distribution.

The strong friction (overdamped) limit of Eq. (1) is ob-
tained by simply setting the acceleration equal to zero, i.e.,

. 1 1
Gov(t) = " <—w(2)[qov(t) -]+ M&(ﬂ)- “4)
Any comparison with Eq. (1) for high y can only be

achieved by solving them in the same timescale. Since that
of the overdamped is 1/y, the two LEs become

1 1
SRl = = —4(0) - w2lq(t) — M()] + EO. O

. 1
Gou (1) = =gov (1) = MO + ). 6)
From now on, the Langevin equations are reduced by
scaling lengths and time by the factors (Mwy/h)"/? and wy,

respectively. The reduced versions and the quasiclassical cor-
relations become

1
?6’1'(1) = —q(t) —q@t) +10) +&@), @)
dov(t) = —qov(t) + A1) +&(2), (®)
AN 1 : h72 1 ’
(E@MER)) = g rvsm [Ev(t —t )],

+iy 8t — 1), 9)

ppe

(Wn +x1)(vn + KZ),

(E(Dqo) = =2y Ty (10)

n=1

where T* = 1/(B h ay) is the reduced temperature and x| and
K5 reduce to k12 = [y + (y? — 4)1/2]/2.

The imaginary term appearing in the two-time noise cor-
relation has two major origins [21]. On one hand, it is a
consequence that the quantum operator describing the noise
does not commute at two different times. On the other, the lin-
ear response theory applied to get the solution of the equation
of motion in terms of the dynamic susceptibility of the system
leads to an expression in which the imaginary part of the
position correlation function determines the energy dissipated
by the friction according to Kubo’s fluctuation-dissipation
theorem.

The solutions of the LEs for the inertial and overdamped
modes are achieved by means of the Laplace transform tech-
nique. They read

qIA(s) = (gIA1(s)) + @g(s), (1)
Gov[A1(5) = (Gov[A1()) + Pov(s), (12)

where

(@A) = vo Rv(s) + o Xa(8) + V2 Xu(HA(s)  (13)

(Gov[M(9)) = Tov(9)[q0 + A(5)], (14)
Pa(8) = V2 T ($)E(s), (15)
Pov(s) = Tov()E(s), (16)

. 1
xXv(s) = RNV (17)
Xa(s) = Xv(s)(s + ), (18)
Ton($) = —- (19)

The notation & [A](s) represents the functional dependence
of ¥ on A. Inverting Eqs. (11) and (12) [22] gives g[A](?) =
(qIA](@)) + @q(t) and goy[A1(2) = {qov[A](2)) + @oy(t). Defin-
ing v[A](t) = q[A](¢) and vy = v(0) as the particle velocity
and its initial value, respectively, the different terms appearing
in g[A](t) and g0y [A](¢) are given by

(A1) = xv(@®)vo + xq(t)go + )’2/0 dx yy(t — x)A(x),

(20)

WIA®) = xv(vo + Xq(t)go + V> / dxxy(t — )\ (x),
0

(21)
(Gov[A1(@)) = xov(H)q0 +f dx Yov(t — X)A(x), (22)
0

pqt) =y* /0 dt’ xu(t —1)EW), (23)
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Gonl) = / At xout — 1E), 24)
0
d
o) = a0, 25)

where the susceptibilities xq(¢), xv(t), and xo(¢) are

Xq(t) =€ V’/2<cosh|: 5 i|+— h[%ﬂ) (26)

2 t
x() = ——e " sinh [&] 27)
w 2

Xov(t) = e, (28)

with @ = \/y? — 4. Functions xq(r) and xy() are related to
each other through [20]

Xq@)=1-y* /0 dt xy(s). (29)

The full statistical description of the quasiclassical LE re-
quires knowing its probability distribution. In particular, we
are not interested in using the distribution in the whole phase
space, already derived by Schramm et al. [14], but its reduced
version in the position space p(q, t|qo, fo). The procedure is
fully described in a previous work [13] which adapted to the
moving harmonic potential gives

1 exp [_ lq — AP
V2702 2[02 ()

with k = {q, qov} and for short fi[A](t) = (k[A](¢)). All initial
velocity states were averaged over the Maxwell distribution. It
is also the reduced Wigner function or reduced matrix of the
system [13].

The procedure to obtain the standard deviation [02()]k
is derived in Ref. [13]. It is given as a combination of the
different noise correlation functions and becomes independent
on the protocol A(?), i.e.,

pk, tlko) = } (30)

[0%(t)], =2 /0 dﬂ[ /0 dt" (py (1 )y ("))

+ Xq(t’)(wv(t’)qw] + T % @), (1)

Function [oz(t)]qov is obtained by replacing ¢y by ¢, and
{Xq» Xv} BY Xov-

Having completed the statistical description of the LE,
we proceed to analyze the thermodynamics, the optimization
of the work, and, finally, the determination of the optimal
protocol.

III. OPTIMAL PROTOCOLS

This section will cover in the first place the derivation of
the OP for any value of the damping constant. Subsequently,
a more general derivation for the underdamped and a brief
discussion about the different jumps appearing in the OP are
presented.

A. General protocol

The fundamental thermodynamic equations employed here
are those of Esposito et al. [12] derived in a time-independent

basis. They assume that a general external field acts only on
the particle and that the bath and interaction Hamiltonians
are time independent. This can be justified in the limit where
a large number of quantum harmonic oscillators of the bath
weakly interact with the particle.

Using the subindex S to identify the particle, and according
with the first law, the main equation for the work Ws in the
time interval (0, #r) in which the protocol is applied is defined

as [12]
_ [ [dHs@)
WS_/(; dt< T > (32)

where the trace is over the reduced matrix of the system or the
position conditional probability distribution.

If the external field is the harmonic moving potential, then
the particle Hamiltonian Hg(?) reads

Hs(t) = 3[v* + [qg — A(O1]. (33)

Substituting this equation in Eq. (32) and using Eq. (30) to
determine the trace gives

WslA, A] = /0 dt h(O[(@) — (gl )], (34)

where the functional dependence of Ws on A(¢) and its deriva-
tive have been written explicitly. This is the central equation
from which the optimal protocol is obtained.

The functional given by Eq. (34) has a local W, contri-
bution depending linearly on the protocol and its derivative
and, a nonlocal W, part through the integral over A(¢) con-
tained in (g[A](¢)). Its first variation has been deducted before
[2]. Instead, we use the equivalent version for the functional
Lagrange formalism for the time-nonlocal Lagrangian due to
Ferialdi and Bassi [23]. It is given as the sum éWs = §Wj, +
8W, of the local and nonlocal contributions. Each one has an
integrand involving a conventional Euler-Lagrange equation
for the functional under consideration. That is,

SW. — / aL [x Mtl d ALG[A, A 1]
1 Cdr o

with g = {lo, nl} and

Liolx, 4, 1] = A(OIAT) — g0 xq(®)], (36)

}sx(z), 35)

LA, A, t] = —A(t) f dy xs(t —AG).  (37)
0

The [, A] dependence on Wy was suppressed for compact-
ness.

Calculating the corresponding functional derivatives and
setting §Ws[A, A] = 0, it is found that the optimal protocol
must comply with the following integral equation (see the
Appendix for details of the derivation),

7/2/0 dy[xv(t —y) = xe(v — IA(Y)
= —qo Xq(t) + ¥*he xy(ts — 1) — ?

X/O dy (v = DAY, (38)
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where x. (y) represents the derivative with respect to y. This is
the first main result of this proposal.

From the preceding equation, the second functional deriva-
tive of W, with respect to A(¢) gives xy(0) which, according
Eq. (27), is equal to 1 because xy(0) = 0. Therefore, W,
reaches a minimum.

Although Eq. (38) is at first sight an intimidating integral
equation, its solution can be obtained by taking its Laplace
transform.

Defining the functions

A1) = qoxq(t). (39a)
Ax(t) = y? A xy(te — 1), (39b)
As(t,y) =y xy(y — 1), (39¢)
At —y) =y vt —y) — xey =01, (39d)

the Laplace transform of Eq. (38) becomes

(s) = [xf&(s)—&(s)— /O dy@(s,y)k(y)},

(40)
|

Ay(s)

Bl(t’t;akf) = 32)/3&)

which allows us to get the protocol A(¢) in the whole interval
t € [0, 1] bl inverting the different products involving the
transforms A;(s) [22]. However, because of the fixed values
A(0) = Ao = 0 and A(#) = A¢, the protocol A(¢) becomes a
piecewise function. Thus, the inverted transform is restricted
to the interval ¢ € (0, #r) and we can finally write the optimal
protocol as given by the function

0, t <0,
AMt)=13f@®), O0<t<t, 41
Af, t 2=t

where f(¢) is the result of the inversion of /):(s). The for-
mer requires us to substitute first xq(f) and xy(¢) by their
definitions. Making the due symbolic operations [22], the op-
timal protocol A(¢) = f(¢) in the interval r € [0, ty ]is finally
given by

I,

M) = Bi(t, 15, hg) + / CdyByt ). (42)
O+

where the functions By(z, #;, At) and B,(t, y) are defined as

{4y2[qoy o(y* — 0®) + e VYT 20 [(y + w)P et — (y — 0)*]]

+ 73 — oD 2he VYT 2 [(y + 0)e’ 't — y + w] = 2qow(y? — Pt + 4y [20pe VT2
X [y +o—(y — o)’ ] — goa(y? — @*)]8(t) + [164¢(1 — et )e VYN 21§(1)}, (43)

eV (+w)y/2

By(t,y) = 32y

—zw{[z Y22 — )y + )@ — DI+ [y (y? — 0?2 (e — D]t

+4yI(y + ) — (y —0)’18() + [8ly + 0 — (v — @)’ 115(1)}. (44)

Unlike previous work where the optimal protocol depends
on the initial and final particle velocity through the Dirac
delta function, it now becomes visible that it also depends
on its derivative or equivalently of its acceleration. It is a
consequence of the variational optimization carried out on the
inertial Langevin equation.

In Eq. (44), the kernel B,(¢, y) appears to be factorized as
the sum of the product of a simple pair of functions M;(y)
and N (7). This feature will allow us to get the solution of the
integral equation, Eq. (42), through the well-known textbook
method of separable kernels [24]. After doing this procedure,
the optimal protocol can be written for any y as the general
equation

0, t <0,
MO = {Bit.tg )+ X1 NG, 0 <t <p, (45)
)\.f, t 2 tfv

where the constants C; = fot‘; dy M;(y)A(y) obey the linear
system of equations C,'—Zj CjA;j = B; where the ma-
trix elements are A;; = Otf; dt N;(t)M;(t) and vectors C; =

o0 dt Mi(1)A(t) and B; = [\ di By(1, 1, Ae)M;(t), respec-
tively [24]. This is the second major result.

(

Special care should be taken on the singularity for the
critical case when the frequency w = 0.

Having determined the OP, Eq. (34) can be integrated by
parts to give the general result

)\2 Iy 1t
Ws = 2L~ arlgtr) + / dt MOGO) + 2 / dr ().
o+ t

f

(46)

The equations defining B1 (¢, t; , At), B2(t, y), and the pro-
tocol given by Eq. (45) are linear functions of time. The extra
jumps in the velocity and acceleration have no effect in the
calculation of Ws. This is equivalent to saying that the work
calculation requires a protocol with an optimal offset velocity.
An experimental optical trap moved at a constant velocity is
expected to generate a behavior on the mechanical work with
the same characteristics as that described in this article, but it
would not be optimum.

B. Overdamped protocol

Applying the nonlocal optimization procedure to the func-
tional work equation, the resulting protocol obeys an integral
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equation similar to Eq. (38). It reads as
I
20%(1) — Ape” D — goe™! — / dye" V1% (y)
0t

+2 / dy sinh(t — y)A*(y) = 0. (47)
0+

It is also almost equal to that of Ref. [2] except for the
additional term go xq(¢) which in Ref. [2] has been averaged
over the initial position distribution, which in that case is zero.
We keep it as it will be discussed in Sec. V. Equation (47) also
proves the equivalence of the Euler-Lagrange equations de-
rived by Then and Engel [2] and the one used in this proposal
by Ferialdi and Bassi [23].

Instead of solving the integral equation as in Ref. [2] we
use again the Laplace transformation method. It gives

~ 1
A%(s) = By [QO(S -D+G+2)

X (Afet‘ +/fdyefy A(y))]. (48)
0

Inverting the transform gives A°¥(¢) [22].Then, adapting the
result for # € [0, 7, ], we have that

1
AY(@) = 3 |:610 + e+ (e — qo)t

+(1 —I—t)/f dye_y)»"v(y)]. (49)
0+

Applying the method mentioned before [24] to solve this
integral equation, the overdamped optimal protocol is given
by

O, tgoa

(e —go)t+re+qo(tr+1)
T 0<t< te, (50)

A t >t

The result A°V(t) =t(# + 1)/(# + 2) of Refs. [1,2] for 0 <
t < t¢ is recovered if gy = 0.

Substituting Eq. (50) in the derivative of Eq. (22) gives
(g(t)). Using this result into Eq. (46) with the replacement
of A(t) by Eq. (50) gives the final analytical expression for the
overdamped work, i.e.,

A% (t) =

20 —4qohe — @i te

WOV —
S 2t + 2)

(51

C. Protocol jumps

For the parameter set {go, At # qo, fr}, the numerical solu-
tion of Eq. (41) is a linear function of time with initial jumps in
the velocity and acceleration. It has the general form A(r) =
a+bt+cé(t)+ds(t) with {a, b, c, d} being constants. In
order to get the final equilibrium state it is necessary to incor-
porate the delta functions 6(# —#¢) and 8(f —#) in the pro-
tocol. The jumps are asymmetric since Aig=[A(0")— Ag]
and AAy = [Af — A(#; )] are different for off-centered initial
positions.

Furthermore, the symmetry of the potential leads us to
consider a small set of parameters to seize the essence of

the problem. For simplicity we choose gy = {0, 1} and Ay =
{—1,0, 1}, taking care that the combination gy = Af is ex-
cluded. It reduces the analysis to {0, 1, #}, {1, —1, #}, and
{1, 0, #}, respectively.

Defining the asymmetric ratio J = ALs/AA; and m =1
for Ay = 1 and m = —1 for Ay = {0, —1}, then the protocol
becomes

AMt)=a+ bt +c[6@)—Imét —t;)]
+d[5(t)—Tmdé(t —1)], O0<t<t. (52)

The algorithm applied to the overdamped regime re-
produces the analytical jumps Als = (Af —qo)/(t +2)
and AA; = [Af 4+ qo(ts + 1)]/(ts 4 2). The numerical optimal
work is unresponsive to the final jumps.

IV. HIGH-TEMPERATURE LIMIT

It is a fact that the semiclassical LE must reduce to its
classical version in the high-temperature limit. Although the
equations above can be either applied in the determination of
the work for the classical and semiclassical, it is not the case
for the heat because it depends on the standard deviation of
the distribution [9]. The procedure to get the heat involved is
more elaborated and tedious than that of the work. The former
involves one to solve the corresponding heat equation de-
scribed in Ref. [12]. Nonetheless, it is imperative to show first
that the well-known classical limit of the position correlation
must be obtained from the semiclassical LE. It will serve as
indirect proof that the work in the two descriptions is the same,
but it would not be the case for the energy change and the
heat exchange. This section provides an alternate method to
show the explicit derivation of this function and the standard
deviation in the prescribed limit when A(¢) = 0.

Grabert et al. [15] showed that the corresponding qua-
siclassical equation of motion of their functional integral
approach is the quasiclassical generalized Langevin equation,

aVi(g,1)
ot

t
i) == [ vt =»io) - LED. (53)
where I'(¢) is the time-dependent damping kernel of the
fluid. At high temperature it is related to the noise
spectrum by Kubo’s second fluctuation-dissipation theorem
(E(E(s)) = T*T'(Jt — s|). It agrees with the classical version
of Refs. [25,26].

For the moving harmonic potential, the probability density
associated to Eq. (53) is Eq. (30) with oé(t) replaced with the
proper definition of the correlation (@y(f)@y(s)) and setting
{oy(t)go) = 0. The noise correlation function reads

1

(o) =T* / dx it — x) / ds v (s—y)T(lx—1).
0 0
(54)

They are found by replacing y in the LE’s susceptibilities by
the Laplace transform I"(s) of the memory kernel as described
in Ref. [20].

The noise correlation {@y (f)@y(s)) can be solved by adapt-
ing the procedure developed by Fox [27] to solve the double
integral by taking a double Laplace transform. Replacing the
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Xxv(t) appearing in the original by its derivative gives
{(ov(D)py(8)) = T* [ (t — 5) — v () X (5) — xv () xv (5)].
(55

Then, according Eq. (31), the standard deviation of the
probability density function (pdf) reads after some algebra as

t

OGp(t) =2T" /0 dr’ xy (1) xq(t), (56)
where xq(t) =1— fot ds xv(s) was used in the derivation. It
differs with Eq. (29) in the factor y? because the equation
of motion was written in the timescale different from that of
Eq. (1).

In the Ohmic case, the classical Markovian pdf is still given
by Eq. (30), that is,

1
pcL(q, tlgo) = —————=¢xp [
\2m U(Z:L(t)

with (g[A1(t])) = qo xq() + f(; dx xy(t —x)A(x). It agrees
with the findings of Chandrasekhar [28] and Adelman et al.
[25] letting A(z) = 0. The classical standard deviation aéL(t)
is given by Eq. (31) which after after the proper substitutions
of xq(?) and yxy(¢) [20] gives

2
t t
ol (t) = T*|:1 — e”’(cosh [%} + gsinh [%:D i|

(58)

(g (gl
208 (1)

} (57)

agreeing with previous results [13,29].

This result demonstrates by an alternative method that
Langevin’s semiclassical Ohmic equation is correctly reduced
to the classical one at high temperatures when A(¢) = 0. Since
the equations derived above for the moving harmonic po-
tential are independent of the standard deviation, they are
the same regardless of the regime in which they are ap-
plied. On the contrary, it would not be the case for the
energy change AE = (Hs(#)) — (Hs(0)) and the heat O =

é' dt ffooo dq Hs(t) p(q, tlgo) [12] because both depend on
the standard deviation which is different in the two descrip-
tions.

V. DISCUSSION OF RESULTS

This section will show the results for the mechanical work
as a function of the friction coefficient y and system parame-
ters {qo, At}. First, we state the importance of the magnitude of
y on the physics behind the calculation of the thermodynamic
work, and second, the discussion of the results.

The chosen set of y values is arbitrary and spans magni-
tudes above and below of y = 2 where w vanishes. They are
those of Ref. [30]. It will allow us to consider the behavior
of the optimal protocol and work in the periodic (y < 2; @
imaginary), critical (y = 2; w = 0), and y > 2 systems.

The critical y = 2 defines the limit where the periodic and
aperiodic modes meet [31].

The periodic regime presents serious anomalies not found
for y > 2. Among others, the diffusion is anomalous [32,33],
the mobility can be negative [34], showing poles and discon-
tinuities at specific times [30], a local heating of the particle
[35], and the appearance of time oscillatory behavior in the
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FIG. 1. Optimal work Ws for y = 1. Parameter values {qo, At}
are {1, —1} (top dashed), {0, 1} (middle solid), and {1, 0} (bottom
dotted). The insets show the regions out of the discontinuities.

work distribution function for masses larger than a nonzero
critical value [36]. These anomalies have an important impact
on the behavior of the optimal work for imaginary o (y < 2)
in comparison with y values when o is real.

Figure 1 show the results for y = 1 and parameter sets
{goAs} of {1, —1} (top dashed), {0, 1} (middle solid), and
{1, 0} (bottom dotted) values which, by symmetry consider-
ations, compile all possible combinations of the parameters.
The insets amplify the main figure out of the discontinuities.

The effects of the field on a system with the aforemen-
tioned anomalies are manifested in the physical properties that
depend on them. As the protocol application time increases,
the mechanical work shows discontinuities, maxima, and min-
ima. It is not obvious and it is a difficult task to give a specific
physical explanation for these behaviors. Instead, we can gen-
erally attribute them to the cooperative effects of anomalies in
the dynamics without giving any specific physical origin. De-
spite this, the origin of the discontinuities and extremal points
could be explained mathematically since the work depends
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FIG. 2. Optimal work Wg for y =2 (green), y = 3 (red), and
y = 30 (blue). Parameter sets {qo, A¢} are {1, —1} (top curve), {0, 1}
(middle curve), and {1, 0} (bottom curve).

on an integral proportional to A(t). The protocol changes its
slope at these points with different intensities. Sudden sign
slope changes highlight discontinuities, while smooth changes
account for the extremal points. It could also be attributed to
the direct consequence of the dynamic processes of diffusion
and concentration that act periodically on the particle when w
is imaginary. This was demonstrated for the simple harmonic
oscillator where the Fokker-Planck equation in the configu-
ration space has a generalized time-dependent diffusion term
whose calculation showed periodic sign changes and disconti-
nuities [30]. Although the optimal protocol is independent of
the generalized diffusion, it is reasonable to assume that the
global dynamics will depend of the conjugation of these two
processes.

In general, the work is done by the field except in the {1, 0}
set that is done by the particle in a restricted time lapse. The
last behavior is amplified for higher friction constants, as it
will be seen next.

Figure 2 shows the results for real w. They are y =2
(green), y = 3 (red), and y = 30 (blue). For a better visual-
ization, the parameter sets are {0, 1} (solid), {1, —1} (dashed),
and {1, 0} (dotted). The superimposed dotted-dashed black
curve corresponds to the analytical overdamped. It is observed
that the agreement of the overdamped improves with the nu-
merical result at short times. From an operational point of
view, the overdamped analytical expression could be used as
a first approximation at short times. Notice that work can be
extracted (dotted red, green, and blue curves) along the proto-
col application. Apparently there is a violation of the second
law. It does not apply in this case because as in Maxwell’s
demon, information is transformed into work. This comes
from the construction of the initial state and not from some
measurement made on the system. The latter was rigorously
analyzed in Refs. [7,8].

It is an important result than can be experimentally con-
firmed. In the other cases at short times, the field mainly
expends its energy in moving the particle to a location cen-
tered in the potential well. Operationally, the overdamped
result can be used “with due caution” as an approximation
for low damping constants and end times in the range shown
by this result. The true nature of the underdamped appears at
greater times.

\\
0.0 \ "‘\__
e -
"y, A - .
0 2 4 6 8 10 12

FIG. 3. Overdamped optimal work Ws for y = 275 (red) and that
from Eq. (51) (black). Parameter values {go, At} the same as in Fig. 2.

As should be expected, the agreement of the optimal work
for y = 275 between the numeric LE and Eq. (51) is totally
in the overdamped mode, as pointed out by Pan ef al. in the
solution of the extended Kramer’s equation including work
[31]. It is exemplified in Fig. 3. Although the LE mathe-
matically reduces to the overdamped version for an infinity
damping constant, the numerics predicts a minimum such as
those of Fig. 2 by increasing the chosen final time, while the
overdamped analytic tends to saturate to the value —gZ/2.
This discrepancy at large times shares similarities with the
short-time deviation of the mean-squared displacement of a
Brownian particle from the classical Einstein relation [37].
The use of the overdamped analytical approach is restricted by
this observation, since the numerical result does not converge
with the latter for longer end times than those used in the
calculations. This theoretical prediction can be evaluated ex-
perimentally for y sufficiently high and appropriate end times.

The choice of the applied protocol is arbitrary. In fact,
Albay et al. [38] recently made experimental measures on
an overdamped classical Brownian particle with a cosine-type
driving. They confirm, among other things, the Gaussian char-
acter of the pdf along the protocol application and the finding
of Li et al. [39] that dissipated work done during the driving
process always scales with the inverse of the protocol time,
a theoretical fact predicted by Schmiedl el al. [9] in their
work on stochastic engines. So far, experiments have not been
performed in the quasiclassical regime.

VI. FINAL REMARKS

Explicit calculations were made for the thermodynamic
work of a particle immersed in a thermal fluid that interacts
with an off-centered harmonic field without inferring in the
heat absorption of the reservoir and its experimental mea-
surement. It was assumed that the external force acts only
on the particle and that the potential changes the dynamics,
so that the time-dependent configurational pdf is a Gaussian
parametrized by the instantaneous mean value of the position,
which in turn is a functional of the protocol.

The optimal protocol was consistently derived from the
nonlocal Euler-Lagrange approach applied to the work func-
tional. It depends on its final value as an extra parameter.
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The Hamiltonians of the thermal reservoir and of inter-
action are taken as time independents. It could be justified
considering a small coupling constant defining the interaction
between the Brownian particle and the degrees of freedom of
the thermal bath. This is so, because this constant is propor-
tional to the inverse of the volume of the reservoir [40]. In the
continuum limit, the friction coefficient is a measure of the
system-bath coupling.

In order to further discuss the existence of quantum effects
in evaluating W, one could include the field effects in the
Hamiltonian of the bath. This should require the reformu-
lation of both the reduced Wigner function and the general
thermodynamic equations, which until now has been an open
issue. The information obtained could serve as a basis for the
design of experimental measurement protocols. It would also
serve as a test of the quasiclassical description to reproduce
the classical equations in the high-temperature limit.

Initial states having non-Gaussian initial distributions,
whose dynamics do not obey detailed balance and the rel-
ative probabilities of microstates are a priori unknown, are
excluded even in the framework of the path-integral approach
used in the derivation of the quasiclassical LE. The work by
Wadia et al. [41] would give some hints in this respect.

The heat term will largely depend on the theory, be it
classical or quasiclassical. The classical Langevin equation
is based on position fluctuations assuming a coarse-grained
phenomenological noise whose statistical properties are well
defined. In contrast, quasiclassical dynamics has the proper
unpredictability built into the core of the theory itself. The
comprehensive path-integral approach [15] allows us to de-
rive an exact c-number stochastic differential equation in the
whole phase space [14] or its reduced version [13]. The Ohmic
quasiclassical approach predicts the Langevin equation but
with significant differences, namely, the requirement of a
quantum entanglement between the noise and the particle
initial position, and a random noise function with a colored
spectrum even though the friction coefficient of the bath is
time independent as in the classical Markovian description.
Wigner’s function incorporates these facts through its stan-
dard deviation and therefore the heat equation will be very
different in the two prescriptions.

There are several potential research works on the appli-
cation of the method described in this article. In the line
of the classical Brownian motion analysis, the mean-squared
displacement and its relation with the generalized diffusion
term [13] appearing in the Fokker-Planck equation associ-
ated with Eq. (30) would be studied in the periodic regime.
Previous works [32,33] will be essential in the analysis. A
second proposal would be the analysis of the effects of the
optimal protocol on the work and heat distributions since the
protocol is the same regardless of the noise statistics, classical
or quasiclassical. Finally, there is a potential application to
heat engines. Since the total work depends upon the standard
deviation, it could be interesting to study the system with

the time-dependent stiffness potential model to compare the
protocols obtained by Gomez-Marin et al. [3] in the classic
LE with those in the quasiclassical regime.

This research, along with Refs. [17,30], is another applica-
tion of the method developed in Ref. [13] to find the pdf of a
particle immersed in an Ohmic quantum thermal reservoir.
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APPENDIX: LOCAL AND NONLOCAL VARIATIONS

The first variation of the nonlocal term of Wy is, according
to (37),

W = —)/2/ dt?l(t)/ dy xv(t —y)SA(y)
0 0

—y? /0 dt 5i(t) [0 dy xv(t — YIA(Q).

Interchanging the limits of the first double integral and
switching ¢ <y,

Iy Iy .
Wt = =7 / dt 52(1) / dy 1y — D)
0 t

—y? /0 dt 5(t) /0 dy xv(t — YAQ).

Integrating by parts the inner term of the first integral it is
found

8anl
SA()

= yz[—,\fxv(tf —1) +/ dy xy (v — t)k(y)],

and from the second term,

d Wy 2/’ .
—— = — d tr— vy .
a1 530) 14 ; Y xv(& = YAQY)

Therefore after splitting the interval {z, f¢} gives

SWa  d Wy

_ 2,2 _ * / _
Y0 V[ At xv(f t)+/0 dy xy(y —t)A(y)

dt $i(t)
t

+/ dyliv(t —y) = xy (& = t)]k(y)]-
0

The local term is just the conventional Euler-Lagrange

equation

avvloc d 8“’100
ar(t)  dt ar@)

The functional derivative §Ws/8A(¢) is the sum of the last
two equations. Setting it to zero gives Eq. (38).
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