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Computational approach to (ZnS)i nanoclusters in ionic liquids
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Unique and attractive properties have been predicted for II-VI-type semiconductor nanoclusters within the
field of nanotechnology. However, the low reaction kinetics within the usual solvents gives only thermodynamic
control during their production process, making the obtention of different metastable polymorphs extremely
difficult. The use of ionic liquids as solvents has been proposed to overcome this problem. Identifying how
these nanoclusters are solvated within ionic liquids is fundamental if this strategy is to be pursued. While
computational chemistry tools are best suited for this task, the complexity and size of the system requires a
careful design of the simulation protocol, which is put forward in this work. Taking as reference the (ZnS)12

nanocluster and the [EMIM][EtSO4] ionic liquid, we characterize the interactions between the nanoparticle
and first solvation shell by density functional theory calculations, considering most of the solvent implicitly.
The DFT results are consistent through different theory levels showing a strong interaction between the Zn
atoms of the nanocluster and the [EtSO−

4 ] anion of the ionic liquid. A more realistic representation of the
system is obtained by classical MD calculations, for which various classical force fields were considered and
several atomic interactions parameterized. This new set of parameters correctly describes the interaction of
different (ZnS) nanoclusters, supporting its transferability. The resulting MD simulation shows the formation
of a structured ionic liquid solvation shell around the nanocluster with no exchange of ions for at least 5 ns, in
agreement with the strong interactions observed in the density functional theory calculations.

DOI: 10.1103/PhysRevE.104.024604

I. INTRODUCTION

Nanoscience and nanotechnology have grown exponen-
tially during the last decades, identifying a great number of
new nanomaterials with novel and unique properties. In this
aspect, II-VI semiconductors-based nanostructures have been
deeply studied both experimentally and theoretically, and are
promising materials for several technological and scientific
purposes due to their unique optoelectronic properties: CdS
and CdTe quantum dot based heterojunctions are expected to
produce high efficiency photovoltaic devices, such as solar
cells [1–9]. ZnO-, CdS-, and ZnS-based nanoclusters have
shown unique catalytic features during photo and thermally
driven chemical reactions [10–12]. ZnS-, CdS-, CdSe-, and
ZnTe-based nanostructures are also promising for the fabrica-
tion of short-wavelength light emitting diodes and laser diodes
[13]. This kind of nanostructures can be synthesised by several
techniques: small 1–6 nm size nanostructures can be produced
by top-down approaches, such as vapor deposition, although
the size control of the products is less than the one achieved by
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other experimental techniques [14]. Colloidal methods, how-
ever, have shown to produce monodisperse, size-controlled
colloidal nanocrystals, usually 3–6 nm in size, and are nowa-
days well established for the whole group of II-VI materials
[15]. However, due to their low reaction kinetics within the
usual solvents, high temperatures are needed, giving only ther-
modynamic control of the production process and allowing
to obtain the most stable polymorphs of the nanostructures
[16–19]. Several studies based on computational simulations
have predicted various metastable II-VI semiconductor-based
nanocluster polymorphs, which nowadays cannot be experi-
mentally synthesized in a controlled manner [20–33]. It has
been predicted that with the proper control in the synthesis
of the II-VI nanoclusters, properties could be tuned changing
its size [20,23], new ones be added with the insertion of
dopants [24–26,34], and more ambitiously, new crystals could
be formed with different assemblings [27].

A novel proposed route to provide kinetic control over
the production process of small II-VI nanoclusters at ambient
temperatures is the use of ionic liquids (ILs) which could help
in the kinetic control of the reaction to obtain nanoparticles
of different polymorphs [35]. ILs are salts whose melting
temperature is around or below ambient temperature and have
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attracted remarkable attention from chemists due to their
great potential for diverse applications and the easy tunability
of their physicochemical properties [36]. In particular, these
nonconventional solvents have opened new perspectives for
inorganic synthesis [37–41]. II-VI-type nanoparticles, being
highly ionic materials, are expected to strongly interact with
a highly polar media such as ILs, which has arose con-
cerns about disintegration events on the nanoparticles. On the
contrary, some ILs have proven to be useful as media for
synthesizing ZnS [42–45], CdS [46,47], SnSe [48,49], and
CdSe [50–53] nanostructures with the size of 2 ∼ 3 nm. One
of the possible explanation for the stabilization of these kind
of nanoclusters is the large viscosity of the ILs, 10 times
higher than the usually employed conventional solvents (water
and organic) [51]. Nevertheless, the strength and nature of
such interactions and their impact on the nanocluster structure
is yet to be determined [54].

ILs, consisting mainly of small anions with a rather lo-
calized charge and large cations with a disperse charge, are
polyvalent materials due to their ability to establish inter-
actions of different type with other molecules: from stable,
directional, strong bonds, to weaker, fluctuating interactions.
Therefore, one of the main tasks when addressing the influ-
ence of an IL environment in small nanocluster synthesis, is to
establish the nature of their interaction. The works published
in the literature so far do not reflect a clear interaction pattern
for these types of clusters in IL, since contradictory and some-
what counterintuitive results have been obtained. Guleria et al.
[51] claim that both ions of [EMIM][EtSO4] contribute to the
solvation of a CdSe nanoparticle; in particular, a strong bond
is reported between Se and the O atom of the anion. On the
other hand, Barzegar et al. [55] observe that CdS nanoparticles
interact with the same IL via hydrogen bonds and electrostatic
interactions between S atoms and the imidazolium cation.

Computational simulations are expected to be an ideal tool
to tackle this, as they provide detailed information of the
interactions from an atomistic and electronic point of view
and avoid experimental costs. The fact that ILs establish long
range interactions with the solutes requires big size systems
to be considered, what is enabled by previously parameterized
force-field-based classical simulations. At the same time, the
specific, stable interactions that ILs may establish with the
solutes are best described by quantum chemical calculations.
However, the latter can only deal with relatively small sys-
tems. This is the main reason why only few studies can be
found in the literature where different types of nanoparticles
solvated by ILs are studied by means of quantum mechanical
calculations [56–58]. Instead, this kind of systems have been
more frequently studied in a larger scale by classical molecu-
lar dynamics (MD) calculations [59–68].

In this work, we establish a computational simulation
protocol that combines quantum mechanical and classical
molecular dynamics calculations to study the interaction of
(ZnS)i nanoclusters in imidazolium-based ILs efficiently. As
IL solvent we choose the 1-ethyl-3-methyl imidazolium ethyl-
sulfate ([EMIM][EtSO4]), an imidazolium-based IL known
to be an efficient solvent for ZnS [42,43], CdS [55], and
CdSe [50,51] nanoparticles synthesis. As solute we choose the
(ZnS)12 nanocluster which has a diameter smaller than 2 nm
[20], enabling a good compromise between system size and

computational cost. Obtaining a reliable description of such
system will contribute to a better understanding on how (ZnS)i

nanoclusters, and more generally, II-VI-type nanoclusters be-
have towards this IL.

The choice of a particular theory level has to be adequated
to the interactions of interest, due to the intrinsic limitations
of each methodology. To the best of our knowledge, this is the
first time that the system of choice is studied, and therefore,
first of all, the nature of the interaction between the nanoclus-
ter and the IL has to be determined. Consequently, we start
the theoretical approach at Density Functional Theory (DFT)
level, which can describe reliably the interactions between the
nanocluster and the IL pair of the first solvation shell. Due to
the computational cost of the calculations, a small model will
be chosen for this part. We will compare different exchange-
correlation functionals, basis sets and hydrogen bond acidities
of the implicit solvation model to check the consistency of
the results throughout different theory levels and set the most
adequate based on geometrical and energetic criteria.

Regarding the classical molecular dynamics calculations,
several force fields are employed to represent the structure
of the (ZnS)12 nanocluster. We choose the most appropriate
based on the results obtained by DFT calculations. Then,
this force field is employed to perform classical MD calcu-
lations of the (ZnS)12 nanocluster surrounded by the IL. To
improve the description of the interactions between the IL and
the (ZnS)12 nanocluster, some of the inter-molecular interac-
tions are parameterized to reproduce the results obtained by
DFT. This will allow us to study large size systems that will
adequately represent the influence of the bulk IL, while repro-
ducing the DFT results on the nanocluster surface. The main
objective of these simulations is to have a realistic idea of the
solvation of nanoclusters in the IL, at an efficient theory level.

II. COMPUTATIONAL DETAILS

We carry out computational simulations at two theoretical
levels: based on DFT and classical force fields. For the former,
we carry out geometry optimizations and frequency calcula-
tions of the (ZnS)12 nanocluster in the gas phase and solvated
by the IL by the Gaussian16 package [69]. The IL is simulated
by a cluster continuum approach, this is, with a explicit ionic
pair of the solvent interacting directly with the cluster and
the implicit representation of the rest of the solvent. Given
the size of the model system, more accurate theory levels
as post-Hartree Fock methods or triple-ζ quality basis sets
are computationally too demanding. PBE has already been
tested to be a reliable theory level in both ILs and nanopar-
ticle studies separately, being widely used in the literature for
such systems [54,70–73], and hence reference values will be
obtained with this functional, taking into account dispersion
interactions via Grimme’s empirical dispersion term. Never-
theless, we ensure the consistency and stability of our results
by assessing the influence of several exchange-correlation
functionals: PBE-GD3BJ, B97D, wB97XD, and M11 (see
Appendix A).

We choose as reference the SKBJ(10)-P/DZP basis set,
as it has already shown to reliably describe the (ZnS)i nan-
oclusters in the gas phase [21] and the IL, both independently
[70,71]. In an attempt of defining a less demanding theory
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level, we study the use of smaller basis sets: SKBJ(28)-
P/SKBJ and SKBJ(28)-P/SKBJ-P. Further details can be
found in Appendix A. To estimate the error introduced by the
SKBJ(10)-P/DZP basis set, some of the free-energies are also
calculated with the all electron 6-311++G(2df,2p) basis set.
The solvation model based on density (SMD) [74] parameters
are taken from a generic IL solvation model. We asses the
influence of a generic and specific hydrogen bond acidity
within this solvation model (see Appendix A).

To elucidate the nature of the interaction between the IL
pairs and the nanocluster, both natural bond orbital [75,76]
(NBO) and the quantum theory of atoms in molecules
(QTAIM) [77,78] were used. Concretely, the interaction of the
nanocluster with one IL pair was analyzed with both methods.
NBO calculations were carried out using the PBE-GD3BJ
functional, combined with the SKBJ(10)-P/DZP basis set.
The implicit solvation model was included as described pre-
viously. Gaussian 16 program was used to perform such
calculation. QTAIM calculations were performed with the
same functional, combined with the 6-31G(d,p) all electron
basis set for all atoms in this case, since core potentials may
lead to misleading results. The AIMAll program [79] was
applied to carry out such calculations.

For classical molecular dynamics calculations we use the
LAMMPS code [80]. To choose a force field for the ZnS
nanocluster, we optimize its structure employing three differ-
ent polarizable force fields developed by Hamad et al. [81],
Namsani et al. [82], and Wright et al. [83]. The three of
them treat the S atoms by the core-shell model due to its
larger polarizability compared to the Zn atoms. However, the
force field by Wright et al. also considers the Zn atoms as
polarizable particles. The basic form of the non-Coulombic
interatomic potentials for the three of them takes the Buck-
ingham potential form:

U short
i j = A exp

(−ri j

ρ

)
− Cr−6

i j . (1)

The detailed differences and similarities among these three
force fields are discussed in Appendix B.

The intermolecular interactions between the (ZnS)12 nan-
ocluster and the IL ions are described by assigning Lennard-
Jones parameters to all the different atomic species and
applying the geometric combination rules in which the OPLS-
AA framework is based. The parameters related with the Zn
and S atoms of the nanocluster are the ones calculated by
Namsani et al., obtained to reproduce the DFT structure-
energy of a Poly(methyl methacrylate)-(ZnS)6 system [82]:
εZn = 0.954 meV, σZn = 3.816 Å, εS = 11.269 meV and σS =
4.270 Å. However, the interaction between some of the atomic
species are reparametrized into a Buckingham potential to
correctly reproduce some of the results obtained by DFT cal-
culations. This parametrization is carried out employing the
GULP package [84,85], which minimizes the sum of square
function. In our case, as it is later detailed in the text, we fit
the Buckingham potential to reproduce the total energies of an
interaction energy scan obtained by DFT.

The SHAKE algorithm [86] is applied to constrain the
positions of the hydrogen atoms. At each timestep, the
velocity-Verlet integrator is employed to predict the new
positions and velocities of the particles. The long-range in-

teractions are computed by the particle-particle particle-mesh
algorithm (PPPM) [87]. During the first 1 ns of the run, we
adopt the NPT ensemble by applying the Nose-Hover barostat
keeping the cubic shape of the simulation cell. Thereby, we
obtain the equilibrated value of the volume at P = 1 atm and
T = 300 K. Then the NVT ensemble is used by applying
the Nose-Hover thermostat for 10 ns for the correct thermal
equilibration of the system continued by 5 ns of production
run. Previous works on pure ILs have shown that few ns of
equilibration/production runs with hundreds of molecules are
able to reproduce several experimentally obtained structural,
energetic and dynamical properties of this kind of systems
[88–90].

The polarizable particles are treated by the adiabatic core-
shell model by Mitchell and Finchman [91] as coded in the
“CORESHELL” package for LAMMPS [80]. This method
is usually employed to model ionic/cristalline materials. To
ensure robust and realistic trajectories and avoid possible
issues caused by the use of the adiabatic core-shell model,
the following is done: the relative motion of the core/shell
pair is decoupled as an imaginary degree of freedom from
the realistic system to maintain the internal kinetic energy
of the core-shell pair. The velocity of the center of mass is
computed and is rescaled for thermostatting purposes. Possi-
ble momentum changes of the system caused by numerical
fluctuations are avoided by setting the total momentum to
zero. Given the large relative velocities of the shell and core
particles with respect to their center of mass, we set a small
timestep of 0.2 fs. It is important to notice that for the par-
ticular nanoclusters studied in this work a multiple-timestep
integration scheme could be used to increase the efficiency
of the simulations. However, one of the goals of this work is
to set a consistent simulation method that enables the study
of different size of (ZnS)i nanoclusters or cristalline phases,
for which high-frequency vibrations of the ions are expected
[92], and therefore, the set of a small timestep is necessary for
a correct description of these vibrations. In all the molecular
dynamics simulations carried in this work the trajectories of
the particles have remained stable.

III. RESULTS AND DISCUSSION

A. DFT

In this section we carry out DFT-based geometry optimiza-
tions and frequency calculations, evaluate the obtained results
by different exchange-correlation functionals, basis sets, and
bond acidities within the SMD method, and thereby establish
the DFT part of the simulation protocol. The comparison is
based on (i) the calculation of several energies and (ii) geo-
metrical parameters.

Figure 1 shows the optimized structure of a (ZnS)12 nan-
ocluster and one pair of IL ions immersed in the implicit
solvent obtained with the SKBJ(10)-P/DZP basis set and
PBE-GD3BJ exchange-correlation functional. The structure
obtained by the three different basis sets and four exchange-
correlation functionals is qualitatively the same: a bond is
formed between a positively charged Zn atom and a negatively
charged O atom from the [EtSO−

4 ] anion, while the positively
charged imidazol ring from the [EMIM+] cation tends to get
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FIG. 1. Optimized structure of a (ZnS)12 nanocluster and one
pair of IL ions immersed in the implicit solvent obtained with the
SKBJ(10)-P/DZP basis set and PBE-GD3BJ exchange-correlation
functional. The geometrical parameters d1, d2, dZn-O, dC-O, φ, and �

are used to evaluate the exchange-correlation functionals and basis
sets.

close to another O atom of the [EtSO−
4 ] anion. The NBO

method gives a charge of -1.03e for the O atom that is bonded
to the nanocluster. In the case of the implicitly solvated
nanocluster we obtain the following charges of the Zn and
S atoms from the nanocluster: qZn = 0.91e and qS = −0.91e.
The opposite polarities observed for the O atom of the anion
and Zn atoms of the nanocluster agrees with the attractive
interactions and formation of bond observed between these
atomic species as shown in Fig. 1. In the case of an implicitly
solvated IL ion pair, the NBO method gives a net charge of
0.91e for the [EMIM+] cation and -0.91e for the [EtSO−

4 ]
anion. The decrease on the net charges of the ions agrees
with previously reported results, where a charge transfer is
observed due to the interaction between the ions of an IL [93].

1. Energetic and geometrical parameters

We calculate two different free energies: first, the interac-
tion free energy (�GI) between the (ZnS)12 nanocluster and
one pair of IL, both in the gas phase, obtained by

�Ggas
I = Ggas

ZnS+IL − (
Ggas

ZnS + Ggas
IL

)
, (2)

where Ggas
ZnS, Ggas

IL , and Ggas
ZnS+IL are the Gibbs free energies of

an isolated (ZnS)12 nanocluster, an isolated pair of IL ions and
a (ZnS)12 nanocluster with one pair of IL ions, respectively, all
in their optimized geometries. Second, as an approximation of
the solvation free energy, we calculate the implicit solvation
free energy (�GS) of a (ZnS)12 nanocluster with one pair of
IL ions, obtained from

�GS = GIL
ZnS+IL − Ggas

ZnS+IL, (3)

where Ggas
ZnS+IL and GIL

ZnS+IL are the Gibbs free energies of the
(ZnS)12 nanocluster and one pair of IL ions in the gas phase
and immersed in the implicit solvent, respectively. �GS is
calculated employing two different values of the hydrogen

bond acidity α1 = 0.229 and α2 = 0.44 within the SMD
method, which we refer as �G1

S and �G2
S, respectively.

We measure six different geometrical parameters of the op-
timized structure of the (ZnS)12 nanocluster and one pair of IL
ions, both in the gas phase and surrounded by the implicit IL
solvent (see Fig. 1). The structure of the (ZnS)12 nanocluster is
evaluated by the averaged values of d1 and d2, both calculated
without considering the bond lengths in which the Zn atom
bonded to an O atom participates. Information about the in-
teraction between the (ZnS)12 nanocluster and [EtSO−

4 ] anion
is obtained by the bond length between the Zn and closest OS

atoms (dZn-O), angle formed by the Zn-OS-SIL atoms (φ) and
dihedral angle formed by the Zn-OS-SIL-OC atoms (�). We
refer as OC, SIL and OS to the O atom bonded with a C atom,
S atom and O atom not bonded with a C atom, respectively,
the three of them within the [EtSO−

4 ] anion. Given that the
formation of strong bonds is observed between the (ZnS)12

nanocluster and [EtSO−
4 ] anions by DFT calculations, special

attention is paid to accurately describe the latter geometrical
parameters. The structural information related to the interac-
tion between the [EMIM+] and [EtSO−

4 ] anions is obtained
from the distance between the CN atom and the closest OS

atom of the [EtSO−
4 ] anion (dC-O). We refer as CN to the C

atom bonded to two N atoms of the imidazole ring.
All the energetic and geometrical parameters obtained

with the different basis sets, exchange-correlation function-
als and hydrogen bond acidities considered in this work are
reported Appendixes C and D. The energy differences that
are obtained with α1 = 0.229 and α2 = 0.44 employing the
SKBJ(10)-P/DZP basis set are smaller than 2.0 kcal/mol.
These differences are small enough to consider that the results
are not significantly altered when using the specific hydrogen
bond acidity instead of the most general one, and therefore,
in the following only the more general value of the hydrogen
bond acidity α = 0.229 will be considered.

The comparison between the solvation and interac-
tion free energies obtained by the SKBJ(28)-P/SKBJ-P
and SKBJ(10)-P/DZP basis sets (see Appendix C) show
substantial differences for all DFs chosen; for example,
the wB97XD functional lowers the interaction energy by
around 6 kcal/mol. The solvation energies decrease around
20-25 kcal/mol in the case of PBE-GD3BJ, B97D, and
wB97XD. The analysis of the geometrical parameters also
shows considerable changes when the basis set is de-
creased independently of the employed exchange-correlation
functional: the distance dZn-O changes at least 0.06 Å in
all cases. Moreover, the four different functionals show
a large difference in at least another geometrical param-
eter in the solvated system: for the PBE-GD3BJ and
wB97XD functionals the averaged bond distance 〈d2〉 de-
creases more than 0.03 Å. In the case of the M11 and
B97D functionals, dC-O shows a difference of −0.027 Å
and 0.068 Å, respectively. Therefore, considering that the
SKBJ(10)-P/DZP basis set have been previously assessed and
used in the literature, we conclude that albeit the SKBJ(28)-
P-based basis set implies less computational effort, it does not
provide a satisfactory representation of the system.

Table I shows the values of the interaction and implicit
solvation free energies obtained with the SKBJ(10)-P/DZP
basis set, α = 0.229 hydrogen bond acidity and different
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TABLE I. Interaction (�Ggas
I ) and implicit solvation (�G1

S) free
energies of a (ZnS)12 nanocluster and one pair of IL ions obtained
with four exchange-correlation functionals.

Exc �Ggas
I (kcal/mol) �G1

S (kcal/mol)

PBE-GD3BJ −25.5 −74.5
M11 −25.5 −102.2
B97D −22.5 −84.5
wB97XD −24.3 −88.4

exchange-correlation functionals considered in this work.
When compared to the result obtained with the PBE-GD3BJ
functional, we observe similar interaction free energies �Ggas

I
(up to a difference of 3 kcal/mol for the case of the
wB97XD functional). The solvation free energies �G1

S, how-
ever, show larger differences: B97D and wB97XD differ by
10-14 kcal/mol, while the M11 functional gives a large de-
viation of 27.8 kcal/mol. The latter can be related with a
non expected effect observed on the geometrical parame-
ter dC-O: when the gaseous system is solvated employing
the M11 functional, its value decreases from 2.943 Å to
2.941 Å. The bond distances are expected to increase
when a gaseous system is solvated as a consequence of
the interaction with the solvent [94], as occurs with all
the chosen functionals except for this particular one. We
observe that all functionals show similar geometrical pa-
rameters. All the distance deviations are not larger than
0.04 Å with respect to the ones obtained with the PBE-GD3BJ
functional, while the maximum angular deviation is 4◦. The
detailed discussion on the obtained geometrical parameters is
reported as Appendix D.

We further analyze the consistency of the PBE-GD3BJ
functional and quantitatively evaluate the error introduced
by the SKBJ(10)-P/DZP basis set by calculating several
free energies describing all the atoms of the system by a
6-311G**(2d,2f) basis set. Given that the calculations with
such a large basis set imply large computational cost, we only
calculate the interaction free energy �Ggas

I of the system in the
gas phase in two configurations: on the one hand, maintaining
the positions of the atoms obtained from the optimization
calculations with the SKBJ(10)-P/DZP basis set and, on the
other hand, with the optimized structure calculated with the
6-311G**(2d,2f) basis set. The latter has been carried out only
with the PBE-GD3BJ and B97D functionals, given that these
are computationally expensive calculations, and among the
different functionals, the B97D functional is the one giving the
largest structural deviations from the PBE-GD3BJ functional
(described in detail in Appendix D). Finally, the difference
between these free energies with the ones obtained with the
SKBJ(10)-P/DZP basis set are calculated. For the sake of
clarity, we referred to the former and the latter as �Ggas-1

I

and �Ggas-2
I , respectively. Table II shows the differences in

interaction free energies for each density functional and type
of structure.

For a given functional the interaction free energy dif-
ferences are similar for both types of structures, indicating
small changes between the optimized structures obtained with
the 6-311G**(2d,2f) and SKBJ(10)-P/DZP basis sets. The

TABLE II. Interaction free energy differences obtained with the
SKBJ(10)-P/DZP and 6-311G**(2d,2f) basis sets for each type of
structure (see text) and four exchange-correlation functionals.

Structure Exc �Ggas-2
I − �Ggas-1

I (kcal/mol)

SKBJ(10)-P/DZP PBE-GD3BJ 5.3
B97D 4.8
M11 5.0

wB97XD 3.4

311G**(2d,2f) PBE-GD3BJ 5.1
B97D 4.4

SKBJ(10)-P/DZP basis set introduces an overestimation of
about 4–5 kcal/mol in the interaction free energy. How-
ever, given that the energy scan calculations (see later in the
text) estimate an interaction energy of about 30 kcal/mol,
we conclude that the description of the system with the
SKBJ(10)-P/DZP basis set properly captures the nature of
the interactions between the IL and the nanocluster. Moreover,
the use of the 6-311G**(2d,2f) basis set would substantially
increase the computational effort of the DFT-based part of
the theoretical protocol, and considerably limit the computa-
tion capability to study systems made of larger nanoclusters
solvated in ILs. Thereby, having estimated the error that is
introduced in the following calculations by the SKBJ(10)-
P/DZP basis set, we adopt this particular basis set for the DFT
part of the theoretical protocol. Regarding the influence of the
particular functional chosen, Table II shows a consistent in-
crease of about 4–5 kcal/mol independently of the employed
functional, that together with the geometrical results obtained
previously, suggest that no undesired artifact is introduced by
the choice of the PBE-GD3BJ functional. Thereby, the PBE-
GD3BJ functional is chosen as the functional to be employed
in the DFT-based part of the simulation protocol.

2. Zn-OS interaction analysis

Once the DFT protocol has been established, the analysis
of the interaction between one IL pair and the nanocluster
has been performed on the optimized structure, by means of
the atomic charges, NBO and QTAIM methods. As already
described above (see Fig. 1), the main interaction is the one
occurring between one of the oxygen atoms of the anion and
one of the zinc atoms of the cluster. Before moving on to
deeper analysis, we first focus on the charges obtained by
the NBO method. According to these values (−1.03e for the
O and 0.87e for the Zn atom) the electrostatic nature of the
interaction should be large. The NBO and QTAIM analysis
provide more light on this.

According to the NBO analysis, there is no natural bond or-
bital between these two atoms. Instead, there is a Zn-oriented
lone-pair on O atom with occupation 1.914, and an empty Zn
orbital with occupation 0.180. The second order interaction
between these two orbitals is around 30 kcal/mol. Hence,
NBO agrees with the electrostatic interaction, and shows a
donor-acceptor character where the oxygen lone-pair is ori-
ented towards the zinc atom.

QTAIM analysis focuses on the electron density analy-
sis. Calculated values at the Zn-O bond critical point are
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FIG. 2. Structure of the (ZnS)12 nanocluster made of six rhombic
and eight hexagonal atomic rings. The Zn and S atoms are repre-
sented in gray and yellow, respectively. The formed bond lengths
d1 and d2 and angles α, β, γ , and θ are the geometrical parameters
employed for comparison of the force fields (see Table I).

the following: ρ = 0.0659 a.u., ∇2ρ = 0.3059 a.u., V =
−0.0967 a.u., and G = 0.0866 a.u. For a covalent interaction,
the following conditions should be fulfilled: |V| � 2G and
∇2ρ < 0. Clearly, this is not the case, and hence we conclude
that the interaction is not covalent, but electrostatic. However,
the large value of ρ (about three times larger than in H bonding
[95,96]) and the negative value of H = G + V suggest that
the interaction should be considered as partially covalent in
nature.

Taking all these analyses into account, we may conclude
that the interaction between the IL and the nanocluster is
mostly electrostatic, with a partial covalent bond coming from
the donor-acceptor interaction between the lone pair of the
O atom and the empty orbital of the Zn atom. This type
of interaction is compatible with the calculated interaction
energy of 25.5 kcal/mol, given in Table I for PBE-GD3BJ
combined with the SKBJ(10)-P/DZP.

B. Force field

First of all, an adequate force field for representing the
nanocluster will be established. Figure 2 shows the optimized
structure of a (ZnS)12 nanocluster in the gas phase by DFT
calculations with the PBE-GD3BJ exchange-correlation func-
tional and the SKBJ(10)-P/DZP basis set. We observe two
characteristic Zn-S bond lengths (d1 and d2), Zn-S-Zn angles
(α and θ ), and S-Zn-S angles (β and γ ) repeated throughout
the nanocluster. We optimize the structure of the nanocluster
in the gas phase with each force-field and compare these
geometrical parameters by calculating the absolute deviation

of each bond length:

�d = d − dDFT, (4)

where dDFT is the bond length obtained by DFT calculations,
and the percentage of the relative angular deviation:

�α = 100 (α − αDFT)

αDFT
, (5)

where αDFT is the characteristic angle obtained by DFT
calculations.

The obtained bond lengths, angles, and respective devi-
ations are shown in Table III. A reasonably small angular
deviation is given by the Hamad et al. model, giving the
smallest deviation of the β angle among the three mod-
els. However, the bond deviations are considerably large:
�d1 = 0.39 Å and �d2 = 0.41 Å. Although the force-field by
Wright et al. gives the smallest deviations of the bond lengths
�d1 = −0.01 Å and �d2 = −0.04 Å, it also shows the largest
angular deviations for all the angles, indicating that the shape
of the nanocluster deviates with respect to the referential one.
The force-field by Namsani et al. shows a reasonably good
agreement with respect to the bond lengths, giving deviations
larger than the ones by Wright et al. but within the same order
of magnitude. Moreover, out of the four characteristic angles,
three (α, γ , and θ ) give the smallest angular deviations. There-
fore, we conclude that the force-field developed by Namsani
et al. [82] gives the best balance between the description of the
bond distances and angles within the nanocluster in general. In
addition to these results, this same force-field [82] has already
shown to reproduce with high accuracy several experimental
structural and elastic properties of ZnS bulk on its wurtzite
and zincblende phases, such as elastic constants, bulk moduli
and static and high-frequency dielectric constants. Taking into
account the previous observations, we decide to choose the
force-field by Namsani et al. for the molecular dynamics
calculations.

C. Parametrization of the nanocluster-IL interaction

For the classical MD calculations we assign the Lennard-
Jones parameters given by Namsani et al. [82] to the Zn
and S atoms of the nanocluster to describe the intermolecular
interactions between the atoms from the nanocluster and the
IL ions. However, these parameters were calculated by taking
into account the interactions between neutral molecules. Our
system differs strongly from this picture: half of the ions that
compose the IL are positively charged, while the other half
are negatively charged. Moreover, the DFT calculations show
a strong interaction between the negatively charged EtSO−

4

TABLE III. Geometrical parameters (see Fig. 2) and deviations for a (ZnS)12 nanocluster obtained by DFT calculations and three different
force-fields. The values of the parameters closest to the ones obtained by DFT are marked by an asterisk (∗).

d1 (Å) d2 (Å) α β γ θ

DFT 2.35 �d1 (Å) 2.27 �d2 (Å) 77.22 �α 97.66 �β 130.08 �γ 101.71 �θ

Namsani et al. 2.29 −0.06 2.17 −0.10 84.13∗ 8.95 93.78 −3.97 127.04∗ −2.34 110.84∗ 8.98
Hamad et al. 2.74 0.39 2.68 0.41 84.73 9.73 95.41∗ −2.30 123.79 −4.84 115.08 13.15
Wright et al. 2.34∗ −0.01 2.23∗ −0.04 89.13 15.42 90.86 −6.96 119.26 −8.32 120.78 18.75
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FIG. 3. Interaction energy of a (ZnS)12 nanocluster with one pair
of IL ions implicitly solvated as a function of the Zn-OS distance
(see Fig. 1) obtained with DFT (red points) and fitted reparametrized
classical force field (black line).

anion and the nanocluster. Considering these observations, we
decide to parametrize the potential interaction between the Zn
and S atoms of the nanocluster with the OS atoms of the EtSO4

anion to ensure an optimal description of their interactions.
We calculate the scan of the interaction energy between

the nanocluster and the EtSO4 anion. Ideally, one could ob-
tain a more reliable interaction energy by including explicitly
the rest of the ions of the IL and placing them at different
positions for each energy scan. However, this would increase
substantially the complexity of the calculation, and therefore,
we assume that the largest part of the interaction relies on
the S-OS bond and the influence of the bulk is in part cap-
tured by the implicit solvent model. The scan is carried out
as follows: we freeze the position of the atoms in Fig. 1,
where most of the IL is represented by the implicit solvation
model, and scan the interaction energy of the system moving
the IL ions along the bond direction of the Zn atom of the
nanocluster and closest OS atom of the IL by DFT calculations
with the PBE-GD3BJ exchange-correlation functional and the
SKBJ(10)-P/DZP basis set. Then, these observables are used
to fit the parameters of the interaction potentials between the
Zn-OS and S-OS pairs of atomic species. These interaction
potentials take the form of a Buckingham potential. The red
points in Fig. 3 show the interaction energy of the system for
several values of dZn-O calculated by DFT, while the black line
is obtained with the fitted Buckingham potential parameters
(see Table IV). As shown in the Fig. 3, the agreement between
the interaction energies calculated with both methods is large
and satisfactory.

TABLE IV. Fitted Buckingham potential parameters [see
Eq. (B1)] for the Zn-O and S-O interactions.

Interaction A (kcal/mol) ρ (Å) C (Å6kcal/mol)

Zn-O 26154.48 0.25 8.85 10−5

S-O 3475.14 0.23 –

To check the transferability of the obtained potential pa-
rameters, we now analyze the interaction energy of the IL with
other ZnS nanocluster polymorphs. Given that the (ZnS)12

nanocluster belongs to the hollow bubblelike structural family,
we chose two nanoclusters that differ either on the structure or
the number of atoms that is composed of. For the former, we
chose the (ZnS)13 [20,22] metastable polymorph as it has a
similar number of atoms but shows a wurtzitelike structure.
For the latter, the (ZnS)24 nanocluster is employed due to
its similar hollow bubblelike structure and larger number of
atoms [20]. The interaction energy scans obtained by DFT
and classical force field are shown in Fig. 4. In the case of
the (ZnS)13 nanocluster, the interaction energies given by the
DFT and classical force-field calculations are EDFT(2.1 Å) =
−29.1 kcal/mol and ECFF(2.0 Å) = −31.6 kcal/mol, respec-
tively, while in the case of the (ZnS)24 nanocluster we
obtain EDFT(2.1 Å) = −29.9 kcal/mol and ECFF(2.0 Å) =
−30.2 kcal/mol. Taking into account that the global picture
of both scans and the position and value of the interaction
energies obtained largely agree, we obtain solid indications
for the reliable use of the reparametrized classical force field
to study different polymorphs of ZnS nanoclusters solvated
by the [EMIM][EtSO4] IL. In addition to that, the strong
agreement shown by the two calculation methods in both sys-
tems indicates that, the parametrization of only the interaction
between the Zn-O and S-O interatomic species captures the
interaction between the different ions of the system. Thereby,
we include these new parameters in the previous force field
and study the solvation of the nanocluster by means of classi-
cal molecular dynamics.

D. Molecular Dynamics: Random initial configuration

We first fix the position of the (ZnS)12 nanocluster in
the center of the simulation box with dimensions (55×55 ×
55) Å3 and fill the rest of the box with 300 pairs of IL
ions randomly positioned. Then, an NPT run is carried out at
T = 300 K and P = 1 atm. Figure 5 shows the time evolution
of the pressure and density of the system. Their respective cu-
mulative running averages stay almost constant after the first
400 ps of the run, indicating a small uncertainty in our
averaged density value. Averaging the volume of the sys-
tem during the last 100 ps of the annealing, we obtain an
equilibrated simulation box of dimensions (45.938×45.938 ×
45.938) Å3, which gives a density of ρ = 1.234 g cm−3.

Then, we fix the NVT ensemble for a 10 ns annealing
run ensuring a correct thermal equilibration of the system
followed by 5 ns of production run. The structural analysis
is carried out by calculating the radial distribution function
g(r) and its integral over a sphere of radius r, or simply called
coordination number function N (r).

In the top panels of Fig. 6 the g(r) between the center of
mass of the (ZnS)12 nanocluster (CM) and different atomic
species is shown: S and Zn atoms from the (ZnS)12 nanoclus-
ter, OS and SIL atoms from the [EtSO−

4 ] anions, and center of
mass (CMN), N and HN atoms of the [EMIM+] anion. The
lower panels show the respective N (r) functions except for
the CM-Zn and CM-S pairs. For the sake of clarity, these
two functions have not been included in the figure as it is
straightforward to determine their value at large distances
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FIG. 4. Interaction energy of a (a) (ZnS)13 and (b) (ZnS)24 nanocluster with one pair of IL ions implicitly solvated as a function of the
Zn-OS distance obtained with DFT (red points) and reparametrized classical force-field (black line).

(NCM-S(r) = NCM-Zn(r) = 12). We refer as HN to the most
acidic H atom from [EMIM+] cations, the one that is bonded
to the CN atom.

For comparison, we also show the radial distribution func-
tion gh(r) = 1 and coordination number function Nh of an
ideally uncorrelated liquid. The latter is obtained by

Nh(r) = 4πr3n

3V
, (6)

where n is the total number of particles of a given species
within a simulation box with volume V . The upper panel in
Fig. 6 shows Nh considering the number of OS (n = 900), N
(n = 600), and SIL, CMN, and HN (n = 300) atoms in our
simulation box.

Looking at gCM-Zn(r) and gCM-S(r) in Fig. 6 we ob-
serve that the Zn atoms are closer to the CM than the
S atoms, similarly to what occurs when the nanocluster
is in the gas phase (see Fig. 2) and also in implicit sol-
vent. Their maxima show large values: gCM-Zn(3.45 Å) =
2259 and gCM-S(3.65 Å) = 1962. This is due to the low
density of these atomic species in the simulation box.
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FIG. 5. Evolution of the pressure (upper panel) and density
(lower panel) of the system during 1 ns of the NPT run. The blue
line shows the instantaneous values, while the black line shows the
cumulative running average starting from t = 300 ps.

From the comparison between Figs. 6(a) and 6(b) we con-
clude that the [EtSO−

4 ] anions are more structured around
the nanocluster than the [EMIM+] cations: gCM-SIL (r) and
gCM-OS (r) show larger and narrower first neighbor peaks than
gCM-N(r), gCM-HN (r) and gCM-CMN (r). However, it is impor-
tant to note that still these radial distribution functions show
clear first neighbor peaks that decay almost to zero in their
first minimum: gCM-N(10.05 Å) = 0.108, gCM-HN (8.25 Å) =
0.022 and gCM-CMN (10.35 Å) = 0.024. These low values indi-
cate the appearance of a structured first solvation shell around
the nanocluster of [EMIM+] cations.

This structuring effect is larger in the case of the [EtSO−
4 ]

anions. After the pronounced first-neighbor peaks that show
gCM-SIL (r) and gCM-OS (r) in Fig. 6(a), both functions decay to
zero. This means that during the 5 ns of the production run
there has not been any exchange of [EtSO−

4 ] anions between
the first solvation shell and the rest of the liquid. The upper
panel in Fig. 6 supports the previous observation: NCM-OS (r)
shows two strong plateaus at N = 9 and 27, while NCM-SIL (r)
shows one at N = 9, indicating the presence of nine strongly
bonded sulfates from nine [EtSO−

4 ] anions during 5 ns. These
sulfates are expected to be bonded to certain Zn atoms of the
nanocluster, as observed in the DFT calculations for the small
model. We check this by analyzing the radial distribution
function and coordination number function between the Zn
atoms of the nanocluster and the OS and SIL atoms of the
[EtSO−

4 ] anions. This is shown in Fig. 7.
Both radial distribution functions show a pronounced first

neighbor peak: gZn-SIL (3.36 Å) = 8.59 and gZn-OS (1.92 Å) =
7.97. Note that the first neighbor peak of gZn-SIL is located
1.44 Å away from the one of gZn-OS . Taking into account
that the bond distance between the OS and SIL atoms of
the [EtSO−

4 ] anion is 1.42 Å, we deduce that these inter-
coordinated Zn, OS and SIL atoms are located close to a
straight line. Between the first and second neighbor peaks both
RDFs decay to zero in agreement with the previous analysis.
This supports the appearance of a structured first solvation
shell of IL ions around the nanocluster.

The NZn-SIL and NZn-OS functions in Fig. 7 show a plateau
at N = 9/12 = 0.75, indicating that out of the 12 Zn atoms
that conform the (ZnS)12 nanocluster, nine are in average
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FIG. 6. Coordination number functions (upper panels) and radial distribution functions (lower panels) between the center of mass of the
(ZnS)12 nanocluster and several atomic species: (a) Zn (gray) and S (purple) atoms of the nanocluster, OS (red) and SIL (orange) atoms from
the [EtSO4−] anions, and (b) center of mass (green), N (blue) and HN (brown) particles of the [EMIM+] cations. The colored dashed lines in
the upper panels show Nh(r) (see text) calculated for the CMN and HN (green), N (blue), OS (red) and S (orange) atoms. (a) The horizontal
lines at N = 9 and 27 indicate plateaus in NCM-O(r) and NCM-SIL (r).

strongly coordinated to those OS atoms. Moreover, we observe
that during the 5 ns of the production run each of the nine
Zn atoms have been coordinated with one single and same
OS atom, while the remaining three Zn atoms have not been
coordinated with any OS atom. These results indicate that a
structured solvation shell of nine [EtSO−

4 ] anions is formed
around the nanocluster that lasts for at least 5 ns. Supposing
that an uncoordination event occurs between one pair of Zn-
OS atoms right after the 5 ns of production run and considering
that these uncoordination events are independent among them,

FIG. 7. Coordination number functions (upper panel) and radial
distribution functions (lower panel) between the Zn atom of the
nanocluster and different atomic species: OS (red) and SIL (orange)
atoms from the [EtSO−

4 ] anions.

we obtain that the Zn-OS coordination lifetime is at least of
22.5 ns. Notice that this long time is in agreement with the
calculated interaction energies and with the nature of the Zn-O
chemical bond. The reason why only nine out of 12 Zn atoms
are coordinated (the nanocluster could be fully coordinated)
by only one O atom (they could be doubly coordinated) still
remains unclear, and a possible study as future perspective
could be to check whether this partial solvation pattern is
maintained for different nanocluster types and sizes.

We analyze the spacial distribution of the nine coordinated
[EtSO−

4 ] anions with the nine Zn atoms. Figure 8(a) shows
a snapshot of the distribution of the nine coordinated OS

atoms from the [EtSO−
4 ] anions around the nanocluster. It is

convenient for the analysis to note that each Zn atom from
the nanocluster has one first neighbor Zn atom. The 12 Zn
atoms of the nanocluster can be classified into six pairs of first
neighbor Zn-Zn atoms that belong to a Zn-S-Zn-S rhombic
atomic ring [see Fig. 8(b)]. These six rhombic atomic rings
are distributed equidistantly within the nanocluster.

These OS atoms are homogeneously distributed around the
nanocluster: given that nine OS atoms are coordinated with
the nanocluster, and each of those tends to coordinate with

FIG. 8. (a) Snapshot of the distribution of the nine coordinated
OS atoms from the the [EtSO−

4 ] anions around the nanocluster. High-
light of (b) the six Zn-S-Zn-S rhombic atomic rings (red rhombuses)
that make up the (Zn-S)12 nanocluster and (c) the three Zn-S-Zn-
S rhombic atomic rings doubly coordinated with OS atoms (green
rhombuses).
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a single Zn atom, six out of the nine OS atoms coordinate
with the six rhombic atomic rings. In other words, all the six
rhombic atomic rings are at least coordinated with one OS

atom [see Fig. 8(b)]. The remaining three OS are coordinated
with other three rhombic atomic rings that are coordinated
with another OS atom at the same time. These three doubly
coordinated rhombic atomic rings are highlighted in Fig. 8(c).
Note that the three doubly coordinated rhombic atomic rings
chosen by the system are in the configuration (among others)
in which the three doubly coordinated rhombic atomic rings
are further away from each other. We conclude that given the
nine intermolecular coordinations observed in the system, the
[EtSO−

4 ] anions are spatially distributed in the most homoge-
neous way.

These results significantly differ from several previous
experimental works: Guleria et al. [51] synthesized CdSe
nanoparticles (II-VI semiconductor family) solvated with the
same IL studied in our work. They conclude that while both
ions interact with the nanoparticle, the prevailing interaction
is the one between the imidazolium cation and the CdSe
nanoparticle. Moreover, the formation of Se-O bonds between
the nanoparticle and the anion of the IL is claimed. An-
other experimental work by Barzegar et al. [55] claim that
the interaction between a CdS nanoparticle and the same
IL occurs through S-cation interactions. These observations
strongly differ with our simulations, where we observe sig-
nificant interactions between the positively charged ion of the
nanocluster and the O atom of the anion.

E. Molecular Dynamics: Fully coordinated initial configuration

To verify whether the obtained results are reliable and do
not depend on the initial random configuration we start the
simulation with, we carry out the same MD simulations from
a different initial configuration: 12 [EtSO−

4 ] anions are placed
to be coordinated with the 12 Zn atoms from the nanoclus-
ter. To do so, we take into account the first neighbor peak
positions of gZn-SIL and gZn-OS , located at r = 3.36 Å and
1.92 Å, respectively (see Fig. 7). We place 12 [EtSO−

4 ] anions
so that the SIL atom and one of the OS atoms from each
anion sit at these mentioned distances from each Zn atoms.
In the following step, we add another 12 [EMIM+] cation
randomly placed around the (ZnS)12 nanocluster. Finally, this
configuration of the nanocluster with 12 IL ions is placed in
the center of the simulation box and it is filled with another
randomly placed 288 IL ions. The rest of the simulation setup
is the one employed in the previous MD simulations. In the
following analysis, this initial configuration is referred to as
the fully coordinated initial configuration.

Figure 9 shows the RDFs and coordination number func-
tions between the center of mass of the (ZnS)12 nanocluster
and several atomic species of the IL ions obtained from the
fully coordinated and random initial configurations. Despite
slight differences, the agreement between all the shown func-
tions is large: the value and position of the neighbor-peaks
are very similar, while the coordination number functions are
almost identical. In the case of the NZn-SIL and NZn-OS functions
obtained from the fully coordinated initial configuration, both
show a plateau at N = 9 as in Fig. 6(a). We obtain the same
final state as in the case of the random initial configuration:

during the 5 ns of the production run nine Zn atoms have been
coordinated with other nine OS atoms, while the remaining
three Zn atoms have not been coordinated to any other OS

atom. Note that the fully coordinated (12 OS atoms coordi-
nated) and random (no OS coordinated) configurations end up
showing the same final state, where nine OS are coordinated
with nine Zn atoms from the nanocluster. This strongly in-
dicates that in both cases stability has been reached by the
system and supports the reliability of the obtained results.

IV. CONCLUSIONS

In this work we present a simulation protocol based on
DFT and classical MD calculations to study the interac-
tions, structure and dynamics of II-VI-type semiconductor
nanoclusters solvated in a IL. For the setting and testing of
the protocol, we take a semiconductor (ZnS)12 nanocluster
solvated by a [EtSO4][EMIM] IL as the referential system. We
test the widely used PBE-GD3BJ exchange-correlation func-
tional, several basis sets, and hydrogen bond acidities, and
we choose the optimal combination based on geometrical and
energetic criteria. All the DFT-based calculations, indepen-
dently from the employed functional, basis set, and hydrogen
acidity, show the formation of a strong coordination between
an O atom of the anion of the IL and a Zn atom from the
nanocluster. Then, we evaluate various classical force fields
by classical optimization calculations and choose the optimal
one. The strongest atomic inter-molecular interactions are
reparametrized to fit the data obtained by DFT calculations.
This set of new parameters properly describes the interaction
energy scans of a (ZnS)13 and (ZnS)24 nanoclusters solvated
by the [EtSO4][EMIM] IL, and thereby, supporting the trans-
ferability of the employed force field to study different size of
nanoclusters (ZnS) solvated in the [EtSO4][EMIM] IL. The
classical MD calculations show the formation of a structured
solvation shell of nine [EtSO−

4 ] anions around the (ZnS)12

nanocluster with no exchange of ions within this solvation
shell for at least 5 ns.

Given that in the vast majority of known ILs the negative
charge is more localized in the anion than the positive charge
in the cation (as in the case of this study), similar type of inter-
actions are expected in general within a system of a II-VI type
of semiconductor nanocluster solvated in a IL. Therefore, this
theoretical protocol is expected to be applicable to efficiently
study such kind of solvated systems.

The observation of strong interactions between the Zn and
O atoms is consistent with the APT charges, which shows
different electric polarities for these atomic species. However,
these results differ substantially with several previous ex-
perimental observations [51,55]. These observations together
indicate that the nature of the interactions occurring between a
nanoparticle and an IL are subtle and complex, and they may
vary within the same nanoparticle family [54].

The overall picture shows that these nanoclusters get sol-
vated by ILs with rather stable bonds (as confirmed by
DFT calculations, classical MD simulations and bond analy-
sis methods), with a first solvation shell conformed by nine
IL pairs, covering a large part of the nanocluster surface.
Therefore, the smallest model for the full solvation pattern
of interest would be of roughly 300 atoms, out of the reach
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FIG. 9. Coordination number functions (upper panels) and radial distribution functions (lower panels) between the center of mass of the
(ZnS)12 nanocluster and several atomic species: (a) SIL (orange) and (b) OS (red) atoms from the [EtSO4−] anion, and (c) N (blue) atom and
(d) center of mass (green) of the [EMIM+] cations. Each function is calculated from the fully coordinated (dashed line) and random (continuous
line) initial configurations.

of static DFT calculations as those performed in this paper.
If particular interest on the quantum chemical nature of the
nanocluster-IL bond was to be payed, then the fact that the
first solvation shell seems to be rather well defined opens
the possibility to efficiently study this kind of systems by
means of ab initio molecular dynamics, considering only the
first solvation shell explicitly, and including the bulk as an
implicit solvation model. On the contrary, the inclusion of the
bulk IL and therefore the long range interactions it establishes
would require most likely classical molecular dynamics cal-
culations, where the first solvation-shell interactions are no
longer described at a quantum level, but rather parameterized.
In this work, we have proposed the force-field parameters for
such an approximation to the system, setting the grounds for
expanding the system to larger nanoclusters solvated by more
complex liquid systems.
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APPENDIX A: EXCHANGE-CORRELATION
FUNCTIONAL, BASIS SET, AND IMPLICIT

SOLVATION MODEL

Here we specify the different exchange-correlation functi-
nals, basis sets, and hydrogen acidities employed in the DFT
simulations:

(a) Four different exchange-correlation functionals were
chosen among different functional types to ensure the results
are consistent and stable. All of them account for dispersion
interactions, due to the crucial role these interactions have
in ILs [71,72,97]: (i) The semiempirical generalized gradient
approximation (GGA)-based B97D pure functional including
a dispersion term [98]. (ii) The GGA-based PBE exchange-
correlation pure functional [99,100] combined with the D3
version of Grimme’s dispersion term with the Becke-Johnson
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damping [101] (PBE-GD3BJ). This particular functional has
been found to yield good accuracy for IL systems in the litera-
ture [70–72]. (iii) The long-range corrected hybrid functional
with dispersion correction wB97XD [102]. (iv) The meta-
GGA-based M11 range-separated hybrid functional [103].

(b) We modify the number of the basis set for each
subsystem, i.e., nanocluster and IL. We use a nomenclature
describing the basis set employed for each subsystem with the
form: nanocluster-basis set/IL-basis set. Unless specified, the
electrons of the S atoms are described by the SKBJ(d) basis
set previously developed in Ref. [21] based on the the SKBJ
pseudopotentials [104,105]. Thereby, we refer to the part of
the nomenclature related to the nanocluster by the basis set
employed only for the electrons of the Zn atoms. Regarding
the IL molecules, we modify the number of basis functions to
describe the electrons from the C, N and O atoms, while the
electrons of the H atoms are represented by a DZP. We employ
the following basis sets: (i) the SKBJ(28)-P/SKBJ basis set,
where the 28 core electrons of the Zn atom are represented
by a SKBJ pseudopotential and the valence electrons by a
DZP+d basis set as in Ref. [21]. The core electrons of the C,
O and N atoms are described by a SKBJ pseudopotential and
the valence electrons by a DZ basis set. (ii) The SKBJ(28)-
P/SKBJ-P basis set, which only adds a polarization function
to the valence electrons of the C, O and N of the previous
SKBJ(28)-P/SKBJ basis set. (iii) The SKBJ(10)-P/DZP basis
set, where the 10 inner electrons of the Zn atom are rep-
resented by a SKBJ pseudopotential, and the rest of the 20
electrons by a DZP+d basis function. The electrons of the C,
O and N atoms are represented by a 6-31G(d,p) DZP basis
set [106].

These basis sets have been chosen based on two criteria:
first, the SKBJ(10)-P/DZP has already shown to reliably de-
scribe the (ZnS)i nanoclusters in the gas phase [21] and the
IL, both independently. In particular, Pople style double-ζ
basis sets have been seen to give good results for ILs [70,71].
Second, the use of a large number of basis set functions
would compromise the efficiency of DFT calculations where
several IL molecules are included. Therefore, SKBJ(28)-P-
based basis sets are included in the study in an attempt of
defining a less demanding theory level, that would enable

these kind of calculations on larger nanoclusters in the future.
Indeed, the possibility to carry out such kind of calculations
is one of the objectives for which this theoretical protocol is
designed.

In addition, QTAIM calculations are performed with
(iv) the 6-31G(d,p) all-electron basis set, while some
specific free-energy calculations are also done with (v)
the 6-311++G(2df,2p) all-electron basis set (see main
text).

(c) The implicit solvation model employed. The parame-
ters of the SMD [74] method are taken from the generic IL
solvation model, calculated from an average over 11 different
ILs [107]: hydrogen bond acidity α = 0.229, hydrogen bond
basicity β = 0.265, static dielectric constant ε = 11.5, index
of refraction n = 1.43 and surface tension at the interface γ

= 61.24 cal mol−1 Å−2. To observe possible differences in
the results between the use of a general SMD parameter set
and a characteristic parameter set to describe our particular IL,
we employ two different values of the hydrogen bond acidity:
αg = 0.229 and αp = 0.440. The former is obtained from the
generic IL solvation model [107], while the latter was set to
describe a [BMIM][CH3SO3] IL by the SMD method [108],
similar to the IL studied in this work.

APPENDIX B: (ZnS)12 FORCE FIELD

The basic form of the interatomic potentials is similar in
the three cases: the short-range non-Coulombic interaction
between the i and j particles takes the Buckingham potential
form:

U short
i j = A exp

(−ri j

ρ

)
− Cr−6

i j . (B1)

A core-shell model is employed in the description of the S
atom to account for possible polarization effects. These core
and shell particles interact with each other by an harmonic
potential:

U core-shell
i j = 1

2 Kr2
i j . (B2)

TABLE V. Implicit solvation (�G1
S and �G2

S) free energies and implicit solvation free energy differences (�G2
S − �G1

S) of a (ZnS)12

nanocluster and one pair of IL molecule obtained with three different basis sets and four exchange-correlation functionals.

Basis set Exc �G1
S (kcal/mol) �G2

S (kcal/mol) �G2
S − �G1

S (kcal/mol)

SKBJ(28)-P/SKBJ PBE-GD3BJ −101.8 −99.4 2.4
M11 −114.1 −115.7 −1.6

B97D −105.5 −105.9 −0.4
wB97XD −113.1 −115.5 −2.4

SKBJ(28)-P/SKBJ-P PBE-GD3BJ −99.7 −98.9 0.8
M11 −114.3 −113.0 1.3

B97D −104.0 −104.0 0.0
wB97XD −112.1 −113.0 −0.9

SKBJ(10)-P/DZP PBE-GD3BJ −74.5 −73.2 1.3
M11 −102.2 −104.2 −2.0

B97D −84.5 −84.1 0.4
wB97XD −88.4 −87.5 0.9
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TABLE VI. Interaction (�Ggas
I ) free energies of a (ZnS)12 nan-

ocluster and one pair of IL ions obtained with three different basis
sets and four exchange-correlation functionals.

Basis set Exc �Ggas
I (kcal/mol)

SKBJ(28)-P/SKBJ PBE-GD3BJ −28.2
M11 −28.5
B97D −27.2

wB97XD −30.6

SKBJ(28)-P/SKBJ-P PBE-GD3BJ −26.7
M11 −27.5
B97D −25.1

wB97XD −30.1

SKBJ(10)-P/DZP PBE-GD3BJ −25.5
M11 −25.5
B97D −22.5

wB97XD −24.3

A three-body term is also included to account for directional-
ity effects of the covalent bonds within the nanocluster:

Ui jk = 1
2 KTB(θi jk − θ0)2, (B3)

where θi jk is the angle formed by the i, j and k particles. Each
of the force fields are characterized by having different values
of the charges of the particles and parameters A, ρ, C, K , and
KTB appearing in Eqs. (B1)–(B3). However, each one is also
characterized by a main difference with respect to the others:
Hamad et al. [81] add a new term Br−9

i j to the short-range

potential in Eq. (B1) to describe a mixed Buckingham and
Lenard-Jones 9-6 potential. Wright et al. [83] describe the Zn
atom also by a core-shell model to account for possible polar-
ization effects. Both, Namsani et al. [82] and Wright et al. [83]
instead of using the harmonic three-body potential in Eq. (B3),
they employ a harmonic potential with exponential decay:

Ui jk = 1

2
KTB(θi jk − θ0)2 exp

(
− ri j

ρ1

)
exp

(
− r jk

ρ2

)
. (B4)

APPENDIX C: FREE-ENERGY ANALYSIS

Table V shows the implicit solvation free energies obtained
with different basis sets, exchange-correlation functionals and
hydrogen acidities α1 = 0.229 and α2 = 0.44. The difference
in solvation free energies obtained with the employed two
hydrogen acidities are also shown.

Table VI shows the interaction free energies obtained with
the different basis sets and exchange correlation functionals
considered in this work.

APPENDIX D: GEOMETRICAL PARAMETERS BY DFT

Table VII shows the geometrical parameters obtained from
the relaxed structure of the (ZnS)12 nanocluster and one
IL molecule in the gas phase [(ZnS)12 + IL]gas and implic-
itly solvated [(ZnS)12 + IL]IL with different basis sets and
exchange-correlation functionals (Exc). Here, we compare the
geometrical parameters obtained with the SKBJ(10)-P/DZP
basis set.

TABLE VII. Several geometrical parameters obtained from a relaxation calculation of a (ZnS)12 nanocluster and one IL molecule in the
gas phase [(ZnS)12 + IL]gas and implicitly solvated [(ZnS)12 + IL]IL with different basis sets and exchange-correlation functionals (Exc).

System Basis set Exc 〈d1〉 (Å) 〈d2〉 (Å) dZn-O (Å) φ (◦) � (◦) dC-O (Å)

[(ZnS)12 + IL]gas SKBJ(28)-P/SKBJ PBE-GD3BJ 2.348 2.268 1.935 134.655 −43.517 2.912
M11 2.346 2.267 1.927 135.863 −34.271 2.988

B97D 2.350 2.248 1.933 139.859 −32.199 3.020
WB97XD 2.334 2.256 1.919 141.709 −33.927 3.001

SKBJ(28)-P/SKBJ-P PBE-GD3BJ 2.348 2.268 1.951 127.909 −50.610 2.894
M11 2.345 2.267 1.952 127.068 −45.277 2.952

B97D 2.350 2.248 1.944 131.028 −48.644 2.907
WB97XD 2.333 2.256 1.931 131.072 −48.962 2.856

SKBJ(10)-P/DZP PBE-GD3BJ 2.337 2.247 2.013 128.059 −69.559 3.006
M11 2.338 2.251 2.022 122.556 −47.317 2.943

B97D 2.371 2.248 2.026 130.627 −65.534 2.991
WB97XD 2.325 2.241 1.994 131.867 −68.061 2.991

[(ZnS)12 + IL]IL SKBJ(28)-P/SKBJ PBE-GD3BJ 2.381 2.316 1.960 144.610 −54.878 3.110
M11 2.383 2.309 1.946 146.492 −61.274 3.180

B97D 2.309 2.296 1.964 142.775 −60.775 3.196
WB97XD 2.370 2.302 1.953 145.550 −55.974 3.090

SKBJ(28)-P/SKBJ-P PBE-GD3BJ 2.380 2.316 1.990 133.607 −58.702 3.138
M11 2.382 2.316 1.978 134.289 −58.906 2.968

B97D 2.386 2.295 1.984 136.202 −58.402 3.056
WB97XD 2.370 2.303 1.974 136.740 −58.743 3.044

SKBJ(10)-P/DZP PBE-GD3BJ 2.362 2.278 2.055 128.633 −63.968 3.115
M11 2.373 2.298 2.047 133.135 −62.659 2.941

B97D 2.400 2.288 2.081 130.703 −64.510 3.124
WB97XD 2.353 2.272 2.042 132.868 −63.441 3.077
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The geometrical distance parameters (〈d1〉, 〈d2〉, dZn-O, and
dC-O) obtained with the B97D functional show the largest
deviations with respect to the ones obtained with the rest of
the functionals. If compared with the ones obtained with the
PBE-GD3BJ functional, then the difference in dZn-O of the
system in the gas phase and surrounded by the implicit IL
is 0.013 Å and 0.026 Å, respectively. The largest differences
in 〈d1〉 are: 0.034 Å in the gas phase, while 0.038 Å when
surrounded by the implicit IL. dC-O shows small differences
when the system is in the gas phase and when the implicit
solvent is included: 0.015 and 0.009 Å, respectively.

The results obtained with the M11 functional shows the
following when compared to the ones obtained with the PBE-
GD3BJ functional: 〈d1〉, 〈d2〉, and dZn-O distance parameters
are similar, with differences smaller than 0.02 Å. The largest

distance deviation comes from the dC-O distance parameter
giving a 0.063 and 0.170 Å difference in the gas phase and
implicitly solvated, respectively. The angular deviations are
small for both parameters (φ and �): 5.503◦ and 12.242◦
in the gas phase, and 4.502◦ and 1.309◦ when implicitly
solvated.

The comparison between the geometrical parameters
obtained by the wB97XD and PBE-GD3BJ exchange-
correlation functionals show large agreement: except for the
case in which the system is implicitly solvated, where the dif-
ference in dC-O is 0.038 Å, the rest of the geometrical distance
parameter differences do not exceed 0.02 Å. The φ and �

angles also show small differences: −3.808◦ and −1.498◦ in
the gas phase respectively, while −4.235◦ and −0.526◦ when
implicitly solvated, respectively.
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