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Diagnosing first- and second-order phase transitions with probes of quantum chaos
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We explore quantum phase transitions using two probes of quantum chaos: out-of-time-order correlators
(OTOCs) and the r-parameter obtained from the level spacing statistics. In particular, we address p-spin models
associated with quantum annealing or reverse annealing. Quantum annealing triggers first-order or second-order
phase transitions, which is crucial for the performance of quantum devices. We find that the time-averaging
OTOC:s for the ground state and the average r-parameter change behavior around the corresponding transition
points, diagnosing the phase transition. Furthermore, they can identify the order (first or second) of the phase
transition by their behavior at the quantum transition point, which changes abruptly (smoothly) in the case of

first-order (second-order) phase transitions.
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I. INTRODUCTION

In recent years, out-of-time-order correlators (OTOCs) [1]
have gained renewed interest, especially because of their con-
nection with many-body quantum chaos, black hole physics,
and holography [2,3]. Such developments in the holographic
description of quantum chaos were recently reviewed in
[4]. For works regarding the experimental measurement of
OTOCs, we refer to [5-8].

An OTOC is defined as

Fyw (1) = (W@OVO)W ()V(0)), (D

where V and W are some simple operators and the expectation
value is usually taken in a thermal state. The idea is that
chaotic behavior leads to an early-time exponential! suppres-
sion and the late-time vanishing of OTOCs, which happens for
almost any choice of operators V and W. On the other hand,
the absence of chaos is expected to result in a nonuniversal,
operator-dependent behavior of Fyy (1).

Another way to characterize quantum chaotic behavior
is through the statistics of the spacing between consecutive
energy eigenvalues, which is usually known as level spacing
statistics. In chaotic systems, the level spacing statistics obeys
a Wigner-Dyson distribution [9], while in integrable systems,
it follows a Poisson distribution [10,11]. We can also study
the so-called r-parameter statistics, which is computed from
the level spacing information. The average r-parameter takes
different values depending on whether the system is chaotic or
integrable. We discuss the level spacing and the r-parameter
statistics in more detail in Sec. I'V.
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The level spacing statistics is defined at zero temperature
and involves timescales much bigger than the ones involved
in the behavior of OTOCs, which are usually computed at
finite temperature. Despite these differences, both the level
spacing statistics and the OTOCs can probe chaotic behavior,
presumably capturing different aspects of it, due to the thermal
nature of OTOCs.

Thermal effects can be removed by considering ground-
state OTOCs, in which the expectation value is taken in the
ground state of the system. In this case, the OTOCs are
completely controlled by the ground-state physics [12] and
may become sensitive to changes in the ground state, i.e.,
they may diagnose quantum phase transitions [12—14]. On the
other hand, the level spacing statistics is known to be sen-
sitive to phase transitions, being able to detect, for example,
metal-insulator transitions in the Anderson model [15,16] or
Hawking-Page-like transitions in the mass deformed Sachdev-
Ye-Kitaev model [17-19]. One of the goals of this paper is to
use the statistics of level spacing ratios to study a particular
type of phase transition and clarify the role played by chaos in
the process.

Quantum phase transitions are transitions between dif-
ferent phases of matter that occur at zero temperature by
variation of a nonthermal control parameter. Quantum phase
transitions have found applications in the description of sev-
eral properties of condensed matter systems [20] as well as
in quantum computation algorithms. In this work, we will be
interested in quantum phase transitions that are triggered by a
method of adiabatic quantum computation known as quantum
annealing.

Quantum annealing [21] is a metaheuristic quantum
method for solving combinatorial optimization problems and
could be as powerful as universal computation when a sys-
tem with a nonstoquastic Hamiltonian evolves in an adiabatic
way [22]. The conventional form of quantum annealing is
done by the quantum mechanical time evolution of an initial
state, which is the ground state of a transverse magnetic field.
The initial phase consists of the uniform superposition of all
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possible classical states, which is called the quantum para-
magnetic (QP) phase. In general, the system evolves into a
different phase and the performance of a quantum annealer
depends heavily on the choice of transition paths. According
to the adiabatic theorem, the computational time that is needed
to efficiently obtain the ground state is proportional to the in-
verse square of the minimal energy gap A between the ground
state and the first-excited state. A lot of examples indicate
that A decays polynomially if a phase transition is second
order [23,24], whereas A decays exponentially if it is first
order (although there are some exceptions [25-27]). There-
fore, the problem in the case of systems with second-order
phase transitions is efficiently solved. There are some models
for which the first-order phase transitions can be avoided
when a nonstoquastic Hamiltonian or reverse annealing [28]
is used. The p-spin model we address in this article is a
typical example (see, also, [29,30]). The ground state of the
p-spin model is ferromagnetic (F) and, depending on the path,
the QP-F transition becomes first order or second order. In
[29,31], it is suggested that entanglement measures are good
tools to analyze phase transitions of such a fully connected
spin system.

In this work, we aim at diagnosing quantum phase tran-
sitions triggered by quantum annealing using two probes of
quantum chaos, namely, OTOCs and the r-parameter statis-
tics. The relation between phase transitions and the time
average of OTOCs was first reported in [32], which observed
that ground-state OTOCs constructed out of magnetization
operators can diagnose second-order phase transitions in
Ising chains. The effectiveness of ground-state OTOCs in
detecting phase transitions was partially elucidated in [12],
which showed that ground-state OTOCs are dominated by the
ground-state physics, which also controls phase transitions.
Some other developments exploring the relation between
phase transitions and OTOCs include, for instance, those in
Refs. [12-14,33-35]. The above results suggest that OTOCs
can be used as order parameters to characterize phase transi-
tions. It is not clear, however, whether generic OTOCs made
out of local operators can also diagnose phase transitions in
more general systems. In addition, less is known about the
relation between the order of the phase transition and the
behavior of OTOCs, including the relation between phase
transitions and the average r-parameter. In this paper, we show
that OTOC:s (including the ones made out of local operators)
and the average r-parameter not only detect the phase transi-
tion, but also distinguish the order of the phase transition. Our
paper includes the following aspects: (1) relating both first-
order and second-order phase transitions with the dynamics
of OTOCs and the r-parameter statistics; (2) using probes of
quantum chaos to study quantum annealing or adiabatic quan-
tum computing; and (3) the Hamiltonians we employed are
nonstoquastic, which means the models cannot be efficiently
simulated using classical ways. Some stoquastic models are
studied elsewhere [12,32-35].

This article is organized as follows. In Sec. II, we review
and explain the phase transition associated with quantum an-
nealing of the p-spin model. In Sec. III, we use the time
average of OTOCs to characterize the QP-F transition. In
Sec. IV, we study the r-parameter statistics and show that
the average r-parameter is sensitive to the phase transition. In

Sec. V, we address phase transitions associated with reverse
annealing and provide more evidence that they can be diag-
nosed by the time average of OTOC:s. Finally, we present our
conclusions in Sec. VI.

II. MODEL

Let us start with a Hamiltonian of adiabatic quantum com-
putation,

H(s)=sHr+ (1 —s)H;, s¢€l0,1], 2)

where Hry is a target Hamiltonian and Hj is an initial Hamil-
tonian. They should not commute, [Hy, Hr] # 0. As an initial
Hamiltonian, we use the widely used transverse magnetic field
[21,22],

N
H = — in, 3)

and as a target Hamiltonian, let us consider the Hamiltonian
of the p-spin model,

1Y
Hy = —N(]v ;z,) , 4)
where X; and Z; denote, for example,

Xi=0.0LbRL® - QD,

Q)
L=LLRo, L] - QL,

witho, = D, o.=¢ %)

The Hamiltonian (2) is stoquastic. We say a Hamiltonian is
stoquastic if all off-diagonal matrix elements in the standard
basis are real and nonpositive; otherwise, it is nonstoquastic
[36]. We add a term that introduces nonstoquastic antiferro-
magnetic (AF) interactions,

N
1
HAF = +N<N ZX1>

in such a way that

2

(6

H(s, &) = s[AHr + (1 — MHAp] + (1 —9)H. (1)

Even though a nonstoquastic term is, in general, hard to
simulate by quantum Monte Carlo due to the negative sign
problem, sometimes it makes problems efficiently solvable by
adiabatic quantum computation or quantum annealing [37].
Furthermore, it is believed that adding a stoquastic Hamilto-
nian to (2) is not helpful for quantum speedup.

The initial Hamiltonian (s = 0) is H(0, ) = Hj with any
M. The final Hamiltonian is chosen to be H(1, 1) = Ht. At
the initial stage of annealing (s = 0), since o, |+); = |+);, the
ground state |/qp) is a superposition of all possible 2V states
with an equal probability weight,

N
1
|¥e) :=1‘[|+>,»=ﬁ<m~-¢>+m SRR RAESEE
+ 1), ®)
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FIG. 1. Magnetizations m, and m, vs s for N = 11. There are the (a) first-order or (b) second-order phase transitions between the QP phase
(8) and the F phase (9). The vertical dashed line indicates the transition point.

which we call the quantum paramagnetic (QP) phase. Here,
[1) and || ) denote eigenstates of o, at each site, i.e., 0, |[1); =
1) and oz [4); = — [V

The ground state of the target Hamiltonian Hr is degener-
ated if p is even so we consider the cases when p is odd. Then
the ground state of Hr consists of all spins pointing up,

[VE) == [11 - 1), €))

which is the ferromagnetic (F) phase.

Hence, as s increases, a phase transition from the QP phase
to the F phase occurs. The corresponding order parameters are
magnetizations,

| 1
mx::ﬁXixxn, mz:=NZ<Zi>, (10)

where the expectation value is obtained by the ground state
at a given s. The first-order (second-order) phase transitions
are defined by the discontinuity (continuity) of a given or-
der parameter, respectively. Without the antiferromagnetic
interactions (A = 1), it is known that this model costs an
exponentially long time to obtain the ground state of Hr due
to a first-order phase transition [38]. The first-order phase
transition can be avoided by strong enough antiferromag-
netic interactions, with which the problem can be solved
efficiently [29,37,39]. In fact, by studying the behavior of
m, along the quantum annealing process, the authors of [37]
showed that for p > 3, the system displays a first-order phase
transition when A 2 0.4, but the transition becomes second
order for smaller values of A. In their analysis, they con-
sider a large-N approximation. This phase transition was
also studied at large N using a spin-coherent state technique
[29], which gives results that are consistent with the analysis
of [37].

In this section, we first reproduce some of the results of
[37] at finite N without using a large-N approximation. By
performing a direct diagonalization of the Hamiltonian (7),
we numerically compute the ground-state expectation values
in (10). This is an important step because we will compute
OTOC:s at finite N in the subsequent sections and try to un-

derstand its large-N properties. Thus, we first need to find an
optimal N which can be taken as large enough with reasonable
computing time.

Figure 1 shows the behavior of the magnetizations m,
and m, as functions of s for some values of N, A, and p.
As expected, at s =0, m, (m,) starts from one (zero) and
decreases (increases) to zero (a constant positive value) as
we increase s. We chose N = 11 for the sake of comparison
because it is the optimal value that we will use in the following
OTOC computation. If A 2 0.4, the transition is first order,
while if 2 < 0.4, the transition is second order. To show this,
we choose A = 0.2 and A = 1. The feature of the first-order
phase transition can be seen with N = 11 in Fig. 1(a), but
it is clearer for larger values of N. See Fig. 2, where we set
N =20.

III. DIAGNOSING QUANTUM PHASE
TRANSITION WITH OTOC

In the previous section, we reviewed that the system de-
scribed by the Hamiltonian (7) displays a quantum phase
transition from a quantum paramagnetic (QP) phase to a fer-
romagnetic (F) phase as we change the parameter s from 0 to
1. In this section, we study quantum phase transitions from
the viewpoint of quantum chaos, in particular in terms of
out-of-time-order correlators (OTOCs).

A. Short review of OTOCs
Here we provide a short review of OTOCs. For more de-
tails, we refer the reader to [4].> OTOCs have the form
Frw(t) = (WOVW(0)V). (1)

where V and W are Hermitian and unitary local operators. In
chaotic many-body systems, one expects Fyw (¢) to vanish at
late times for almost any choice of operators V and W.

2For recent applications in the context of holographic duality, see
[40,41] and references therein.
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FIG. 2. Magnetization m, vs s for N = 20. There are the (a) first-order or (b) second-order transitions between the QP phase (8) and the F
phase (9). The first-order phase transition is clearer when compared to Fig. 1(a), where we set N = 11. The vertical dashed line indicates the

transition point.

The late-time vanishing of OTOC:s is tied to the idea of
scrambling of quantum information, which takes place in
chaotic systems. Using the Baker-Campbell-Hausdorff (BCH)
formula, we can write the Heisenberg operator as

W) = &Mt we it
. (ir)?

=W+zt[H,W]—|—T[H,[H,W]]+~~ . (12
At t =0, the operator only involves the local degrees of
freedom associated with W. Under time evolution, higher-
order terms in the BCH become important, and W (¢) becomes
more and more complicated as it starts to act nontrivially in
a increasing number of degrees of freedom. In other words,
the operator W (¢) “grows” with time, and the initially local
information gets scrambled into a nonlocal form.

The scrambling of the operator W () can be probed by
considering its commutator with some other, local operator V.
To avoid phase cancellations, one usually defines the double
commutator

C(t) = (W), V1), (13)

which starts at zero and grows as W (¢) scrambles with an
increasing number of degrees of freedom. After the so-called
“scrambling time,” the operator W (¢) is scrambled with es-
sentially all the degrees of freedom of the system, and C(¢)
saturates to a constant value, which equals 2 (VV)(WW). The
double commutator is closely related to OTOCs. For unitary V
and W, the double commutator can be written as C(t) = 2{1 —
Re[Fyw (¢)]}. Hence, the saturation of the double commutator
after the scrambling time implies the vanishing of OTOCs.?
In contrast, in nonchaotic systems, one expects a nonuniversal
behavior of the OTOCs, which in general depends on the
choice of the operators V and W. Moreover, the absence of

3For an intuitive explanation (in the context of spin chains) of why
the vanishing of OTOCs implies chaos, we refer the reader to [42].
See, also, Sec. 3 of [4].

thermalization in integrable systems is expected to lead to an
oscillatory behavior of OTOCs.

The way Fyw (t) approaches zero is particularly simple in
systems that display some sort of classical limit (e.g., quantum
mechanical systems that have a well-defined 7 — 0 limit or
certain large-N systems). In those cases, in an appropriate
time window, the double commutator grows exponentially,
i.e., C(t) ~ ™!, which is reminiscent of the divergence in
the distance between initially nearby trajectories in the phase
space of classically chaotic systems. In those cases, one
can define a quantum Lyapunov exponent XA, characterizing
the onset of chaos in the system. By contrast, in standard
spin chain models with local interactions, Fyw (t) does not
have any sort of exponential behavior with time [43,44],
even for systems that are known to be strongly chaotic by
other more conventional criteria for quantum chaos. This
prevents the definition of a quantum Lyapunov exponent for
those systems4 (see, however, [45]). Despite the absence
of exponential behavior, one usually expects to distinguish
chaotic and integrable systems by the late-time behavior of
OTOCs, which vanishes in the case of many-body chaotic
systems.

In the case of systems that are neither integrable nor chaotic
(mixed systems), it has been proposed that the late-time os-
cillations of OTOCs can be used to characterize the degree
of chaoticity, with the oscillation amplitudes being smaller
and smaller for systems with increasing degrees of chaoticity
[46]. We confirm these ideas in Appendix A by studying the
behavior of OTOCs across a integrable-to-chaotic transition
in a mixed field Ising chain.

In finite-size chaotic systems, OTOCs do not decay ex-
actly to zero at late times. In fact, it has been shown that

“The timescale at which the OTOC vanishes is called the scram-
bling time t,. If C(t) ~ €™ at early times, then f, ~ In Ny, where
Nyor 1s the number of degrees of freedom per site. For spin chains
with local interactions, one typically has ¢z, ~ O(1), which leaves no
“room” for an exponential growth [43,44].

024136-4
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FIG. 3. Time dependence of F{') (t) for increasing values of the
annealing parameter s. Here we set N = 11, p = 5,and A = 0.2. The

OTOC oscillates around a constant positive value that depends on the
value of s.

the residual late-time value of OTOCs provides useful in-
sights into the chaotic dynamics [42]. For energy-conserving
chaotic spin chains, for example, the late-time value of
the OTOCs scales as an inverse polynomial in the system
size [42].

B. Ground-state OTOCs
We are interested in ground-state OTOCs,

F @) = (gol WOVW 1)V |ho) » (14)

where V and W are Hermitian operators and |¢y) is the ground
state of the total Hamiltonian H = H(s, A). In the following,
we consider cases where V and W are nonlocal operators, such
as

SX:EZG;‘ or SZZEZO'iZ, (15)

and also cases where V and W are local unitary operators,
such as X; or Z;, for some site i as in (5).

In both cases, the OTOCs show a qualitatively similar
behavior, but the results for nonlocal operators tend to be

1.0/= seveens 1
O = e - N=13
0.8" - N=8 .
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£ |
0.4 ‘o ]
R
0.2r " ]
0.07‘ ) ) :’O:ﬁ:l“ [] . Ly
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(a) p=11,A=1.0

smoother. As an example, we show in Fig. 3 the time de-
pendence of FS@S)K(Z) for increasing values of the annealing
parameter s. In the beginning of the annealing process, when
s < . (in this case, s, = 0.385) and the system is in the QP
phase, F;PS)X oscillates around one. After the phase transition

to the F phase, for s > s, F;?;Y oscillates around a constant
(smaller than one) value that quickly decreases to zero as s
approaches one.

The above time behavior indicates that the time-averaging
OTOCs,

_ I
(0) ; (0)
FVW = 711_[)1(;107/(; FVW(t)dt’ (16)

can diagnose the phase transition. We have checked that this
is indeed true by studying the behavior of FV((‘B along the

annealing process. Figure 4 shows the behavior of FS(XOS)X as
a function of the annealing parameter s. The time-averaging
OTOC changes behavior across the quantum phase transition,
whose transition points (estimated at large N) are indicated in
the plots by vertical lines. The transition points of the second-
order phase transitions obey the formula s, = ﬁ and those
of the first-order phase transitions are numerically estimated
in [29]. Those estimates become more and more precise as we
consider larger values of N.

The choice of parameters for Fig. 4 is such that we have
a first-order phase transition in Fig. 4(a), where (p,A) =
(11, 1), and a second-order phase transition in Fig. 4(b), where
(p, A) = (5, 0.2). The order of the phase transition is visible in
the behavior of the time-averaging OTOC, especially when we
consider the curves for N = 13, where we can see that F;?;X
has a discontinuous (continuous) behavior at the quantum
transition point in first-order (second-order) phase transitions.

The diagnosis of the phase transition in terms of time-
averaging OTOCs is not limited to a particular choice of
operators. Figure 5 shows that 1’53(\.05)Z changes behavior around
the quantum transition point and also identifies the order
of the phase transition. The same is true for time-averaging
OTOCs involving local operators, e.g., F;lo))(s, as is shown

in Fig. 6. We have also checked that it is possible to

1.0 = a g, . Nep3 |
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: A =6
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l?fr‘a ‘.
04l - ]
02 | ‘l,” ]
! {7
0.00 ‘ L e R .l
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FIG. 4. Time-averaging OTOCSs Fyxgx vs the annealing parameter s. Here we set N = 6, 8, 13. The phase transition is first order for (p, A) =

1

(11, 1.0) and second order for (p, A) = (5, 0.2). The transition points of the second-order phase transitions obey the formula s = —- and those

of the first-order phase transitions are numerically estimated in [29].
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FIG. 5. Time-averaging OTOC FS(ZO s)z vs the annealing parameter s. The transition points for each case are indicated by vertical lines. Here

we set N = 11.

detect the phase transition with different combinations, such
as (V, W)= (T;, Xp), (Xi, Z), etc. In this sense, we may say
that the OTOCs provide a generalization of the order param-
eter, and thereby are useful to characterize a phase transition
when the rigorous order parameter is unknown.

Naively, the fact that F;?))(s is initially one in the QP phase,
and zero in the F phase, seems to suggest that the F phase is
chaotic, but this is not correct. In fact, time-averaging OTOCs
of the form Fz(,»oz)j start at zero in the QP phase and approach
one in the F phase; see Fig. 8(a). That means that the value
that F‘}%} takes in each phase depends on the operators V and
W in the corresponding OTOC. We understand this operator
dependence of Fé%} as due to the absence of scrambling in the
ground-state OTOCs. As we will see in the next section, the
system under consideration displays some degree of scram-
bling at finite temperature, which makes thermal OTOCs
oscillate around zero at late times in both phases. However,
as we reduce the temperature, the physics is dominated by the
ground state and the behavior of FZ([Z),- and F;ggj as a function
of s starts to mimic the behavior of the magnetizations m, and
my, respectively.
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C. Thermal OTOCs

We now consider thermal OTOCs to study thermal ef-
fects and the relation to chaos. Similarly to the ground-state
OTOCs, we first study the time-averaging thermal OTOC,

_ 17
Fl. = lim T / Flo )t (17)
0

T—o0
where

Trle ¥ Fyes« (1)]
Tr[e—PH]

Fllo(t) = (Fyse(0))g . (18)

with the inverse temperature S.

Figure 7 shows that the time-averaging thermal OTOC
Fsésx can successfully diagnose the phase transition at small
temperatures, as expected. In high-temperature regimes,
Fslzsx vanishes in both phases. At small temperatures,
thermal OTOCs are dominated by a contribution coming
from the ground state, and contributions from higher ex-

cited states are exponentially suppressed. In fact, if F(z) =

10feeeesensonae, ]

(©0)

X1 Xg

F
o
~N

(b) p=5,A=0.2

FIG. 6. Time-averaging OTOC F)}?;(S vs the annealing parameter s. The transition points for each case are indicated by vertical lines. Here

weset N = 11.
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FIG. 7. Time average of the thermal OTOC Fs'f o vs the annealing parameter s. The transition points for each case are indicated by vertical

lines. We set N = 11. B is the inverse temperature.

W)V(O)W()V(0), we can write

Trle PHF@) 300, e PE(n|F(t)|n)
(.F(t))ﬂ = Tr[e_ﬁ[.]] = OZOO:O e—BEn

= (0IF®)|0) + Y Oe PEF), (19)

n=1

where |n) denotes the state with energy E,,, with Ej being the
ground-state energy. From (19), we see that the corrections
from excited states are all very small as long as the temper-
ature is much smaller than the difference in energy between
the ground state and the first-excited state, i.e., B(E; — Ey) >
1. Therefore, at small temperatures, the thermal OTOC is
roughly the same as the ground-state OTOC, and that is why it
can also diagnose phase transitions. For more details about the
relation between ground-state OTOCs and phase transitions,
we refer the reader to [12].

Next, to have a clear understanding of the scrambling prop-
erties of our model, we also consider thermal OTOCs of the

hr“"wrr\‘/
S0

— 5=0.2 — 5=0.8

t
(a) Small temperature (3 = 100)

0 20 40 60 80 100

form, without time averaging,

Trle P Z:(1)Z;(0)Z:(t)Z;(0)]

Tr[e#H] - @0

Ef, (1) =

where B is the inverse temperature and H is given by (7).
Figure 8 shows the time dependence of szf z, for the system in
the QP phase (s = 0.2, red curves), and for the system in the F
phase (s = 0.8, blue curves). In Fig. 8(a), we consider a very
small temperature by setting 8 = 100. In this case, the thermal
OTOC oscillates around a constant value which is close to one
(zero) in the QP (F) phase. In Fig. 8(b), we show the results at
infinite temperature (8 = 0). In this case, the thermal OTOC
oscillates around zero in both phases.

In chaotic systems, thermal OTOCs are expected to ap-
proach zero at late times. In our case, thermal OTOCs
computed at infinite temperature (8 = 0) display an oscil-
latory behavior that persists at very large times, oscillating
around zero and taking values that roughly range between
—1 and 1; see Fig. 8(b). The oscillatory behavior around
zero is present in both phases of the annealing process and
it happens independently of the operator considered in the

0 20 40 60 80 100

(b) Infinite temperature (5 = 0)

FIG. 8. Time dependence of FZ’? Z for N =11, p =15, and A = 0.2. The red curves are for s = 0.2 (QP phase) and the blue curves are for

s = 0.8 (F phase).
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OTOC. This should be contrasted with the nonuniversal be-
havior of ground-state OTOCs F‘f%) (1), which oscillate around
a constant value that depends both on the phase and on the
operators V and W.

We believe the late-time behavior of thermal OTOCs re-
flects some kind of weak chaotic behavior in the model (7),
which we refer to as weak scrambling. The adjective weak
is because thermal OTOCs do not vanish at late times, as
expected in the case of chaotic systems, but only oscillate
around zero. We provide a more detailed discussion of the idea
of weak scrambling in Appendix A.

IV. LEVEL SPACING STATISTICS

The statistics of the spacing between consecutive energy
eigenvalues (level spacing) differs significantly depending on
whether we consider chaotic or integrable systems. In chaotic
systems, the level spacing statistics obeys a Wigner-Dyson
distribution [9], while in integrable systems, it follows an
Poisson distribution [10,11]. In the case of systems that are
neither integrable nor chaotic, the level spacing distribution
usually takes some intermediate form between a Poisson and

systems. The above statement holds for a properly normalized
spectrum, in which the influence of model-dependent density
of states is removed through a procedure known as unfolding.
[52-56].

The Hamiltonian (7) conserves the total spin operator 8> =
(§)% + (8)? + (592, where §* = 1 3"V | 57, and so on. We
will be interested in the sector with maximal total spin, in
which § = N/2, where S is the angular momentum quantum
number that gives the eigenvalues of the total spin operator,
i.e., 8> = S(S+ 1). The reason for that choice is because
at the beginning of the annealing process, when s = 0, the
ground state of H; has maximal total spin. Since the total spin
is conserved during the annealing process, we can restrict our
analysis to this subspace.

We use the total-spin basis,

S%S, M) = S(S + 1)|S, M), (1)

SIS, M)y = M|S, M), (22)

and, following [29], we label the states as

; o S lw) :=|S=N/2,M = N/2 — w), (23)
a Wigner distribution. Several models have been proposed to
describe the level spacing statistics of these mixed systems, where w =0, 1,2,...,N. In this subspace, the matrix ele-
including, for instance, Refs. [47-51]. In Appendix B, we ments of the Hamiltonian [H], . := (w|H(s, A)|w) can be
give more details about the level spacing distribution of mixed  written as
J
[H] (1= 22 2 a2 2w 24)
w,aw =S| — - - w— — y
’ N N
[H]w+1,w - [H]w,w-H - _(1 - s)\/ (N - w)(w + 1)9 (25)
1
[Hly+2,w = [H]w, w2 = Ns(l — MY+ Dw +2)(N —w)N —w — 1), (26)

and all other elements are zero.

Here, we study the so-called r-parameter statistics, in-
troduced in [57]. Given a sorted spectrum {E,} and the
corresponding level spacing, s, = E, | — E,, the r-parameter
is defined by

ry = min{sm Sn—l} ) (27)
max{sy, Sp—1}
This quantity is independent of the local density of states
and so it does not require unfolding. We are interested in the
average r-parameter,

;i

1 N—1
——> ", (28)
N -2 s

because it takes some simple benchmark values in the case
of chaotic systems. For example, 7gor ~ 0.53590, Fgug =~
0.60266, and 7gsg =~ 0.67617, for random matrices of the
Gaussian orthogonal ensemble (GOE), Gaussian unitary en-
semble (GUE), and Gaussian simpletic ensemble (GSE),
respectively.’ If the dynamics of a given system is chaotic, one

In the case of 3 x 3 random matrices, one can show that the
distribution of consecutive level spacing ratios P(r) is P(r) =

(

expects the r-parameter statistics to be described by random
matrix theory, and 7 to take one of the above-mentioned ref-
erence values. For integrable systems, one generally expects
the statistics of the ratio of consecutive level spacing to be
described by a Poisson distribution. In this case, Ppoisson =
0.38624. Thus, the average r-parameter 7 can be used to
diagnose the chaotic behavior of the system or the absence
of it. It is important to emphasize, however, that in some
integrable systems, the level spacing distribution is not de-
scribed by Poisson statistics. That is the case, for example,
of harmonic systems [59]. These deviations from Poisson
statistics are usually related to the presence of symmetries that
lead to extra degeneracies resulting in commensurability of
the spectra [60].

The r-parameters statistics in the case of mixed systems
was discussed in [61,62]. In particular, the authors of [62]
propose a family of one-parameter distributions that char-
acterizes the r-parameter statistics of systems with different

1 (rr2)®

Za (1)t 3
respectively [58]. For a Poisson distribution, P(r) = e~". Here, r de-
notes a continuous version of r,. The average r-parameter is defined
as 7 = fol rP(r)dr.

, where « = 1,2, or 4 for GOE, GUE, and GSE,
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FIG. 9. s dependence of the average r-parameter (7) for the sector with maximal total spin. We set N = 100. The red, purple, blue, and
black horizontal lines correspond to the value of 7 for GSE, GUE, GOE, and Poisson distributions. The transition values of s are indicated by
a vertical black dashed line. These values agree with our OTOC computation, for example, Fig. 4.

degrees of chaos. The corresponding average r-parameter lies
somewhere between Fpoisson and 7gog, 7GuE, Or Fgsg. We give
more details about the statistics of spacing ratios of mixed
system in Appendix B.

Figure 9 exhibits 7 for the maximal spin sector of the
Hamiltonian (7). For small values of s, 7 is close to one. As
we increase s, the average r-parameter decreases slightly, and
it starts to oscillate around the phase transition point. For the
antiferromagnetic interactions at A = 0.2 [Fig. 9(a)], one can
precisely find out the phase transition value of s, which agrees
with our OTOC result in Fig. 4(b). After the phase transition,
in the F phase, 7 oscillates wildly as we increase s, taking
values that correspond to chaotic behavior for some specific
5.5 In the case with no antiferromagnetic interactions at = 1
[Fig. 9(a)], one can also estimate the phase transition value
of s, which also agrees with our OTOC result in Fig. 4(a),
although in this case the phase transition point is less sharp.
Moreover, in the F phase, 7 oscillates around some constant
value which is far away from any reference value for 7. Thus,
in general, our system is neither integrable nor chaotic, being
actually a mixed system.

Since our system is neither chaotic nor integrable, its
r-parameter statistics should be compared with the corre-
sponding spacing ratio statistics for mixed systems. In such
cases, the r-parameter distribution usually takes a form that
interpolates between a Poisson distribution and a random
matrix distribution [62]. In our case, however, we checked
that during the annealing process, the r-parameter distribu-
tion never resembles the corresponding distributions that are
indicative of integrability, chaotic, or mixed behavior. This
happens because at the beginning of the annealing process,
when s = 0, our system is integrable, but it fails to respect
the Berry-Tabor conjecture, i.e., its level spacing statistics

For some values of the annealing parameter, 7 takes the reference
values that are indicative of chaotic behavior, so one may think the
system may be chaotic for these specific values of s. However, we
find that the spacing ratio distribution at these values is not that of
the random matrix distributions.

is not described by a Poisson distribution. In fact, at s = 0,
the system’s Hamiltonian reads H = H; = — va X;, which is
basically N times the total magnetization in the x direction.
In this special case, the spacing between consecutive energy
levels is constant, which leads to an r-parameter distribution
completely concentrated in » = 1. As we increase the value
of the annealing parameter, the distribution gets wider, but it
remains concentrated around r = 1 until the phase transition
point at s = s.. From this point, the peak around r = 1 re-
mains, but the distribution also displays nonzero values in the
region r € [0, 1], including additional peaks, which leads to
smaller values for the average r-parameter. Therefore, despite
the existence of literature about systems with intermediate
level spacing statistics, none of these previous works seem to
be able to describe the distribution of level spacing ratios of
the system under consideration.

It is interesting to question whether the behavior of 7 versus
s can indicate the order of the phase transition. Our result
suggests that it may be the case in the sense of the local
average value of 7 over s, Fyyg, defined as

s+As/2

B 1
ravg(s) = E /S—As/z

where As is the range of the interval in s that we use to com-
pute the local average. For the second-order phase transition
[Fig. 9(b)], the local average Fyyg(s) changes smoothly at the
transition point, while for the first-order transition, it changes
abruptly [Fig. 9(a)].

ds' #(s), (29)

V. REVERSE ANNEALING AND OTOCs

In this section, we study a relation between reverse anneal-
ing and OTOCs. Reverse annealing is a way to find a better
classical solution than a given initial solution by starting from
an appropriate classical state and gradually increasing and
then decreasing the transverse magnetic field [28]. The current
D-wave quantum annealer implements reverse annealing and
the performance has been studied for various cases [63-65].
Some studies of the efficiency of reverse annealing are pro-
vided theoretically [66] and numerically [67], where it is
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FIG. 10. FZ(,,OZ)’, vs s during the reverse annealing process for N = 8 and A = 0.2. The left panels show the results for p = 5, while the right
panels show the results for p = 11. We set I' = 1 in the first row and I" = 5 in the second row.

shown that at least for the p-spin model, reverse annealing can
turn a first-order phase transition into a second-order phase
transition by choosing an appropriate process.

The Hamiltonian of reverse annealing that we will consider
is

H(s, A) = sHr + (1 — $)(1 — MHinie + I'(1 — s)AH;,  (30)

where s, A both take values in [0,1] and Hr is the Hamiltonian
of the p-spin model (4). I" tunes the strength of the transverse
magnetic field H; (3). Hiyy is the initialization term,

N
Hipiy = — E €7Z;,
i—1

which is H(0, 0) and ¢; € {—1, 1} is the ith component of the
given classical initial state. Due to the high spatial symmetry
of the p-spin model, without loss of generality we can assign
€; as

€1y

+1 fori<N-—n
6"—{—1 fori > N —n, (32)
where n € {0, 1,..., N}. The system may be characterized

by a parameter ¢ = 1 — £ € [0, 1], which is the probability
for €; to be +1. The initial magnetization is 2c¢ — 1. A large
c implies that the solution is close to the ground state of
Hr. According to [67], the p-spin model experiences phase

transitions by reverse annealing. We will show that the phase
transitions can also be detected by OTOCs.

In Fi%. 10, we present the time-averaged OTOCs of the
form Fz,-z), as an example. We have confirmed that other

choices of operators show the same properties. FZ([()Z)/_ Srows
around the dotted lines corresponding to the transition points
obtained by computing the free energy following Ref. [67].
This confirms that OTOCs can diagnose the phase transition.
The smaller ¢ becomes, the larger the transition s becomes.
The bigger I becomes, the bigger the transition points s be-
come. All these properties are also consistent with Ref. [67].
Furthermore, the curves for ¢ = 0.625 (blue circles) suggest
a first-order phase transition, while the curves for ¢ = 0.875
(red squares) suggest a second-order phase transition. The
results for ¢ = 0.750 depend on the value of I'. For I' =1,
they suggest a first-order phase transition, while for I' =5,
they suggest a second-order phase transition. These are also
consistent with Ref. [67] and provide more evidence that
time-averaging OTOCs can also diagnose the order of phase
transitions. The time-averaging OTOCs may play the role of
an order parameter.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

In this work, we have studied quantum phase transitions
associated with quantum annealing and reverse quantum an-
nealing for the ferromagnetic p-spin model from the point of
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view of quantum chaos. More specifically, we have shown that
time-averaging OTOCs and the r-parameter statistics, which
are usually used to diagnose quantum chaos, can also be used
to diagnose quantum phase transitions.”

In the case of quantum annealing (QA), the system’s
ground state is initially in a quantum paramagnetic (QP)
phase (s =0). As we increase the value of s, the system
displays a quantum phase transition to a ferromagnetic (F)
phase. We observe that the time-averaging OTOC takes an
approximately constant value which is different in each phase.
The late-time average value of OTOCs of the form FZ(‘_OZ)/_ =
(Z;(0)Z;(¢)Z;(0)Z;(t)) vanishes in the QP phase, and it takes
a nonzero value in the F phase. In contrast, in the case of
OTOCs of the form F}gggj = (X;(0)X;(t)X;(0)X;(t)), the late-
time average value is nonzero in the QP phase and zero in the
F phase. In both cases, despite having different values in each
phase depending on the choice of operator in the OTOC, the
time-averaging OTOC sharply diagnoses the quantum phase
transitions. Time-averaging OTOCs made out of nonlocal op-
erators, F;%)z and F;f?x, show a qualitatively similar behavior
to the local operators FZ(,-OZ), and F_;ﬁ,.(?,. , respectively.

The operator dependence of Fé%} occurs because we are

considering ground-state OTOCs. The ground-state OTOCs
are essentially controlled by the properties of the ground state
and do not reflect any chaotic property of the ferromagnetic
p-spin model. To access the chaotic properties of the model,
we need to consider thermal OTOCs at temperatures which
are sufficiently larger than the ground-state energy, in such a
way that the OTOC receives contributions from excited states.
In those cases, however, the thermal fluctuations wash out the
special properties of the ground state, and the OTOCs are no
longer useful in diagnosing the phase transition. This can be
seen in Fig. 7, which shows that the time-averaging thermal
OTOC:s vanish in both phases at high temperature.

The thermal OTOCs wildly oscillate with time around zero
at late times, taking values which range roughly from —1 to
1; see Fig. 8. We think this oscillatory behavior reflects two
effects: finite-size effects and some sort of weak chaotic be-
havior. Finite-size effects account for the fact that OTOCs do
not vanish at late times in systems whose size is not very large.
In fact, it was shown in [42] that for an energy-conserving sys-
tem, the late-time value of OTOCs scales as an inverse poly-
nomial in the system size. Since our calculation of thermal
OTOCs was done for N ~ 11, we expect finite-size effects in
our results. The second effect, which we call weak scrambling,
is based on the idea that if the system is not strongly chaotic,
or even if it is integrable, the thermal OTOC (for spatially
separated operators) will not vanish at late times, but it will
rather oscillate around zero, with the size of the oscillation
being smaller for systems which are more chaotic. We give
more evidence for these ideas in Appendix A using the chaotic
Ising model. Similar ideas are also explored in [46].

From the above-mentioned results, we could confirm that
time-averaging OTOCs provide useful order parameters to

"Recently, quantum phase transitions from a QP phase into a F
phase were observed in a different setup [68]. Our results should be
experimentally testable in the same manner.

detect a quantum phase transition, as suggested in [32]. Inter-
estingly, time-averaging OTOCSs not only diagnose the phase
transition, but they can also distinguish first-order and second-
order phase transitions. In the case of first- (second-)order
phase transitions, the time-averaging OTOCs display a dis-
continuous (continuous) behavior at the quantum transition
point, just like ordinary order parameters. This suggests that
time-averaging OTOCs might be useful in detecting phase
transitions when the rigorous order parameter is unknown.
Moreover, this works not only for OTOCs constructed out of
magnetizations, as observed in [32], but also for quite generic
OTOCs made out of local operators. We understand this effec-
tiveness of ground-state OTOCs in detecting phase transitions
as resulting from the absence of scrambling (or thermaliza-
tion) in the ground state, which makes four-point functions
sensitive to the symmetries and details of the system, instead
of having generic thermal properties. This is based on the
assumption that a generic four-point function is able to detect
phase transitions, which seems to be the case for the system
under consideration.

The effectiveness of ground-state OTOCs in detecting
quantum phase transitions motivated us to question if we
could also diagnose phase transitions using other probes of
quantum chaos. In order to do that, we have studied how the
average r-parameter behaves during the quantum annealing
process. Figure 9 shows that the average r-parameter clearly
changes behavior around the quantum transition point, with
the phase transition being sharper in the case with antifer-
romagnetic interactions (A = 0.2). When A = 1, the average
r-parameter 7 never takes any reference value characterizing
random matrix behavior or integrability. In contrast, for A =
0.2, the curves of 7 versus s display large oscillations in the
ferromagnetic phase, taking values that correspond to chaotic
behavior at some specific s. However, we checked that the
corresponding level spacing distributions are different from
Poisson or random matrix distributions, although sometimes
they might have some vague resemblance. Interestingly, the
local average of 7 can also distinguish a first- and second-
order phase transition like OTOCs. Since we have studied
the r-parameter statistics in the maximal spin sector, and the
ground state of the system belongs to this sector, it is natural
that it can detect the ground-state physics associated to the
phase transition. The unusual properties of the r-parameter
statistics of the system under consideration result from the
fact that at the beginning of the annealing process, the system
is integrable, but fails to respect the Berry-Tabor conjecture,
having a r-parameter distribution completely concentrated at
r = 1. The peak around r = 1 never disappears across the
annealing process, giving a strange form for the r-parameter
distribution, which never resembles previously derived distri-
butions for mixed systems [61,62].

In the case of reverse QA, the p-model also displays
quantum phase transitions, as shown in [67]. Similarly to
the QA case, the time-averaging OTOC also can diagnose
the quantum phase transition and its order. There is a quan-
titative difference from the QA case. In the beginning of
the reverse annealing schedule, at s = 0, the system already
displays a nonzero value of Fz(,»oz),’ which then increases as we
increase the values of s.

Finally, we make a comment about the presence of the
antiferromagnetic interaction term, Hjp, which makes the
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Hamiltonian nonstoquastic and turns first-order phase tran-
sitions into second-order ones during the quantum annealing
process. From the analysis of the level spacing statistic, we
observe that this term makes the dynamics richer in the ferro-
magnetic phase. In particular, for some values of s, the system
displays some degree of level repulsion, which is typical of
chaotic systems. This suggests a connection between chaos
and the order of the phase transitions. In particular, it seems
that the presence of chaos in the ground-state sector may turn
first-order phase transitions into second-order ones. It would
be interesting to further investigate this possibility.
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APPENDIX A: INTEGRABLE-TO-CHAOTIC TRANSITION

In this section, we review the time behavior of OTOCs for
the Ising model with transverse and magnetic fields,

L—-1 L
H=-Y"ZZn—Y (WX +hZ)
i=1

i=1

(AL)

where we chose open boundary conditions. The Hamiltonian
(A1) is known to display chaotic behavior when (hy, h;) =
(—1.05, 0.5) [69]. The system is integrable if either &, or A,
vanish.

We will be interested in the behavior of thermal OTOCs of
the form

Fz2,(t) = (Zi(0)Z;(1)Zi(0)Z;(1)), (A2)

where the expectation value is taken in a thermal state.
In Fig. 11, we study the behavior of OTOCs across the
integrable-to-chaotic transition that takes place as we change
the parameters from the integrable point (4, h,) = (—1, 0) to
the strongly chaotic point (hy, h,) = (—1.05, 0.5).

Let us first discuss the infinite-temperature results, which
are shown in Fig. 11(a). At the strongly chaotic point
(hy, hy) = (—1.05,0.5), the OTOC vanishes at late times,
which is a signal of scrambling.® As we move away from the
strongly chaotic point, the OTOC starts to oscillate around
zero, and the amplitude of the oscillations increases as we
approach the integrable point. We understand this behavior
as a manifestation of weak scrambling, in which the OTOCs
do not vanish at late times, but rather oscillate around zero,
with the amplitude of the oscillations being smaller for more
chaotic cases.

The behavior of the OTOCs changes as we reduce the
system’s temperature. Figure 11(b) shows the results for g =
50, which are almost the same as the corresponding ground-
state OTOC:s. Interestingly, the OTOCs at the integrable point
(hy, h;) = (—1, 0) do not seem to depend on the temperature.
For all other values of (h,, h;), the late-time value of the
OTOC does not approach zero at late times. Instead, it os-
cillates around some constant value that depends on (A, h;).
This shows that the OTOC no longer displays universal be-
havior at small temperatures, and is actually controlled by the
ground-state physics. Note that this happens even at the strong
chaotic point (hy, h;) = (—1.05,0.5). We understand this
phenomenon as an absence of scrambling at low temperatures.

The observed behavior of the OTOCs for the quantum
annealing Hamiltonian (7) are qualitatively similar to the ones
obtained for the Ising model when we move slightly away
from the integrable point, e.g., (hy, h;) = (—1.02,0.2). In
both cases, the thermal OTOCs (for sufficiently high temper-
atures) oscillate around zero, taking some O(1) values. This
suggests that the system described by the Hamiltonian (7) is
close to being integrable.

Finally, we observe that the phenomenon of weak scram-
bling bears some resemblance to the idea of weak thermal-
ization [69], according to which the long-time limit of local
expectation values in certain initial states only converges the
thermal value after time averaging. This should be contrasted
with strong thermalization, in which the instantaneous local
expectation value in certain initial states converges to the ther-
mal value in the long-time limit, without the need to consider
the time average. Even in a chaotic system, what determines
whether or not thermalization happens, or whether it is strong
or weak, is the initial state of the system [69]. In particular,
it is possible that the ground state of a certain system shows
weak thermalization or maybe it does not thermalize at all.
This suggests that maybe the absence of scrambling (or chaos)
at low temperatures is connected to the absence of thermaliza-
tion in the ground state of the system under consideration. In
fact, it has long been suggested that thermalization in quantum
systems is linked to the idea of chaos [70-73]. In particular,
quantized chaotic (integrable) systems are (not) expected to
thermalize.’ Since the system described by the Hamiltonian

8Here, by scrambling, we mean the late-time vanishing of OTOCs.
In the literature, people sometimes use the term scrambling to refer
to the exponential behavior of OTOCs.

The criterium for thermalization in many-body quantum systems
is known as the Eigenstate Thermalization Hypothesis (ETH) [71].
See [74-78] for some recent developments involving ETH.
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FIG. 11. Thermal OTOCs, F7,z, (t) = (Z:(0)Z;(¢)Z;(0)Z;(t)), for the Ising model with longitudinal and transverse magnetic fields (L = 8).

(7) is close to be integrable, we do not expect it to thermalize,
especially if the initial state is the ground state. This absence
of thermalization leads to the absence of scrambling, which
explains why the ground-state OTOCs are sensitive to the
ground-state physics and can detect phase transitions, instead
of having generic thermal properties.

APPENDIX B: LEVEL SPACING STATISTICS
OF MIXED SYSTEMS

The statistics of the spacing between consecutive energy
eigenvalues (level spacing) differs significantly depending on
whether we consider chaotic or integrable systems. In chaotic
systems, the level spacing statistics obeys a Wigner-Dyson
distribution [9],

b4 T 2
Pun(s) = S p7se T, (B1)
where s, = E,+1 — E, is the level spacing associated to a
sorted spectrum {E,}, and p is the mean level density. In
contrast, for integrable systems, the level spacing statistics
follows a Poisson distribution [10,11],

Pp(s) =pe ™. (B2)

The level spacing distributions (B1) and (B2) can be as-
sociated to the corresponding classical motion on a given
constant-energy surface [48]. In the case of integrable sys-
tems, the orbits are regular, winding round a torus in phase
space. For chaotic systems, the orbits are irregular and unpre-
dictable, exploring the entire phase space [48].

In general, the level spacing statistics of generic systems
is not described by (B1) or (B2). For the case of systems
that have a classical limit, that can be understood as resulting
from the fact that their phase space is mixed—some orbits are
regular and explore only a fraction of the phase space, while
other orbits are chaotic and explore the entire phase space.
From now on, we will refer to these systems which are neither
integrable nor chaotic as mixed systems.

Several models have been proposed to describe the level
spacing statistics of mixed systems. The Brody distribution is
given by [47]

Pe(s) =B+ DbsP e b= [r(%)]ﬂ“. (B3)

The Brody distribution reduces to a Poisson distribution
for B =0 and to a Wigner-Dyson distribution for g = 1.
One shortcoming of the Brody distribution is the fact that it
does not have a sound theoretical foundation, being purely
empirical.

Another possible way to characterize the level spacing
statistics of mixed systems is to use the Berry-Robnik distri-
bution,

Por(s) = [2(1 = p)p + 2 s |e 17737

+(1—p)> erfc(%;ps)e’(lf‘_’)p, (B4)

which interpolates between a Poisson distribution and a
Wigner distribution as we change p from zero to one. The
Berry-Robnik distribution can be derived from first principles,
by considering the superposition of contributions of level
sequences coming from regular as well as chaotic orbits in
phase space. Other works characterizing the level spacing
distribution of mixed systems include, for instance, [49-51].

Spacing ratio statistics of mixed systems

The r-parameters statistics in the case of mixed systems
was discussed in [61,62]. In particular, the authors of [62] pro-
pose a family of one-parameter distributions that characterizes
the r-parameter statistics of systems with different degrees of
chaos. The proposed distribution reads

P (r+ r2)5
A =y By

(BS)

where B ranges from 0 to co and y(8) is a system-dependent
quantity.'” The authors of [62] claim that the above formula
can be used to assess the degree of chaos for different symme-

OFor a system displaying a transition from a Poisson to
GOE distribution, for example, one has 0 < S <1 and y(8) =
0.80 — 1.69(1 — B) + 0.89(1 — B)°. The corresponding average r-
parameter lies between 7poisson and 7gog. The ranges of B and the
form of y(B) change depending on the system and transition under
consideration. We refer to [62] for further details.
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tries (or mixture of them) under very general circumstances.
For mixed systems, one generally expects the average r-

parameter to lie somewhere between 7poisson and 7Gogs FGUE,
or ?GSE~
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