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Life and death saddles in the heart
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Saddle points are responsible for threshold phenomena of many biological systems. In the heart, saddle points

determine the normal excitability and conduction, but are also responsible for certain abnormal action potential
behaviors associated with lethal arrhythmias. We investigate the dynamical mechanisms for the genesis of lethal
extra heartbeats in heterogeneous cardiac tissue under two diseased conditions. For both conditions, the lethal
events occur when the system is close to the saddle point, implying the pivotal role of the saddle point in cardiac

arrhythmogenesis.
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I. INTRODUCTION

A saddle point, an unstable equilibrium of a nonlinear
system, is an intersection of a stable and an unstable manifold.
Saddle points play important roles in the genesis of complex
dynamics in nonlinear systems [1,2] and are responsible for
the threshold phenomena in many physical, chemical, and bi-
ological systems [3-5]. In excitable cells [6,7], such as cardiac
and neuronal cells, there is a voltage threshold for excitation.
When the stimulus is strong enough to elevate the voltage over
the threshold, a positive feedback loop is activated to elicit an
action potential. In nerve fibers or cardiac tissue, action poten-
tial conduction, whose conduction velocity is also determined
by the threshold of excitation, is fundamental for transmission
of information in the nerve system or for rhythmic contraction
of the heart. Although for an excitable cell, there is only one
equilibrium point, the threshold of excitation is determined
by the saddle point in the fast subsystem [6,7]. Therefore, the
saddle point plays a key role for life.

In the heart, the electrical excitations originating from the
sinoatrial node conduct to the atrium and then to the ventricles
to result in normal heart rhythm or sinus rhythm. However, ex-
tra systoles, called premature ventricular contractions (PVCs),
can occur in the middle of the sinus rhythm, particularly under
diseased conditions. Figure 1(a) shows an electrocardiogram
(ECG) from a real patient, in which a PVC occurs in the
middle of the sinus rhythm. Unlike the sinus rhythm which
originates from the sinoatrial node, a PVC can originate from
the Purkinje fibers or anywhere in the ventricles. Clinically, it
is widely known that the vast majority of PVCs are benign,
but some are linked to lethal ventricular arrhythmias [8-10].
There are many potential mechanisms of PVCs [11], and
different mechanisms may occur under different diseased con-
ditions. In long QT syndromes [12—14], it has been postulated
that early afterdepolarizations (EADs) are the major cause of
PVCs. An EAD [see Fig. 1(b) for an example] is an abnormal
depolarization during the repolarization phase of the action
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potential, which have been widely shown in experiments and
computer models. Theoretical analyses [15-17] have shown
that EADs begin with a Hopf bifurcation and terminate at a
homoclinic bifurcation (HCB) point at which the orbit meets
the saddle point. The same bifurcations are also responsible
for certain types of bursting behaviors in neurons [18-20] and
other cell types [7]. Although EADs are widely considered as
a cause of PVCs, and many experimental and computer sim-
ulation studies [21-31] have linked EADs to PVCs and focal
and reentrant arrhythmias in general, the nonlinear dynamics
linking the EADs in a single cell and the genesis of PVCs
in tissue remain not well understood. For example, Gray and
Huelsing [25] used a two-variable action potential model to
show that in the presence of EADs, focal excitations could
occur during reentrant arrhythmias, while Sato et al. [26] used
a detailed action potential model to show that multifocal ar-
rhythmias could occur due to chaos desynchronization. Other
simulation studies also showed regional EADs or lengthening
of the action potential duration (APD) could result in PVCs,
however, the exact condition whether an EAD can cause a
PVC or not remains unclear. Here we link the Hopf bifurca-
tion and HCB (or the saddle point) that give rise to EADs
in single cells to the PVC genesis in tissue, in particular
the critical role of the saddle point. Under another diseased
condition called the Brugada syndrome, a spike-and-dome
action potential behavior is observed and linked to PVCs and
lethal arrhythmias [32—-36]. We will show in this study that the
spike-and-dome phenomenon is also a threshold phenomenon
determined by the saddle point. Therefore, the goal of this
study is to investigate how the saddle points are linked to the
mechanisms of PVC genesis in cardiac tissue. We show that
the physiological causes of PVC genesis under these diseased
conditions are seemingly different, but they are unified under
the same dynamical mechanism that is closely linked to the
saddle point.

II. MODELS AND METHODS

We carry out single-cell and one-dimensional (1D) ca-
ble simulations using the 1991 Luo and Rudy (LR1) action
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FIG. 1. PVCs in the heart. (a) An ECG from a real patient with
a PVC in the middle of the sinus rhythm. Dots indicate the sinus
beats and asterisk indicates the PVC beat. (b) Computer simulation
of a 1D cable. Upper panel: Time-space-voltage plot. Magenta is the
long APD region which exhibits EADs. Lower panel: Pseudo-ECG.
Dots indicate the pacing beats and asterisk indicates the PVC beat.
Pacing stimuli are applied at the short APD end (black arrow) with
a period of 800 ms. The PVC is induced by lengthening the prior
pacing period to 1.4 s. A pacing beat is skipped after the PVC to
simulate the skipping of the sinus beat in the real ECG in (a). See
Appendix for the parameter setting.

potential model [37] with modifications to simulate the
diseased conditions. The voltage (V') of the LR1 model is de-
scribed by the following differential equation: % = —"““C%,
in which Iy is the stimulus pulse and [, is the total ionic
current density. The ionic currents are functions of V and
gating variables which are also described by differential equa-
tions. For the 1D cable, V is governed by a partial differential
equation, i.e., 2 = —% —i—D‘?;T‘Z/. D = 0.001 ms/cm? is
the diffusion constant. More details of the model and methods
are presented in the Appendix.

In this study, we simulated both the long QT syndrome
and Brugada syndrome. In the case of long QT syndrome,
we change the maximum conductance (Gg) of Iy [I; =
G,df(V — Eg;)] and the maximum conductance (Gg) of Ix
[Ix = GkXX;(V — Eg)]. I is an inward current and Iy is
an outward current, and thus increasing G or decreasing
Gk increases APD and promotes EADs. We also change the
time constant of the gating variable X by multiplying a factor
y.ie, & =[Xo(V) — X]/[ytx(V)] with y = 6 being the
control value. We simulate a 3 cm (or 200 cells with cell
length Ax = 0.015cm) cable. We also simulate a 6-cm ca-
ble to investigate the effects of cable length. Repolarization
gradient (RG) is induced by altering Gk (by multiplying a
factor o) in one half of the cable, but other ways of setting RG
are also used, which will be stated in each case. Figure 1(b)
shows a simulation result of the 1D cable, which recaptures
characteristically the ECG behaviors in Fig. 1(a).

In the case of the Brugada syndrome, we add a transient
outward potassium current (I,) to the model and model the
heterogeneity by setting the maximum I, conductance (Gy,)
differently in each half of the cable. The details are described
in the Appendix.

III. RESULTS
A. EAD-induced PVCs

To reveal the mechanisms of PVC genesis in the computer
model, we first scan Gg; and o for PVCs, shown in Fig. 2(a) as
a phase diagram. Note that Gg; controls the overall APD and o
determines the APD gradient (i.e., RG) in the cable. We pace
the cells in the cable simultaneously with a single beat [inset in
Fig. 2(a)] so we can compare fairly and accurately the single-
cell results with the cable results. The phase diagram exhibits
three characteristic structures. In the upper-left region, there
is a large PVC region (marked by “RG-PVC”), which is
promoted by increasing Gg; and/or decreasing o. A smaller
o corresponds to a longer APD in the long APD region of the
cable, resulting in a larger APD gradient. Therefore, the PVCs
are potentiated by increasing the RG between the two regions
of the cable. Figure 2(b) shows a PVC from this region.

In the upper and upper-right region, there are discretized
horizontal bars and tilted belts of PVC regions. The horizontal
bars start from the RG-PVC region and end at o = 1. The
bars and the belts have a one-to-one relationship and join at
o = 1. The red dotted lines are the EAD transition points
in a single cell, defined as the parameter point gaining (or
losing) an EAD. The single-cell EAD transition points exactly
overlap with the lower boundaries of the belts [see Fig. 2(c)
for a blowup view]. The belts are sensitive to both G; and o,
and are suppressed by decreasing o. The horizontal bars are
sensitive to Gg; but independent of «. Above the belt region,
there is one more EAD in the long APD region than in the
short APD region, but it does not result in a PVC [top panel
in Fig. 2(d)]. In the belt region, the EAD results in a PVC
[middle panel in Fig. 2(d)]. Below the belt region, the extra
EAD in the long APD region disappear. The APD difference
becomes small and no PVC occurs [bottom panel in Fig. 2(d)].
The behaviors are similar in the horizontal bars, but the PVC
occurs close to the boundary of the cable [Fig. 2(e)]. Because
of this, the bars are independent of o. Note that PVCs cannot
occur when o = 1 since the cable becomes homogeneous, and
thus o < 1 is still needed to result in a heterogeneity for this
type of PVCs. The PVC shown in Fig. 1(b) is caused by the
RG mechanism, but the EAD-induced PVCs can also occur
under the similar pacing protocol (Fig. 3).

Both RG and EAD-associated PVCs have been shown
in more complex action potential models [27,28,31] and
experiments [23,24], but the dynamical mechanisms remain
to be elucidated. To understand the mechanistic link between
EAD:s in single cells and PVCs in tissue, and the causes of
the discretized narrow bars and belts in the phase diagram,
we first show how the HCB affects the PVC genesis. In
the previous study [15], using a fast-slow system analysis
approach [7,18,38], we showed that the EAD originates from
a Hopf bifurcation and terminates at the HCB in the fast
subsystem. Here we show that the transition point shown in
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FIG. 2. Genesis of PVCs in a 1D cable. (a) Phase diagram showing PVC regions (olive) in o-Gy; space. (b) Time-space-voltage plot for
G = 0.18 mS/cm? and 0 = 0.52 as marked by the star in (a). (c) A blowup view of a small region in the phase diagram marked by the square
in (a). (d) Time-space-voltage plots for & = 0.95 and Gy = 0.21 (diamond); 0.209 (circle); and 0.208 (triangle) mS/cm?, respectively, with
the same symbols as marked in (c). (e) Time-space-voltage plot for G; = 0.1945 mS/cm? and ¢ = 0.85 as marked by the pentagon in (a).
Red dotted lines in (a) and (c) are the EAD transition points from a single cell with the same parameters as in the long APD region. Inset
in (a) is a schematic plot of the cable model. Arrows indicate global pacing. Black and magenta colors mark the short and long APD region,
respectively, with the same colors used for voltage in the time-space-voltage plots. In the time-space-voltage plots, the PVC beats are marked

by asterisks.

Fig. 2(a) is when the EAD takes off right at the HCB point,
which is shown in Fig. 4. In the LR1 model, X is the variable
that has the largest time constant which is much larger than the
time constants of other variables [39]. Moreover, to facilitate
the observation of EADs, we slow it further by multiplying a
factor y to tx as mentioned above in methods. Therefore, X
is used as the slow variable in the fast-slow analyses. In the
fast-slow system analyses, since the slow variable changes
much slower than other variables, one treats the slow variable

EAD
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FIG. 3. EAD-induced PVCs under periodic pacing. Pacing stim-
uli are given at the short APD end indicated by the arrow. Dots
indicate the pacing beats and asterisks indicate the PVCs. Upper
panel: a time-space-voltage plot. Lower panel: Pseudo-ECG. Pacing
cycle length is 960 ms. We use a different tx (V) and a different
Gk from the control, i.e., 7x (V) — 31x(V) and Gx = 0.7mS/cm?.
G, =0.2mS/cm? and o = 6/7.

as a parameter and investigates the bifurcations in the fast
subsystem with respect to the slow variable. Figure 4(a) shows
the single-cell bifurcation diagram of the fast subsystem with
X being treated as a parameter. We also plot three trajectories
from a single cell with different y values. These y values are
the same as those marked by the symbols in Fig. 4(b). Note
that since y only alters the time constant of the slow variable
X, it does not affect the bifurcations of the fast subsystem.
Therefore, changing y only changes the trajectory of the
whole system but not the bifurcation diagram of the fast
subsystem shown in Fig. 4(a). Figure 4(b) is a small phase
diagram in the o-y plane for PVCs in the cable, showing
a very narrow PVC region above the EAD transition points
[similar to Fig. 2(c)]. Figure 4(c) shows three voltage plots
from the phase diagram marked by the symbols in Fig. 4(b),
which are the same as for the three trajectories in Fig. 4(a). As
shown in Fig. 4(a), when y = 5.95 (blue), the action potential
has one EAD and the voltage just passes beyond the HCB
point, leading to repolarization. When y = 6 (red), X grows
slightly slower, and at the end of the first EAD, the system
is still within the HCB point, and thus a second EAD forms.
When y = 6.05 (olive), the second EAD takes off at an X
value even further away from the HCB point, and the EAD
amplitude becomes slightly smaller. Note that PVCs only
occur for y = 6, not for y = 5.95 or y = 6.05. Therefore,
PVCs tend to occur when the last EAD of the cell (in the long
APD region) takes off at the vicinity of the HCB point (or just
above the saddle point).

To gain more insights into the mechanism of PVC genesis,
we calculate the spatiotemporal evolution of a perturbation
to the spatiotemporal solution (see Appendix) and plot the
voltage component (AV) in Fig. 4(d) for different y values
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FIG. 4. Instabilities promoting PVCs. (a) A single-cell bifurcation diagram of the fast subsystem in which the slow variable X is treated
as a parameter. G = 0.209 mS/cm? and Gx = 0.95mS/cm?, corresponding to o = 0.95 in the cable. Black solid and dashed lines are the
stable and unstable steady states of the fast subsystem, respectively. The green lines are the maximum and minimum voltage of the oscillations
of the fast subsystem. The lower branch of the green lines meets the saddle point at the homoclinic bifurcation (HCB). The other colored lines
are the trajectories of the whole system with three different y values: y = 5.95 (blue), y = 6 (red), and y = 6.05 (olive). The lower panel is a
blowup view of the region close to the homoclinic bifurcation point as marked by the box in (a). (b) A small phase diagram in o-y space for
PVC genesis in the cable. Red dotted line is the EAD transition points of the single cell. G = 0.209 mS/cm?. (c) Time-space-voltage plots
for the same ¢ and y values as in (a) with symbols marked in (b). Asterisk marks the PVC beat. (d) Time and space plots of AV (color scaled)
for different y values as marked. PVCs occur for y = 6 but not for other y values shown.

between 5.95 and 6.05 (PVCs occur for y between 5.985 and
6.015). As y increases from 5.95 to 5.985 (bottom-up arrow),
AV grows at the long APD side prior to the occurrence of
a new EAD in the long APD side. On the other hand, for y
from 6.05 to 6.015 (top-down arrow), AV grows in the gra-
dient region (i.e., the middle region), indicating that a spatial
instability occurs to result in a PVC. Therefore, the all-or-none
EAD behavior (cellular instability) causes a sudden increase
of RG in the middle region, resulting in a spatial instability for
the genesis of PVCs. However, this instability is suppressed
when the EAD takes off further away from the HCB point.

The reason that we choose to change y in Fig. 4 instead of
Gy or o is that changing y does not affect the bifurcations
of the fast subsystem but alters the EAD takeoff position
[Fig. 4(a)]. Because of this property, it is more convenient and
clearer to demonstrate the link between the saddle point and
the genesis of PVCs. On the other hand, changing Gy or o
will change both the bifurcation diagram of the fast subsystem
and the EAD’s takeoff position. However, only when the EAD
takeoff position is close to the saddle (HCB) point, can PVC
occur, which can only be satisfied with certain Gy and o
values, giving rise to the narrow belts in the phase diagram
[Fig. 2(a)].

In the cases shown in Figs. 1-4, we use a 3-cm (200-cell)
cable and a sudden change in Gk in the middle of the cable.
To show the effects of a gradual change in Gk, we linearly

decrease Gk from the large value to the small value over
100 cells (see inset in Fig. 5). Figure 5 shows the phase
diagram. Comparing Fig. 5 to Fig. 2(a), the gradual change
in Gg results in the following changes. The RG-PVC region
is reduced. At the joints of bars and belts, the PVC regions

e
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FIG. 5. Phase diagram showing PVC regions (olive) in a cable
with a gradual change in Gk in the middle 100 cells of the cable
(inset). The phase diagram is plotted the same way as Fig. 2(a).
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FIG. 6. PVC behaviors in a 6 cm cable. (a) Phase diagram plotted the same way as Fig. 2(a). (b) Time-space-voltage plots for the three
locations in phase diagram as marked by the symbols in (a). Gz = 0.21 mS/cm?. o = 0.953 (diamond), o = 0.879 (circle), and o = 0.78

(triangle).

are increased, i.e., the corners of these joints are filled with
data points of PVCs. In other words, the gradual change in
Gk in space can promote EAD induced PVCs. This can be
understood as follows. For a sudden change in G, decreasing
o quickly increases RG, and increasing RG tends to suppress
PVCs as shown in Fig. 4. For a gradual change in Gg, de-
creasing o has a smaller effect on increasing RG, and thus
for the same o value, PVCs can occur more easily in the case
of gradually changing Gk in space. However, as o becomes
large, there is almost no difference between the two types
of Gk heterogeneities. Note that there is no change in the
positions of the bars and belts, and the belts still overlap with
the single-cell EAD transition lines.

We also carry out simulations in a longer cable. Figure
6 shows the phase diagram obtained from a 6-cm (400-cell)
cable in which the short APD region is 1.5 cm and the long
APD region is 4.5 cm [inset in Fig. 6(a)]. Comparing Fig. 6(a)
to Fig. 2(a), one can see that there are no other changes from
Fig. 2(a) except that the belts are extended to much smaller «
values. To show how this occurs, we plot some examples of
PVCs in Fig. 6(b) for parameters from the locations marked
by the symbols in the phase diagram in Fig. 6(a). For an o
value close to one (diamond), the RG is small, a PVC arises
close to the border of the short and long APD regions. As o
decreases (circle and triangle), the PVC arises from the long
APD region, being more and more distant away from the bor-
der region. This can be understood as follows. As o decreases,
the APD in the long APD region becomes longer, increasing
RG in the border region. However, the RG decreases gradually
away from the border region, and thus there will be always a
location where the RG is mild enough for the EAD to induce
a PVC. Therefore, decreasing o causes the PVC to originate
further away from the border region. Note that only the last
EAD in the long APD region gives rise to a PVC, agreeing
with the fact that only the EAD taking off from the saddle (or

HCB) point can result in a PVC. Other EADs fail to induce
PVCs. Also note that in a previous study [31], we showed that
decreasing the diffusion constant extends the belts to smaller
o values without other changes to the phase diagram, which
is equivalent to increasing the cable length.

B. Spike-and-dome action potential morphology induced PVCs

Besides EADs, another type of action potential behavior,
called spike-and-dome phenomenon, can also lead to PVCs,
occurring under the diseased condition called the Brugada
syndrome [32-34]. In this case, the spike-and-dome action
potential behavior is promoted by an ionic current called I,.
We added an I, formulation [40] to the LRI model (see
Appendix). Figure 7(a) shows action potentials for different
maximum conductance Gy,. As Gy, increases, the spike-and-
dome morphology enhances and once Gy, is increased to a
critical value, the action potential suddenly loses the dome,
resulting in a spikelike short action potential [the transition
point is marked by the arrow in Fig. 7(a)]. We plot the bifur-
cation of the fast subsystem and the trajectories as in Fig. 4(a),
showing that the transition point is also the saddle point of the
fast subsystem [Fig. 7(b)].

We then carry out 1D cable simulations with Iy, present in
one-half of the cable to induce PVCs [see inset in Fig. 7(c)].
We scan Gy and Gy, for PVCs, shown as a phase diagram in
Fig. 7(c). Similar to the EAD case, PVCs only occur in a nar-
row region below the spike-and-dome transition point when
Gy, and Gg; are large enough. Figure 7(d) shows three exam-
ples of time-space-voltage plot above, inside, and below the
PVC region, respectively. We also calculate the evolution of a
perturbation to the spatiotemporal solution with AV shown in
Fig. 7(e). As G decreases from large to small toward the PVC
region (top-down arrow), AV grows in the short APD side,
which eventually leads to the transition from the spike-and-
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FIG. 7. Spike-and-dome morphology and PVCs induced by I,. (a) APs with G = 0.2mS/cm? and G, = 0 (black), 0.5 (red); 1.03255
(blue), 1.0326 (green), and 1.5 (olive) mS/cm?. The transition point is between the blue and green traces as marked by the arrow. (b) Steady
states in the fast subsystem with G, = 1.03255 mS/cm? (black solid and dotted lines) with X being the slow variable, and the trajectories
for action potentials in (a) with the same colors. (c) Phase diagram showing the PVC region (olive) and the single-cell transition points (red
dotted line). Inset is a schematic plot of the cable model. (d) Time-space-voltage plots for G, = 2mS /cm? and different Gg; as marked (unit:
mS/cm?). Asterisk marks the PVC beat. (e) Time and space plots of AV (in color scale) for different G; values as marked. A PVC occurs for

G, = 0.24mS/cm? but not for other G; values shown.

dome to the spike morphology. As Gg; increases from small to
large toward the PVC region (bottom-up arrow), AV grows in
the gradient region (middle of the cable). Therefore, the same
instabilities as for the EAD case occur to result in PVCs. The
difference is that in the EAD case, multiple bars and belts of
PVC regions can exist in the phase diagram while in the Iy,
case, only one belt exists. Another difference is that in the
EAD case, PVCs occur when the long APD region gains an
EAD and the PVC region is above the transition point, while
in the I, case, the PVC region is below the transition point
since PVCs occur when the short APD region loses the dome.

We also carry out simulations using two fixed Gy, values in
the cable to generate action potential heterogeneities and scan
Gs; and Gk for PVCs. Figure 8(a) shows the phase diagram
for G, = 1.5 mS/ cm? in the first half and Gy, = 0.5 mS /cm2
in the second half of the cable. The red dotted lines are the
transition points from spike-and-dome to spike in the single
cell for G, = 1.5 mS/cm? and purple for G, = 0.5 mS/cm?.
PVCs only occur very close to the transition points of the large
Gyo. Increasing Gy, in the two regions of the cable promotes
PVCs [Fig. 8(b)], i.e., PVCs occur in a much wider region
between the two transition lines. Note that above the red
dotted line APD is long with a spike-and-dome morphology
in the whole cable and below the purple dotted line APD is
short with a spike morphology in the whole cable. In both
regions, no PVC can occur. PVCs can only occur between the
two transition boundaries.

IV. CONCLUSIONS

In summary, we investigate the dynamical mechanisms of
PVC genesis under two diseased conditions: long QT syn-
drome and Brugada syndrome. Although the physiological
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FIG. 8. Phase diagrams showing the PVC regions (olive) and
the single-cell transition points (red and purple dotted lines). The
red dotted line is the transition points for the higher G, value and
the purple dotted line is for the lower G, value in the cable (G,
values are indicated in the insets). (a) G, = 1.5mS/cm? in the first
half of the cable and G,, =0.5mS/cm? in the second half. (b)
G = 2.5mS/cm? in the first half and G,, = 1 mS/cm? in the second
half of the cable. APD is long in the whole cable above the red dotted
line and short in the whole cable below the purple dotted line.
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causes and cellular dynamics are seemly different, the dy-
namical mechanisms of PVC genesis are the same. In other
words, for both conditions, an all-or-none behavior resulting
from the saddle-point dynamics causes a sudden increase of
RG, which then causes a tissue-scale instability responsible
for PVC genesis. However, when the system is further away
from the saddle point, PVCs are suppressed by the RG, lead-
ing to narrow PVC regions in the phase diagrams. Moreover,
the all-or-none behavior caused by the saddle-point dynam-
ics promotes chaos [15,41], which can further potentiate the
genesis of PVCs via chaos desynchronization [30]. Therefore,
the saddle points not only are important for the normal heart
rhythm but also can lead to lethal arrhythmias. Since some
types of neural bursting are caused by the same bifurcations
as for EADs in cardiac cells [18-20], the insights from this
study may also be helpful for understanding the conduction of
neural bursting in the nerve system.
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APPENDIX: MATHMATICAL MODELS AND METHODS

1. Mathematical models

We used the 1991 Luo and Rudy (LR1) action poten-
tial model [37] with modifications to simulate the diseased
conditions in this study. Here we give a brief description of
the differential equations of the original LR1 model and our
modifications to the model. For details of the formulations,
please go to the original publication [37].

The membrane voltage (V) is described by the following
differential equation:

dv
dt
where C,, = 1 uF/cm? is the membrane capacitance. Iy, iS
the stimulus current density, which is a 2-ms duration and —30

A/ cm? pulse. [, is the total ionic current density consisting
of different types of ionic currents, i.e.,

= _(Iion +Istim)/cmv (Al)

Lion = Ina + I + Ig + Iy + Ixp + I, (A2)

where Iy, is the Nat current; I; is called the slow inward
current, which is known as the L-type Ca®* current; I, Ik,
and Ix, are K™ currents; and I, is the background current. I,
Ix,, and I, are functions of voltage. Iyq, Iy, and Ix are func-
tions of both voltage and gating variables, with the following
formulations:

Iya = Gyam’hj(V — Eyy), (A3)
Ixi - Gwdf(v - Esi)7 (A4)
Ix = Gk XX;(V — Ex), (AS)

where m, h, j, d, fand X are gating variables described by the
following type of differential equation:

dy_

o = Voo (V) =)/ 7,(V), (A6)

where y,, and 7, are functions of V. Gna, Gsi, and Gk are
parameters called maximum conductance. Ey,, Eg, and Ex
are reversal potentials. We set E;; = 80 mV and thus the
differential equation for [Ca*]; was dropped since it becomes
independent. Therefore, the model becomes a seven-variable
model.

For the 1D cable, the governing partial differential equation
forV is

v _ _Iion + Istim Daz_V

a Cn X2’ (A7)
where D = 0.001 cm?/ms. We simulated a 3-cm-long cable
discretized to 200 cells (Ax = 0.015 cm).

For simulating the EAD-induced PVCs, we made
the following changes to the parameters of the model:
(V) = 0315(V); (V) = 0.57,(V); (V) — 61x(V);
Gk = 1mS/cm?; and Gg; = 0.4 x 0.6047 mS/cm?. Hetero-
geneities in the 1D cable were simulated by multiplying a
factor o(<1) to Gk in the long APD region [as indicated in
Fig. 2(a)].

For the simulation shown in Fig. 1(b), we used a different
x(V), i.e., tx (V) — 3tx(V) and a different Gk, i.e., Gx =
1.5mS/cm? to better match the real ECG in Fig. 1(a). We
used G;; = 0.15mS/cm? and o = 0.2 for Fig. 1(b).

For the spike-and-dome action potential morphology in-
duced PVCs, we added an I, to the total ionic current, i.e.,

Lion = Iya + L + Ix + Ix1 + IKp +hh+ 1L (AS)
with I, formulated as [40]:
Lo = Groxyi0e™ (V — Eg), (A9)

where X, and y,, are the gating variables satisfying the same
type of differential equation as Eq. (A6). With the I, addi-
tion, the single cell model is a now nine-variable model. We
used the original parameters of the LR1 model with Gx =
1 mS/cm? as control. Heterogeneities in the 1D cable were
simulated by setting Gy, differently in the two halves of the
cable while other parameters are uniform in the whole cable.

2. Initial conditions

We gave a single stimulus at ¢ = 0 with a fixed initial con-
dition. For simulations of the EAD case, the initial condition
was set as V= —78.9mV, m = 0.005, h = 0.95, j = 0.95,
d = 0.005, f =0.99995, and X = 0.09. For the simulations
of the I, case, the same values of the above variables were
used together with x¢, = 0.0120892 and y, = 0.999978.

3. Calculating the evolution of a perturbation in the cable

We calculated the evolution of a perturbation to the
spatiotemporal solution in the cable using the linearized
equations from Eq. (A7). For the EAD case, the linearized
equations are

OAY (¢
az( NI

(A10)
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FIG. 9. Time and space plots of evolution of the perturbation
(indicated by color scales) to the other variables for the case of
y = 6.015 shown in Fig. 4(d).

where J[Y (¢)] is the Jacobian and Y (¢) is the vector composed
of all the variables of the cable model, i.e.,

Vi, k)
m(t, k)
h(t, k)
V((NIRE
d(t, k)

f@ k)
X(t, k)

(Al1)

k is the spatial index of the cells in the cable. H/(t) is the
vector of perturbation to the variables, i.e.,

AV (t, k)
Am(t, k)
Ah(t, k)
Ajt, k) |,
Ad(t, k)
Af(t, k)
AX(t, k)

§ince the length of the 1D cable contains 200 cells, then
J[Y (¢)] is a (7 % 200) x (7 x 200) matrix. In the simulations

gl
T

(A12)

shown in this study, we only simulate a single beat with a fixed
initial condition. To allow the initial perturbation to evolve
into the eigendirection (or a steady state) of the tangent space,
such as in the calculation of the largest Lyapunov exponent,
we repeated the calculation for many beats. Specifically, we
took the spatiotemporal solution from O to 2 s and repeated
this for many periods. At the beginning of each period, we
rescaled the vector. The reason that we did not pace the sys-
tem with a period of 2 s (or other periods) is because under
periodic pacing, complex dynamics can easily occur [15,41],
and thus we cannot maintain the system at a periodically
steady state. Figure 9 shows the time-space color plots for the
evolution of the perturbation to the other six variables for the
case of y = 6.015 shown in Fig. 4(d).

We did the same simulations for the I, case with x;, and
Vi added to calculate the evolution of the perturbation in the
tangent space.

Since we rescaled the vectors every period, the scale of AV
shown in Figs. 4 and 7 is only relative.

4. Calculation of Pseudo-ECG
The pseudo-ECG was calculated as

3cm 1
ECG = / DVV . V(—)dX,
0 r

where r = . /(x — xp)2 + yf, and x is a point in the cable and

(A13)

(xp, ¥p) = (1.5cm, 1cm) is the location of the pseudo-ECG
electrode.

5. Numerical methods

An explicit Euler method for the differential equations of
voltage and the Rush-Larsen method [42] for the equations
of the gating variables were used for numerical integration
with a fixed time step At = 0.01 ms. For the 1D cable, Ax =
0.015 cm was used. No-flux boundary conditions were used.
All the codes were programed in CUDA C++, and simu-
lations were performed on NVIDIA Tesla K80 GPU cards
(NVIDIA, Santa Clara, CA).
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