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Algorithmic augmentation in the pseudopotential-based lattice Boltzmann method for simulating

the pool boiling phenomenon with high-density ratio
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The pseudopotential-based lattice Boltzmann method (LBM), despite enormous potential in facilitating natural
development and migration of interfaces during multiphase simulation, remains restricted to low-density ratios,
owing to inherent thermodynamic inconsistency. The present paper focuses on augmenting the basic algorithm
by enhancing the isotropy of the discrete equation and thermodynamic consistency of the overall formulation,
to expedite simulation of pool boiling at higher-density ratios. Accordingly, modification is suggested in the
discrete form of the updated interparticle interaction term, by expanding the discretization to the eighth order.
The proposed amendment is successful in substantially reducing the spurious velocity in the vicinity of a static
droplet, while allowing stable simulation at a much higher-density ratio under identical conditions, which is a
noteworthy improvement over existing Single Relaxation Time (SRT)-LBM algorithms. Various pool boiling
scenarios have been explored for a reduced temperature of 0.75, which itself is significantly lower than reported
in comparable literature, in both rectangular and cylindrical domains, and also with micro- and distributed
heaters. All three regimes of pool boiling have aptly been captured with both plain and structured heaters, allow-
ing the development of the boiling curve. The predicted value of critical heat flux for the plain heater agrees with
Zuber correlation within 10%, illustrating both quantitative and qualitative capability of the proposed algorithm.
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I. INTRODUCTION

The phenomenon of boiling, while being ubiquitous in
nature, offers a pivotal contribution in numerous industrial
and domestic activities. It facilitates a substantially enhanced
heat transfer rate, alongside rather uniform temperature dis-
tribution over the heated surface with lesser fluid volume.
Flow boiling, involving forced bulk motion of a multiphase
mixture, has greater relevance to numerous commercial ap-
pliances, encompassing gigantic power boilers to micro heat
sinks. However, pool boiling, characterized by buoyancy-
induced motion in an initially quiescent liquid column, has
enticed researchers more by virtue of the rich hydrodynamics
involved. Wide disparity in thermal-hydraulic characteristics
across various flow regimes [1] and considerable variation in
the strength of thermal communication along the heated sur-
face have fascinated scientists across generations right from
the conceptualization of the boiling curve by Nukiyama (re-
produced in [2]). While the role of experimentation remains
paramount in visual appraisal and global evaluation of pool
boiling, a comprehensive local depiction solely through exper-
iments remains elusive owing to the limitations of measuring
tools, involvement of broad parametric ranges, and transitory
nature of the event itself. Accordingly the intricate process
of bubble nucleation and intriguing interfacial interactions
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postdeparture continue to be confined only to the empirical
level based on the experimental database. That provides an
excellent opportunity for numerical exploration and conse-
quently several computational methods have been proposed,
in the field of multiphase flow in general and boiling in par-
ticular [3,4], over the last few decades, with varied degrees of
success, ranging from macroscopic to molecular scales.

Son and Dhir [5] were apparently the first ones to propose
a level-set method for simulating boiling, whereas Welch and
Wilson [6] introduced the volume-of-fluid approach. Multi-
ple efforts are available in literature to design a favorable
amalgamation of the above two [7,8]. All such endeavors,
however, suffer from one common constraint regarding the
requirement of a preexisting vapor embryo or film for ini-
tiating any phase-change procedure, thereby limiting their
applicability while simulating the onset of nucleate boiling
or transition to film boiling. That necessitates the adoption
of a computational framework unrestrained by the continuum
hypothesis, and the mesoscopic approach gains prominence in
this particular context. Development of the lattice Boltzmann
method (LBM) is one of the most significant evolutions in the
terrain of computational fluid dynamics in the present millen-
nium. Acquiring origin from Boltzmann’s kinetic molecular
dynamics, it uses the discretized form of Boltzmann’s equa-
tion, which is more fundamental, while avoiding any Poisson
equation for pressure and being easily amenable to massive
parallelization [9,10]. Notable success of LBM in incom-
pressible single-phase systems has encouraged development
of several multiphase LB algorithms, with the free-energy
model [11] and pseudopotential-based Shan-Chen model
[12-16] being the most referenced ones. While the former is
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thermodynamically consistent, it follows a “top-down” ap-
proach by defining a macroscopic free energy, thereby
deviating from the LB philosophy itself. Consequently the
multiphase community has favored the latter approach more,
which adopts a “bottom-up” procedure by postulating inter-
particle interaction through pseudopotentials, as detailed later.
The Shan-Chen (SC) model allows natural development and
migration of interfaces, accordingly evading the need of any
explicit interface-tracking algorithm, as well as assumption of
initial nucleus.

Thermodynamic inconsistency is one of the issues for the
SC model, which has enticed significant research attention.
With required amendments, Gong and Cheng [17,18] were
probably the first to successfully capture the bubble dynamics
during nucleate pool boiling within a computational domain
filled with pure quiescent liquid, and a microheater placed at
the bottom wall. The imposed equation of state (EOS) alone
was adequate to simulate vapor nucleation within the super-
heated liquid layer. Their work instigated several follow-up
studies involving SC-LBM to explore the intricate thermo-
hydrodynamics of nucleate pool boiling [19-23]. Pioneering
effort towards numerically developing the boiling curve can
be credited to Li et al. [21], as they implemented a wider
heater and were able to reproduce all the three regimes of pool
boiling. Quite a few subsequent studies are available in open
literature, focusing either on phase transition on complex or
structured surfaces or on exploring the influence of relevant
parameters like surface wettability [22-25], which definitely
helped in envisaging the thermal characteristics of the heated
surface. All the quoted studies, however, are severely re-
stricted in terms of the employed density ratios (around 10),
renouncing the extension of the concerned conclusions to
practical systems. Spurious velocity currents in the vicinity
of the curved interface swell significantly with the increment
of density ratio in such models, inducing oscillations in the
temperature profile, forcing the simulation to be unstable and
unreliable. Some efforts were reported to enhance the limit
of density ratio suitable to SC-LBM, such as the modified
discretization scheme of Shan [26], which again is restricted
to isothermal flows owing to thermodynamic inconsistencies.

It is logical to recount here that other variations of mul-
tiphase LB algorithms also encounter issues while dealing
with larger density ratios, similar to SC-LBM. The free-
energy-based isothermal approach of Wagner [27] suffers
from insufficient Gallilean invariance, originating from the
incorporation of the pressure tensor using the equilibrium
distribution function and noncompatible discretization of the
driving forces. Similar concerns were also raised regard-
ing the model proposed by He er al. [28], employing a
mesoscopic analog of the Cahn-Hilliard interface tracking
equation. Mohammadi-Shad and Lee [29] aimed to revamp
their formulation by introducing a sharp-interface energy
equation and a source term in the pressure evolution equation
to replicate the interfacial mass flow rate. Their phase-field
approach, however, is not capable of stimulating phase change
spontaneously, necessitating the assumption of an interface
in the form of an initial bubble or film, and error in mass
convergence was reported to depend on the imposed interface
thickness. An older version of the pseudopotential-based ther-
mal LBM was explored by Seta and Okui [30]. But, by their

own admission, they were restricted to an unrealistically small
density ratio of 4, owing to the inherent thermodynamic in-
consistency of their formulation. A more innovative approach
was proposed by Tanaka et al. [31], as they introduced a
new distribution function to add an evolution equation for
pressure in their isothermal phase-field model. However, the
explicit solution requirement for the pressure field makes their
algorithm computationally expensive and also deviate from
the strictly local nature of LB collision. The recent study of
Fei et al. [32] is also worth mentioning here, where they
combined the cascaded LBM with the SC pseudopotential
method in a hybrid framework, to simulate all three regimes
of pool boiling for a density ratio of 17.5. Collision operation
was performed in moment space, while retaining the basic
structure of the pseudopotential force. They were able to effi-
caciously reproduce both isothermal multiphase flow and pool
boiling, albeit with the apprehension of possible challenges in
dealing with higher-density ratios owing to greater resource
requirement and augmentation of spurious velocities around
the interface.

It is, therefore, quite evident that, despite enormous
potential, the SC-LBM, and most of the other variations
of multiphase LBM, have primarily been restricted to low-
density-ratio scenarios, limiting the application in the vicinity
of the critical point for any fluid. Nearly all the Single Relax-
ation Time (SRT)-based algorithms are restricted to 0.857; or
higher [21-23,32]. Multiple Relaxation Time (MRT)-centered
approaches have breached that temperature barrier [20],
albeit at the expense of substantially greater computational
resources and added intricacy. That provides the necessary
impetus for the present paper, where the sole focus is on aug-
menting the SRT-SC-LBM algorithm to enhance the span of
the density ratio for pool boiling predictions. Accordingly, the
isothermal pseudopotential model of Shan [26] and thermal
multiphase model of Gong and Cheng [33] are judiciously
integrated in a SRT-LB framework to elicit the favorable
features of both. The developed model can be shown to be
thermodynamically consistent and can traverse to noticeably
higher-density ratios compared to the existing algorithms.
The capability of the model will be demonstrated through
examples adhering to both Cartesian and cylindrical config-
urations, and for both simple and complex geometries, while
exploring certain parametric effects on the boiling process.

II. BASIC SC-LBM FORMULATION

The governing equation in LBM is expressed in terms
of the discrete particle distribution function f(x, &, ¢), which
characterizes the population density at any specific location
at a particular instant of time, and evolves with a timescale
comparable with the mean collision time. For thermal LB
models, it is common to follow the double distribution func-
tion approach, defining a separate energy distribution function
g(x, &, t), which can be related to fluid temperature or internal
energy.

A. Momentum conservation in LBM

The migration of the particle distribution function in the ith
vectorial direction can be presented as

filx+ciAr 1+ A1) = fi(x, 1) + Qi(x, 1) + Fi(x, 1) (1)
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FIG. 1. Vectorial representation of the D2Q9 lattice adopted in
the present paper; here ¢; is the unit vector in the ith-velocity direc-
tion and w; is the corresponding weight factor.

where €2; is the BGK collision operator [34], which relaxes the
population towards the equilibrium distribution (f;'?) based on
the relaxation time (7s) as

A
Qux, 1) = —T—ft[fi(x, 0 — 190, w). @)

The relaxation time is related to the kinematic viscosity
of the concerned fluid as v = cf(tf — %)AA—X:. The following
form of the equilibrium distribution function is adopted in the
present paper:

[ ll)=w~,o1_|_u'ci+(“'ci)2_u-u )
i ’ i C? 26‘? 26? .

Here w; is the weight factor in the ith direction and ¢; is the
corresponding velocity vector. The D2Q9 lattice is embraced
here, the schematic representation of which is shown in Fig. 1,
along with the details of velocity sets and weight factors.
Here ¢, =¢/ A/3 is the acoustic speed of the lattice, with
¢ = Ax/At being the lattice velocity, and Ax and Ar being
selected grid spacing and time step, respectively.

The macroscopic density can be recovered from the distri-
bution function by taking the velocity moment as

p(x, 1) =Y filx,1). )

The component of the body force in the ith direction F; ap-
pearing in Eq. (1) is estimated following the exact difference
method proposed by Kupershtokh and Medvedev [35]:

Fix,1) = f(px, 1), u" + Au) — fH(p(x,1),u*)  (5)

where Au = FAz/p and u® is the equilibrium velocity de-
fined as

u(x, 1) = Y filx, e 6)

The actual fluid velocity differs from equilibrium velocity,
as it is defined as

F(x, 1), At
2p(x,1)
The body force F is composed of the interparticle interaction
force or the so-called Shan-Chen force (FSC), surface wetta-
bility force (F**!), and imposed external forces (F**'). Gravity

is the sole external force field under consideration here, which
has a pivotal role on bubble departure during nucleate boiling,

ux,t) =ux, 1)+

)

and the resultant buoyancy effect can be introduced following
Kang et al. [36] as

®)
p(x, 1)

with p.e(f) and g, respectively, being the instantaneous fluid
density averaged over the entire computational domain and
the gravitational acceleration.

FoU(x, 1) = g{l 3 pavg(t)}

B. Standard pseudopotential model

As already mentioned, the concept of employing a pseu-
dopotential function for comprehending the interparticle
interaction force was first introduced by Shan and Chen [13].
The original form of the SC force was the following:

F5C(x, 1) = —Gsc¥ (x.1) Y w(leD¥ (x + ¢ AL, 1)e; At

(€))

where ¥ (x) is known as the pseudopotential function, esti-
mated from the nodal densities at lattice scale, and the factor
Gsc controls the strength of the interaction force. For the
adopted D2Q9 lattice structure, w(|c;|) is specified as

wy if ¢l =c¢
w(e) = ws if | = v2e (10)
0 otherwise

with the constraint of w; = 4w, emanating from the weight
factors of the concerned velocity space [9] shown in Fig. 1.

The most lucrative feature of SC-LBM is the spontaneous
phase separation inherent to the algorithm and the same is
realized through a non-ideal-gas EOS. The traditional form of
SC-EOS can be obtained by expanding FSC and comparing
it with the anisotropic pressure tensor of the macroscopic
momentum conservation equation [15]:

2
px, 1) = cp(x, 1) + GSC%@ﬁZ(X, 1). (11)

The EOS must ensure simultaneous existence of two
phases with distinct characteristic densities within a multi-
phase mixture at specified pressure and temperature, and the
concerned densities ought to comply with the Maxwell area
construction rule [37]. The absence of temperature in Eq. (11),
however, places a serious restriction, engendering thermody-
namic inconsistency. To address the same, Yuan and Schaefer
[37] devised a new method of introducing a more realistic
EOS while estimating the pseudopotential function as

_ 2
D) \/2[p(x,t> —cipwnl 1)

Here the pressure (p) can be replaced by any realistic
equation of state, ensuring liquid-vapor coexistence. The
Peng-Robinson EOS (PR-EQOS) provides very precise estima-
tion for a wide variety of fluids, particularly near the critical
point [17,38], and the same is embraced in the present paper:

PRT ac(T)p?

— 13
—bp 142bp —b*p? (13)

p(x, 1) = 1
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where

Va(T) =1+« - Ty),
K = 0.374 64 + 1.542 26w — 0.269 9202,
a=045724(R*T?/p.), b= 0.0778(RT./p.).

Here both p and T refer to the instantaneous nodal values,
w is a fluid-dependent acentric factor, and magnitudes of the
constants a and b are taken to be 2/49 and 2/21 following Yuan
and Schaefer [37]. The lattice-level value for the universal gas
constant is set to be 1, and all the reduced properties (marked
by subscript R) are calculated accordingly adhering to the
derivative constraint.

In order to ensure a direct correspondence between the
macro- and lattice scale, the principle of corresponding states
must be conformed to, which demands the equality of the re-
duced properties across all scales. Accordingly the following
equalities are enforced in the present model:

B ,OLB _ preal pLB _ preal o TLB _ Treal
PR ,O%B pgeal ’ prceal ? R TCLB Tcreal :

(14

By incorporating the realistic EOS, Yuan and Schaefer
[37] were able to demonstrate substantial improvement in the
thermodynamic consistency of the SC-LBM over a reason-
ably wide temperature range. Outside that range, however, the
phasic densities obtained from the EOS fail to match with
the analytical values, thereby limiting the regime of appli-
cability. Predictions employing the PR-EOS start to deviate
from the Maxwell construction curve for 7 < 0.9. Gong and
Cheng [17,33] proposed the following amended form of the
interparticle interaction force to enhance the thermodynamic
consistency over a wider range, which is logically similar to
the formulation recommended by Kupershtokh ez al. [39]:

F5¢(x, 1)

BY (X, )Y (X + ¢;Ar, 1)
=-G w(|c; c;At
%2:(|DL%U—ﬁW%X+qNJ)

5)
where B is a weighting factor associated with the concerned
EOS. The optimum value corresponding to the PR-EOS is
reported to be 1.16 [33].

The surface wettability force can also be incorporated
through the pseudopotential function. A rather simple ap-
proach was proposed by Benzi et al. [40] involving a
single-component multiphase mixture and solid wall as

FY (X, 1) = —Gua¥ (%, 1) D witr(pu)Sina(X + € AL)C AL

(16)

Here the false wall density p,, is representative of the desired
contact angle and the indicator function Sj,q identifies a node
as the solid or fluid one. It assumes a value of 1 at the solid
node and zero at the fluid node, consequently helping to esti-
mate the adhesion force only at the solid surface.

pR: pLB =
c

C. Energy conservation in LBM

As mentioned earlier, a second distribution function is
introduced to designate the thermal field, and the concerned

evolution equation can be represented as

At eq
gi(X + GALt + At) =gi(x,1) — r—[gi(x, 1 — g (p,u,T)]
8
+ w; At d(x, 1) a7
where @ is the source term associated primarily with the latent
heat transfer and the relaxation parameter (7,) is related to the

macroscopic thermal diffusivity as o = c?(t, — % %2. The
lattice-level temperature is defined as
T(x,1) =Y g(x,1) (18)

and the equilibrium form of the thermal distribution function
is selected to be
u-¢; (u-¢)> w-u

2 4 h2
c? 2c] 2c?

gﬂmuiﬂ=mT@+ } (19)

Relevant properties like thermal conductivity and viscosity
at the fluid-vapor interface are estimated employing a linear
interpolation, which helps avoiding steep property gradients at
the interface, resulting in a diffused-interface representation:

p(xa t) — Pvap Pliq — ,O(X, t)
liq — Pvap Pliq — Pvap .

¢(Xs t) = ¢liq + (pvap (20)

Proper lattice-scale interpretation of the source term is very
crucial to ensure accuracy of the solution. Using the macro-
scopic energy equation and thermodynamic 7 ds relations, the

following expansion for the source term was proposed by Hazi

and Markus [41]:

1 op\ dp

— ) —4+V. 21
,OZCv <8T>p + ll:| ( )

d(x,t) = T|:

where (dp/0T), can be accessed from the corresponding
EOS. It can, however, be quite inconvenient from a numerical
implementation perspective to deal with the temporal density
gradient, while being computationally expensive, which mo-
tivated Gong and Cheng [17] to suggest an alternate rendition
by integrating with the continuity equation as

_rl_ L (or :
d>(x,t)_T|:1 pcv(aT>p]V u. (22)

The second-order central difference scheme is employed
in the present paper to maintain consistency with the accuracy
level of the fundamental LBM. The conjugation of momen-
tum and thermal LB models, armed with the pseudopotential
scheme, can simulate the phase-change process with reason-
able veracity [17,18].

III. PROPOSED AMENDMENTS IN THE
SC-LBM FRAMEWORK

Despite successful conceptualization of pool boiling in the
above SC-LBM framework, applicability of nearly all the
available models is restricted only in the neighborhood of
the critical point, owing to their failure with higher liquid-
to-vapor density ratios. Available multiphase LB algorithms
are numerically unstable in such cases, incapable of locating
the interface with precision. It is imperative to identify the
rationale behind such shortfall, before an appropriate solution
can be devised, which has motivated several research efforts
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FIG. 2. Appearance of spurious velocity currents around a static liquid droplet being stabilized in a periodic domain at 7z = 0.73, following
(a) discretization scheme A and (b) discretization scheme B, and (c) variation of maximum false velocity with density ratio following both
schemes. Proposed scheme B offers substantial suppression in spurious velocity, while also enabling simulation at much higher-density ratios.

exploring a possible remedy [26,42,43]. The existence of spu-
rious velocity currents in the vicinity of the curved interface
separating the coexisting phases was identified as one of the
principal contributors, which can be demonstrated through the
standard static droplet problem. When such a liquid droplet is
suspended in a quiescent bulk vapor field at the absence of any
body force, steady-state velocity at every node should be zero
for a periodic domain. However, as illustrated in Fig. 2(a),
small velocity vectors exist over the complete domain, with
increasingly greater magnitude as the interface is approached.
Insufficient isotropy of the discretized form of the SC force
term has been earmarked as the principal contributor to such
spurious velocities [26,42], which gets augmented at higher-
density ratios. Spurious velocity currents around the interface
also induce localized fluctuations in fluid temperature, leading
to capricious predictions and numerical instability at higher-
density ratios.

In an attempt to trace the concerned genesis, the right-hand
side of the SC force term present in Eq. (9) is expanded to the
tenth order to yield

F5¢(x, 1)

@ L)
Eij v b sifiudiay
+ 2 E o jkimn ¥
= —Gsc¥ (x, 1)At I Stjklmna{ mn ’
7151 jkimnpg Cjklmnpg

1 =(10) A
+Q_!Eijklmnpqrsa]klmnl’fl"sw +ee

(23)
where

EW=E", . = Z w(le:])ei, ciyciy -+ - i -

i

Odd-order tensorial terms are absent in Eq. (23), as they
must reduce to zero to ensure sufficient rotational isotropy of
the lattice structure and involved velocity sets [42], which can

mathematically be summarized as

iyipiz--iy In

E@utl) _ pQntD) Z w(|ei])ei ciyciy i, =0n > 0.
i

(24)

As explained by Shan [26], truncating the discretized form

of the SC force beyond the fourth-order term E® in Eq. (23)
recognizes contributions only from the neighboring nodes

Lattice site where SC
force is calculated

& @ - Lo —9
(1-2,7+2) |(i-Lj+2) |(i.j+2) [ |(i+Lj+2) J(i+2.j+2)
[ = L e )
(i-2.j-1) |(i-Lj+1) i+1j+1) |(i+2,7+1)
o— - s —0- = r
(i-27)  |G-1j) |G (+Lj)  |i+2.))
s — z d ]
(i-2,j-1) |(i-Lj-1) |(j-1)  |@i+Lj-1) fi+2.j-1)
& - —_ g ®

(i-2,j+2) (i-1j-2) (.j-2) (i+1,j+2) (i+2,j-2)

—_—

Layer 1

- —
Layer 2

FIG. 3. Two layers of neighboring nodes considered during the
proposed discretization scheme. Layer 1 involves the eight immedi-
ate neighbors and layer 2 includes the 16 next neighbors, resulting in
a 25-point discretization scheme.
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(layer 1 from Fig. 3), allowing E© to primarily determine
the extent of the intruded anisotropy. In order to enhance the
isotropy, it is imperative to include the higher-order terms,
which is expected to reduce spurious velocity currents at the
interface, consequently reinforcing numerical stability.

With the aim being simultaneous enhancement of isotropy
of the discrete equations and thermodynamic consistency of

J

F5C(x,1) = — Gsc B (x, t)At|:

1 —
— Gsc p At
+

1 (6
+§Eijklmn

2 1p©

5! " ijklmn

The discretized versions of the modified SC force are de-
tailed in the Appendix. The anisotropy in the proposed scheme
is expected to stem from the corresponding tenth-order term,
which must have a much smaller influence in comparison to
the same in an earlier model, thereby promising the use of
the modified SC-LBM algorithm to higher-density ratios. The
lack of sufficient number of neighbors around the boundary
nodes, however, forces us to revert back to Eq. (15) solely for
them. To substantiate the enhanced isotropy of the proposed
scheme, the present algorithm needs to be analyzed for a vari-
ety of scenarios involving pool boiling, and a comprehensive
report for the same is presented in the next section.

IV. RESULTS AND DISCUSSION

As has been repeatedly stressed, the objective of the
present paper is to devise an improved SC-LBM algorithm
capable of simulating pool boiling scenarios involving higher-
density ratios. It is, therefore, essential to test the proposed
model for various simple and complex geometries. Before em-
barking on such case studies, an attempt is made to envisage
the extent of improvements possible with the current frame-
work by comparing its output with the same from existing
ones, and the static droplet problem quoted earlier is selected
accordingly.

A. Improvement over the existing model

Insufficient isotropy of the existing algorithms produces
false velocity currents near the curved interface during multi-
phase simulations, yielding nonzero velocity magnitude even
in the vicinity of a static droplet, as already demonstrated
in Fig. 2(a). Here simulation is performed by initiating a
droplet inside a periodic domain and continuing the numerical
procedure until the completion of natural phase separation.
False velocity currents are clearly visible in the figure, with an
enhanced level of spuriousness close to the curved interface,
gradually diminishing with increasing distance from the same.
Formation of small local vortices is also evident. The magni-
tude of such spurious velocity steeply rises with the density
ratio [Fig. 2(c)], making the solution unstable as the system
moves away from the critical temperature.

IED 092 (x + G AL D + 5 Ef5) 0¥ (X + ¢ AL 1)
Ojktmn V> (X + GiAL 1) + FES)

the overall SC-LBM formulation, the present paper proposes
a merger of the updated interparticle interaction force hypoth-
esized by Gong and Cheng [33] [Eq. (15)], with the above
postulate of Shan [26], by extending the discretization to E ®,
which embodies the second layer of the neighboring nodes
(layer 2 of Fig. 3) into evaluation as well. Accordingly the
following is the proposed form of the updated SC force:

IE@ 0,0 (x+ At 1) + SED 0,0y (x + e, 1)
8jklmnw(x + ciAt’ t) + %Ei(]i)lmnpqajklmnqu(X + C,‘Al, t)

} +0%). (25)

2
ljklmnpqa/'klnml”iw (X + C,‘A[, t)

(

To illustrate the improvement with the modified discretiza-
tion scheme, we have performed simulations with both the
methods, so that a direct comparison with the earlier model of
Gong and Cheng [33] can be facilitated, and concerned obser-
vations are summarized in Fig. 2(c). Here the existing model
is denoted as scheme A, whereas the updated discretization
scheme [Eq. (25)] is marked as scheme B. Adopting a com-
putational domain similar to Fang et al. [20], and adhering
to the original formulation of Gong and Cheng [33] (scheme
A), we could achieve a maximum density ratio of only about
174, which corresponds to a reduced temperature (7g) of 0.7
for R134a, as shown in Fig. 2(b). The maximum velocity
magnitude yielded by scheme B for any given density ratio
is noticeably lower than the predictions from scheme A. For
example, at 7z = 0.73, the largest amplitude of spurious ve-
locity with scheme A is about 113% greater than the same
predicted with scheme B, despite dealing with near-identical
density ratios. The same can also be substantiated by visually
comparing the velocity vectors depicted in Figs. 2(a) and 2(b).
More importantly, stable simulation with substantially higher-
density ratio is also feasible. Continuing with the simulation
setup of Fang et al. [20] and employing the proposed SRT-LB
discretization (scheme B), we have successfully computed
the static droplet at a density ratio of about 600 (7 =~ 0.63),
which is a considerable improvement over the existing litera-
ture (T £ 0.7 in Fang et al. [20]). They were able to attain
such temperature levels only with the MRT-LB framework
[44], which is definitely more computation intensive. It is also
interesting to note that, despite a higher level of spuriousness
beyond a density ratio of 300, the proposed algorithm is capa-
ble of sustaining the simulation, which is an apt demonstration
of the enhancement in isotropy of the discretized form.

We must, however, admit that the contribution from the
second nearest neighbor in the discretized force term is not
consistent with the strictly local nature of the spatial dis-
cretization in classical LBM. Any multiphase LB algorithm
has a bit of nonlocality ingrained to the formulation, and
consideration of the second nearest neighbor appends to that.
The collision operation with both momentum and thermal
distribution function, though, maintains locality, and there is
no requirement of explicitly evaluating pressure unlike Tanaka
et al. [31]. The modified scheme B requires only about 15%
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FIG. 4. Qualitative validation of the proposed algorithm: (a) The pressure differential across the interface of a static droplet exhibits a linear
relationship with the reciprocal of droplet radii for three different saturation temperatures; (b) liquid and vapor coexisting densities predicted
with scheme B referred to earlier demonstrate excellent conformity with the Maxwell area construction rule [37] at significantly lower reduced

temperatures.

more computational time compared to scheme A while simu-
lating pool boiling, which is quite reasonable considering the
improvement achieved in suppressing the spurious velocities.
The increase in computational cost with the formulation of
Tanaka et al. [31] was substantially greater, as per their own
admission. Primary contribution towards the increased time
requirement with scheme B in our paper is expectedly from
the SC force calculation, as the concerned CPU time rises
from about 8.82 to 19.26%. Consequently, the CPU times for
the momentum and thermal collision operations descend from
15.55 and 15.74%, respectively, to 13.93 and 14.11%, despite
no significant change in their values. One possible penalty
may, however, have to be incurred with the current scheme
in terms of the enhanced complexity in parallelization owing
to the nonlocality. One of the most alluring features of LBM
is easy amenability to parallelization, and the intrusion of
nonlocality in any multiphase LB algorithm can affect that, the
SC force itself being nonlocal in nature, which can be more
sizable with the inclusion of the additional layer of nodes in
SC force calculation.

B. Numerical validation

The pseudopotential-based LB multiphase model does not
require any specific interface-tracking algorithm, which is one
of its most notable advantages. It allows natural separation
of phases based on the density differential and hence it is
logical to employ the traditional Laplace test for an indirect
validation, which demands a precise interface conceptualiza-
tion. Consequently, simulations are performed to stabilize a
static liquid droplet in a vapor domain in the absence of
any body force for three different reduced temperatures. Re-
sultant variations in pressure differential across the interface
(6p = pin — Pout) are plotted with respect to the inverse of
droplet radius in Fig. 4(a). A clear linear relationship is con-
spicuous, which is sufficient testimony towards successful
diagnosis of surface tension at the interface.

As discussed earlier, another important facet to secure
during any multiphase simulation is the compliance of

simulated phasic densities with the analytical value obtained
from the Maxwell area construction rule [37]. This is a critical
constraint towards thermodynamic consistency of any multi-
phase LB model. Accordingly the static droplet problem is
revisited over a range of reduced temperatures with both the
discretization schemes, referred to earlier as scheme A and B.
As presented in Fig. 4(b), both yield satisfactory reproduction
of the analytical value of the saturated liquid density. There is,
however, deviation on the vapor side, with scheme A notice-
ably veering away from the theoretical curve. The proposed
scheme B is able to extend the simulation to significantly
lower saturation temperature and hence much lower-density
ratio, albeit at the expense of degraded accuracy for 7, < 0.66.

C. Problem definition

Four different geometric configurations are selected to en-
visage the bubble dynamics and heat transport characteristics
during pool boiling with the proposed algorithm, gradually
advancing from simple to complicated domains. Correspond-
ing schematic representations are available in Fig. 5, and
the associated initial and boundary conditions are delineated
below.

The first test case concerns nucleate pool boiling in a rect-
angular domain [Fig. 5(a)], composed of 150 x 600 lattices.
The domain is initially filled with saturated liquid maintained
at Tz = 0.75. The synthetic refrigerant R134a is selected as
the working fluid and the relevant thermophysical properties
are initialized with the corresponding saturated liquid prop-
erties. PR-EOS predicts a corresponding lattice-level liquid
density value of 7.68 and vapor density of 0.099, which
conforms to a density ratio of about 77.6. It is consider-
ably higher than comparable literature, where hardly any
study exits for Tz < 0.85. As mentioned earlier, the surface
wettability force is realized in Eq. (16) by tuning the false
wall density at the solid node neighboring to the solid-fluid
interface. Unless stated otherwise, we adhere to a fixed mag-
nitude of p,, = 4.0, which concedes a contact angle of 56.97°.
The vertical boundaries are periodic in nature, while the top
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FIG. 5. Schematics of the geometric configurations considered for the present paper: (a) an open rectangular domain with a micro-
or distributed heater at the bottom surface; (b) an open fluid-filled cylinder housing a noncoaxial rotating solid cylinder, which embeds a
microheater at the top surface; and (c) a structured heater composed of four identical columns mounted along the bottom surface of an open

rectangular domain.

boundary is identified as a free surface, characterized by
saturation temperature and pressure, i.e., Tg = 0.75 for the
present configuration. The bottom surface houses a micro-
heater, portrayed by an isothermal section of five lattice unit
length (Iy) with elevated temperature. The unheated part of
the bottom surface is maintained at the initial temperature.
All the reported computations are performed with g = 1.185
and g =5 x 107>, unless mentioned otherwise. Magnitudes
of the relaxation times are obviously dependent on the prevail-
ing fluid properties. For Tz = 0.75, the relaxation parameters
for momentum conservation () for liquid and vapor phases
are found to be 0.75 and 1.33, respectively, while the same
in relation to energy conservation (t,) are 0.57 and 1.47,
respectively.

The second problem adopts a curvilinear geometry in the
shape of a cylindrical fluid-filled container with an open face
at the top, as shown in Fig. 5(b). It includes a smaller solid
cylinder, with the centers of both the cylinders having a verti-
cal offset (dy;) of 100 lattice units. The diameters of the larger
(Dy) and smaller (D;) cylinders are 300 and 40 lattice units,
respectively. The inner one rotates with a constant angular ve-
locity of w; = 7.5 x 1073, while the other remains stationary.
A microheater stretching across seven lattice units is mounted
on the surface of the smaller cylinder, the surface of which
is subjected to a certain controlled amount of superheat. The
wall of the outer cylinder is isothermal, while the top opening
is contemplated as a free surface.

The geometry of the third problem resembles the first one,
with the primary difference being the incorporation of a wider
heater. A plain heater of 400 lattice unit width is symmetri-
cally emplaced on the bottom boundary of the computational
domain measuring 600 x 800 lattice units. This configuration
is modified in the fourth problem to inlay a structured heater,
embodied by four identical solid columns [Fig. 5(c)]. The
horizontal expanse of the heater, as well as the domain di-
mensions, remain unchanged. We have selected the width and
height of the columns, as well as the intercolumn distance,
to be the same, with wy, = hy = d; = 40 lattice units. The
selected sections along the bottom wall, as well as the surface
of all the columns, constitute the heater and are maintained at

the elevated temperature to instigate bubble nucleation. The
initial and thermal boundary conditions stand similar to the
first configuration in all the others.

It is pertinent to acknowledge that the grid structures em-
braced for each of the geometric configurations have been
identified through systematic mesh-convergence study, which
can be detailed here with the first one as example. We
consider three different mesh structures, namely, 120 x 480,
150 x 600, and 180 x 720. Initially the rectangular domain
is assumed to be filled with saturated liquid at 7z = 0.9, and
a microheater having a width of five lattice units is placed
centered at the bottom wall with AT, = 0.4. Lattice-level
magnitude of the gravitational acceleration is adjusted ac-
cording to the imposed length scale, which varies with the
adopted mesh structure. All the three nodal arrangements
yield near-identical profiles of fluid density along the vertical
centerline, which can be visualized to reveal the thickness of
the diffused interface, with density changing from vaporlike
to the liquidlike level as we move upward. That establishes
the mesh-independent nature of the reported results, and, ac-
cordingly, we have converged on 150 x 600 to perform all the
subsequent simulations. Similar procedure has been followed
for the other three configurations as well.

To expedite direct comparison and ease of data analysis,
we comply with the original definitions of the characteris-
tic length (L), characteristic velocity (1), and characteristic
time (tp) proposed by Gong and Cheng [18] for the remainder
of this paper, which are reproduced here to maintain continu-
ity of reading:

o U
o= | ——— up=+/glo, to=—.
’ sor—po) O TVEC T

D. Rectangular domain with a microheater

(26)

The modified discretization scheme is employed first
to explore the bubble dynamics during nucleation from
a microheater submerged in an initially isothermal liquid
pool [Fig. 5(a)]. Conventional multiphase algorithms cannot
spontaneously instigate the process of heterogeneous nucle-
ation and subsequent dynamics, owing to their ineptitude in
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FIG. 6. Numerical characterization nucleate boiling from a microheater in an open rectangular domain: (a) snapshots of one bubble
ebullition cycle presenting temperature contours, velocity vectors, and bubble contour (thick black line); (b) validation of Fritz’s correlation
[45] to prove that the bubble departure diameter is inversely proportional to g; and (c) temporal variation in wall heat flux for two different
wall superheat values, demonstrating periodic dewetting and rewetting of the heated surface.

destabilizing the phase equilibrium, and popularly require
a microbubble at the simulated nucleation site, in complete
contrast to real experiments. One of the distinct merits of
phase-change LB models is the nonrequirement of any ar-
tificial vapor injection or assumed nucleus. In the present
algorithm, the liquid-vapor coexistence density is controlled
by the adopted non-ideal-gas equation of state (PR-EOS) em-
bedded into the modified pressure tensor. On addition of a
sufficient amount of energy (= enthalpy of vaporization) to
the superheated liquid, PR-EOS estimates the nodal density
to be equal to or less than saturated vapor density, allowing
direct categorization of phases. This particular feature allows
us to replicate true experimental condition into the numerical
framework, stimulating nucleation on the microheater surface
on addition of energy to the saturated liquid and ensuing
bubble dynamics.

A series of snapshots is presented in Fig. 6(a) to demon-
strate the ebullition cycle during pool boiling with the
microheater, when the heater surface is subjected to a wall
superheat of AT, = 0.55. Here the time step is normalized
using the characteristic time defined above (t* = t/fy). The
first picture in Fig. 6(a) depicts the initial status of the domain,
where it is filled with quiescent liquid at saturation temper-
ature. Continuous energy addition gradually induces natural

convective motion in the domain, along with the development
of a superheated liquid layer on the heater surface. A minus-
cule bubble appears slightly before #* = 33.3, marking that
as the instant of first nucleation. As the energy injection is
continued, the bubble grows in size, increasing the contact
area. A significantly larger bubble is visible at t* = 41.1. The
expansion of the interface also forces the liquid away from
the heated surface, inducing some liquid motion, as is evident
from the small velocity vectors appearing around the bubble.
Being proportional to the bubble volume, the buoyancy force
rapidly enhances with such bulging and attempts to tear the
bubble away from the surface, confronting the surface ten-
sion force, which is reciprocal to the length of the contact
line. The size of the bubble at the instant of departure is
decided by the interplay of these two forces. The snapshot
corresponding to t* = 51.1 displays the domain immediately
after the departure of the first bubble, where a small vapor
embryo is left behind, which can expedite the appearance of
the next one. The void left by the departure creates a low-
pressure zone, and surrounding liquid rushes in to fill that
up, as demonstrated by noticeably large velocity vectors. It
is, therefore, very much evident that the present algorithm
is able to emulate the entire ebullition cycle for the selected
configuration.
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FIG. 7. Snapshots of one bubble ebullition cycle from a microheater in an open cylindrical domain presenting velocity vectors and phase
contour; here red and blue colors, respectively, symbolize liquid and vapor phases.

A correlation was proposed by Fritz [45] to identify an
analytical expression for bubble departure diameter from a
balance between surface tension and buoyancy, which is of
the following form:

Dy =0.0208 |— 2 —0.0208 . (27)
g1 — pv)

Variation in thermophysical properties can be neglected
within such a pool because of inconsequential change in the
hydrostatic head. Consequently, the departure diameter can
be viewed to be inversely proportional to the gravitational
acceleration (D; g‘o's), which is a widely used medium for
code validation within the LB community [18,20,21,46]. Con-
cerned predictions from our paper are available in Fig. 6(b) for
Tz = 0.75, demonstrating a very reasonable prediction with
an exponent of 0.47, which can be considered to be an indirect
validation for the present algorithm. A comparison is also
drawn here with scheme A, which predicts an exponent value
of 0.45 with identical sets of operating conditions, thereby
substantiating the superiority of scheme B over itself.

The temporal variation in heat flux at the nucleation site for
two different wall superheat values are presented in Fig. 6(c).
A periodic pattern is quite evident, with the heat flux attaining
the peak at the moment of bubble departure. The residual
embryo promptly starts expanding on the surface, pushing
the liquid away from it. Thermal conductivity of vapor being
significantly lower than liquid, a drastic plunge in heat flux
results, and this phenomenon is referred as dewetting. Once
the vapor grows reasonably in size, the necking process is
initiated, with swift decrease in the vapor-solid contact area
and liquid rushing in to fill the void. Heat flux noticeably

increases during such rewetting, reaching the maxima on de-
parture, followed by another dewetting and hence completing
one ebullition cycle. A larger wall superheat imparts a greater
amount of energy into the fluid domain and hence escalates
the departure process by reducing the time period of ebulli-
tion. Raising the superheat from 0.55 to 0.65 nearly doubles
the frequency, with substantial rise (*19%) in the peak heat
flux as well.

E. Cylindrical domain with a microheater

Our next focus is on analyzing the nucleation character-
istics in a non-grid-aligned geometry and consequently the
fluid domain bounded by two non-co-axial cylinders is se-
lected, the schematic of which is available in Fig. 5(b). Here
the inner cylinder is assumed to be rotating in clockwise
direction, imposing motion to the initially stagnant fluid. A
wall superheat (ATg,p) of 0.55 is imposed on the microheater
surface and prospective developments in the flow domain are
presented through a series of snapshots in Fig. 7. The first
instant corresponds to * = 1.28, where no vapor nucleus is
present, while the fluid adjacent to the smaller cylinder fol-
lows its motion. Such forced flow, however, remains restricted
only within a narrow zone around the inner cylinder, with
the bulk exhibiting negligible velocity. The first instance of
nucleation appears at t* = 5.12, as a small vapor nucleus is
visible on the heater surface. Because of the inflicted motion
of the neighboring fluid layer, the bubble is pushed in the
clockwise direction, emanating asymmetry to the liquid-vapor
interface, with the vertical axis increasingly tilting right with
time. Subsequent growth of the vapor nucleus is depicted in
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the next three snapshots, along with gradual rightward incli-
nation. With rise in bubble size, buoyancy and liquid inertia
progressively become stronger in comparison to surface ten-
sion, and the necking process is initiated. A very thin neck can
be seen around +* = 24.35, signifying that the bubble is about
to depart. The bubble rises quickly postdeparture, driven by
buoyancy, and also gets pushed further right by the moving
liquid (t* = 28.2). A small vapor embryo can be on the heater
surface, which leads to the next nucleation, an observation
similar to the rectangular domain. The present algorithm can,
therefore, claim to have successfully reproduced the ebullition
cycle even in cylindrical configuration, despite a staircase
representation of the curved surface.

F. Boiling regimes with a distributed heater

With the presence of multiple nucleation sites in the form
of a distributed heater, it is possible to identify two distinct
regimes of pool boiling [1,21], namely, nucleate and film
boiling, separated by a span of transition. Nucleate boiling is
characterized by periodic growth of isolated bubbles in dis-
tinct nucleation sites at low wall superheat. With rise in wall
temperature, such bubbles can merge in the vertical direction,
resembling a columnar structure. That causes a sharp ascent
in surface heat flux during temperature-controlled experiment
and also hinders the movement of liquid rushing in to fill
the void, helping the nucleating bubble to grow larger. The
number of active nucleation sites also increases with the wall
superheat, the consequence of which is the merging of bubbles
along the surface and subsequent development of a vapor
film. Stable film boiling is feasible only at substantially high
wall superheat, where radiation is a major contributor towards
overall heat transfer and poor conductivity of vapor limits the
conduction counterpart. The transition regime is symbolized
by wavering between bubble nucleation and unstable film
formation in a nonregular manner, showing glimpses of both
the regimes.

While a conventional finite-volume simulation requires the
assumption of single or multiple vapor embryos to instigate
the numerical procedure [47], Li et al. [21] have shown that
the LB multiphase model can produce all three modes of pool
boiling without any such precondition. So our next objective
is to illustrate different regimes of pool boiling using the
third geometric orientation described in Sec. IV C, and the
observations with three representative wall superheat values
are detailed below.

Figure 8 shows the snapshots for four different time in-
stants with a wall superheat of 0.21. The first set of nucleation
appears slightly before t* = 23.07, with two sites getting ac-
tivated close to either edge of the heater. While both these
embryos grow into larger bubbles and necking gets initiated,
presence of the superheated liquid layer on the heater surface
is quite prominent. Both the antecedent bubbles depart around
t* = 32.04, leaving a respective minuscule embryo on the
surface. Similar to the point heater, departure of the vapor
bubble induces substantial liquid motion, which introduces
an additional inertial effect into the domain. The departed
bubbles approach spherical shape while rising (not shown),
which is an indicator of the dominance of the surface tension
over inertial force, owing to the smaller velocity level involved

here. This particular pattern of vapor nucleation, growth, and
departure is repeated in a periodic sequence, with new nucle-
ation sites getting activated over time around the heater center.
Still, for the imposed wall superheat, the number of active
nucleation sites remains low enough to restrict the dynamics
to the isolated bubble rising mode of the nucleate boiling
regime.

The local heat flux, with specified degree of wall superheat,
is reliant on the thermal conductivity of the no-slip layer in
contact with the heater surface. As the composition of that
layer teeters between liquid and vapor, with massive disparity
among their respective thermal conductivities, instantaneous
area-averaged heat flux is strongly dependent on the relative
fraction of heater surface being covered by the vapor phase
(Af = Avapor/Aneater), and can be defined as

e 1 [T 3Tk
G"'=——

— dx. (28)
LH —Lp /2 8y

y=0

Temporal variations in both these parameters are presented
in Fig. 8(b), where the span is selected after the first set
of nucleation and domain attaining periodicity. It must also
be noted that, for a two-dimensional domain, the dimension
normal to the plane of the figure can be assumed to be unity,
and hence Apyppie = Ly. The visual pattern of heat flux (¢ )
alteration is quite similar to Fig. 6(c). The heat flux also
shows an inverse relationship with the area fraction covered by
vapor (Ay), which is very much logical considering the ratio
of liquid-to-vapor thermal conductivity k;/k, = 10.1 for the
selected conditions.

A noticeable change in the domain thermal hydraulics
can be observed on increasing the wall superheat to 0.27, as
demonstrated in Fig. 9. A larger temperature differential at the
heater surface infuses energy to the fluid domain at a faster
rate, inducing earlier nucleation, despite initial conditions be-
ing the same. At t* = 10.25, the heater surface is partially
covered by a thin vapor film, owing to the faster rate of vapor
generation and merging of neighboring nuclei along the sur-
face, with two prominent bubbles protruding from either ends
of the film. These bubbles gradually attain their respective
critical volumes because of the continuous energy addition
and repudiate the surface to rise upwards (#* = 14.09). It is
interesting to observe the oblate shape of these bubbles during
their upsurge, which hints towards a balance between inertial
and surface tension forces. Compared to the previous case,
here the liquid velocity level around the upsurging bubble
is noticeably greater, enhancing the inertial effects. Another
set of bubbles can be observed over the next two snapshots.
Periodic growth and departure of bubbles destabilizes the film,
which remains to be capricious and discontinuous. The frac-
tion of heater surface shrouded by the vapor film frequently
changes without following any pattern, which is the primary
attribute of the transition regime of pool boiling, displaying
traits of both nucleate and film boiling simultaneously. The
fickle nature of the phenomenon is clearly evident following
the irregular appearance of spikes and dips from Fig. 9(b).
Any peak in surface heat flux corresponds to a trough in the
vapor area fraction, indicating a shrink in the length of vapor
film. Such erratic fluctuations are consistent with the obser-
vations from Li et al. [21], authorizing the transitory nature
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FIG. 8. Characterization of nucleate boiling from a distributed plain heater in an open rectangular domain with AT, = 0.21: (a) snapshots
of bubble nucleation and growth from discrete nucleation sites, where existence of the superheated liquid layer and bubble-induced liquid
motion can clearly be seen, and (b) temporal variations in wall heat flux and vapor area fraction, showing considerable rise in heat transmission

following departure of a bubble.

of the flow regime. Still the fraction of surface covered by
vapor is significantly larger compared to pure nucleate boil-
ing, which is the consequence of the formation of an unstable
film.

A more stable vapor film is established with even higher
wall superheats, as can be seen from Fig. 10 for ATy, = 0.31.
The film covers the entire heater surface, preventing liquid
from coming in contact with the heater surface and hence
any direct energy addition. The only possible way for the
liquid to acquire energy is via conduction through the vapor
film, which is naturally a weak process. The thin vapor film
present in the first snapshot grows significantly by t* = 6.4,
with the primary mode of phase conversion being evapora-
tion at the liquid-vapor interface and subsequent diffusion
of molecules across it. With increase in thickness, growth
of two vapor bubbles can be seen around ¢t* = 10.25, which
leaves the film in the next snapshot. Gradual thickening of
the film and thermal convection in liquid in the vicinity of
the film introduces substantially larger velocity on the liquid
side of the interface. Corresponding shearing action may be

the reason behind ripping off of bubbles from the interface.
However, the degree of superheat not being very high, the
role of viscosity cannot be ignored either. Accordingly, we are
presently not in a position to categorize the vapor formation
from the film as a Rayleigh-Taylor instability, originating
because of the presence of lighter phase below the heavier
one, or Taylor-Helmbholtz instability induced by velocity shear
[48-50], which demands more focused exploration. In fact,
that is not the objective of the present work as well. While
the thickness of the film changes with time, it continues to be
stable over the heater surface, as it is being substantiated by
the magnitude of area fraction (A ;) steadily hovering around
1. The heat flux also constantly persisted with a level much
lower than nucleate boiling, compatible with the poor thermal
conductivity of vapor.

In conventional multiphase simulations, it is custom-
ary to assume the saturation temperature to prevail inte-
rior to the bubbles, which is in contrast to the exper-
imental knowledge. The microthermocouple measurement
of Wagner and Stephan [51] revealed significant super-
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FIG. 9. Characterization of transition boiling from a distributed plain heater in an open rectangular domain with ATy, = 0.27: (a) snap-
shots of bubble nucleation from an unstable vapor film, the expanse of which keeps on changing with time and the superheated liquid layer

of which is also unstable, and (b) temporal variations in wall heat
phenomenon.

heating inside the embryo, which was later reproduced
through LB simulations [18,21]. The same has successfully
been emulated in the present paper. A substantial temperature
gradient exists within the vapor phase, particularly for the
ones getting ripped off the film. A thin superheated liquid
layer can also be seen around the growing and rising bubbles.
So we can claim that the present scheme is competent in
capturing both the bubble dynamics and thermofluidic pattern
quite realistically.

It is pertinent to mention here that radiation can have a
significant role in overall heat transfer during film boiling
owing to the rise in absolute surface temperature, and absence
of any such model can be recognized as a limitation of our pa-
per. However, the prime objective here is to test the modified
discretization scheme for several pool boiling scenarios and
the proposed algorithm is definitely successful on that count.
Further, the highest absolute surface temperature considered
here with R134a is a mere 411.6 K, which is not really high to
render radiation significant.

flux and vapor area fraction, signifying the quite chaotic nature of the

G. Boiling regimes with a structured heater

Appraisal of boiling heat transfer with engineered surfaces
is of great practical relevance, as no real surface is perfectly
flat in nature and structured surfaces have been reported to
enhance the rate of heat transmission [52-55]. There are two
possible reasons behind such augmentation in heat transfer.
Along with an obvious increase in surface area with columnar
structures, thereby directly raising the number of available
nucleation sites, the gap between adjacent structures can also
house a preexisting nucleus by trapping vapor. The obstruc-
tions also induce larger liquid advection, offering a quite
dissimilar scenario compared to the plain heater. Therefore,
we employ the SC-LBM algorithm with the modified dis-
cretization scheme to explore pool boiling with the structured
heater shown in Fig. 5(c), and corresponding observations are
summarized in Fig. 11 in terms of bubble profiles.

Snapshots presented in Fig. 11(a) refer to the nucleate
boiling regime, with distinct bubble generation on differ-
ent locations of the heater. As mentioned above, the gaps
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FIG. 10. Characterization of film boiling from a distributed plain heater in an open rectangular domain with ATy, = 0.31: (a) snapshots
demonstrating the formation of a stable vapor film over the entire heated surface and occasional vapor release following interfacial instabilities
and (b) temporal variations in wall heat flux and vapor area fraction, substantiating the stable nature of the film with the area fraction being

near constant around unity.

between the columns act as large rectangular cavities and are
always occupied by the vapor phase, therefore consistently
providing vapor embryos. The corners of the columns appear
to be the most active nucleation site, owing to the struc-
tural discontinuity, and embryos appearing on the adjacent
corners of neighboring columns can easily merge with each
other, producing bigger bubbles. The boiling mechanism from
rectangular cavities was explained by Mu et al. [19] for a
low-density ratio of 10. Despite the density ratio adopted in
our paper being about eight times that, the physics remain the
same. Significantly higher liquid velocity beneath the depart-
ing bubbles has also been noted, which accelerates the upward
motion of the bubble.

Transition boiling can be found from Fig. 11(b) for a wall
superheat of 0.27. All the structures are covered by vapor film
at t* = 7.69, which is definitely not the case at t* = 15.38.
A couple of bubbles have already left the surface, completely
destroying the film. The film remains unstable over the entire
duration of computation. More stable film formation is possi-
ble with ATy, = 0.31 [Fig. 11(c)]. Even after the departure of

several bubbles, the film continues to cover the entire heater,
affirming the fully developed film boiling regime. The con-
cerned physics is well established and the presented numerical
results are consistent with the ones reported by Chang et al.
[55], albeit for a substantially lower-density ratio of 10. Our
modified discretization scheme, therefore, is able to success-
fully reproduce the pool boiling phenomenon on structured
surfaces for higher-density ratios.

H. Boiling curves

As we have already observed, it is possible to experience
different regimes of pool boiling with change in wall super-
heat, with each having its own thermal characteristics. The
presence of liquid in contact with the heated surface and
enhanced bubble-induced fluid motion steeply increases the
wall heat flux during nucleate boiling with rise in superheat.
However, for a very high rate of vapor generation leading
to the formation of bubble jets, movement of liquid to the
heater is hindered, which affects the heat flux and results in
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FIG. 11. Snapshots of pool boiling from a distributed plain heater in an open rectangular domain during (a) the nucleate regime with
ATy, = 0.21, (b) transition boiling with ATy, = 0.27, and (c) film boiling with AT, = 0.31. Here red and blue colors, respectively,
symbolize liquid and vapor phases. Nucleation can clearly be seen to initiate from the corners of the columnar structures.

a more moderate variation. The number of active nucleation
sites also increases with surface temperature, which aids hori-
zontal spreading of the vapor film through merging of bubbles,
and consequent evolution to the transient regime. While the
vapor area fraction during nucleate boiling remains restricted
between 0.1 and 0.5 during the nucleate boiling [Fig. 8(b)],
it hovers around 0.7 in the transition regime [Fig. 9(b)] and
approaches unity once the film is fully developed. Vapor being
a poor thermal conductor, the wall heat flux suffers drasti-
cally with such break in thermal communication during film
boiling, as has already been observed from Fig. 10(b). After
stabilization of the film, however, the heat flux starts climbing
again, mostly as a linear function of the degree of superheat.

The above discussion is traditionally conceived in terms
of the boiling curve [1] and the same approach is followed in
Fig. 12, where we have plotted the time-average wall heat flux
against the degree of superheat. Following Ma et al. [23], the
average flux is defined as

e L[]
e Lyt —t) Jy Jowyp 0y

where (t; — 1) is a very long time interval, which starts after
the initiation of vapor generation. The culmination of the

dx (29)

y=0

nucleate boiling regime is identified in terms of the critical
heat flux (CHF), whereas the onset of film boiling corresponds
to the Leidenfrost point. All the three modes of pool boiling,
along with the transformation points, have nicely been repre-
sented for both plain and structured surfaces. As postulated
earlier, the structured surface consistently enjoys greater heat
flux for any specified superheat. The CHF value with the
structured surface is also noticeably higher, as the peaks of
the columns are more likely to remain in contact with the
liquid than the plain surface. A higher rate of heat transfer
also allows a stable film formation at comparatively lower
superheat, thereby shifting the Leidenfrost point to the left and
substantially limiting the extent of transition boiling.

A quantitative validation is attempted by allegorizing the
CHF predicted for the plain surface with correlations from
literature, and the well-known Zuber relation [56] is employed
for the same, which has the following form:

o —
4 cur = Khygpo [W}

v

(30)

Sun and Lienhard (from [56]) suggested a value of 0.149
for the constant K, which yields a theoretical CHF value of
2.079 x 1073 lattice units for R134a with the present domain,
whereas our simulation produces an anticipated CHF value of
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FIG. 12. Boiling curves with plain and structured distributed
heaters in an open rectangular domain. The transition regime with
the structured heater is noticeably shorter, with CHF getting shifted
towards the right and the Leidenfrost point shifted towards the left.
The heat flux level with the structured heater is also consistently
higher than that with the plain heater, yielding a greater CHF value.

2.33 x 1073 lattice units, which is within 10% accuracy level,
and hence can be considered to be satisfactory.

1. Effect of surface wettability

The numerical approach of incorporating the surface wetta-
bility force in our algorithm is one final aspect to be discussed.
The false wall density appearing in Eq. (16) is a direct rep-
resentation of the contact angle effective at the three-phase
interface, as can be comprehended from Fig. 13. It is def-
inite that a value of p, closer to liquid density yields a
low contact angle, whereas the reverse is true for a value
approaching vapor density. A higher contact angle refers to
a reduction in surface wettability, which allows the vapor
to accumulate over the heated surface more easily, causing
a decline in the heat transfer rate and hence a greater pen-
chant towards film boiling. The same can be substantiated
from Fig. 14, where two different contact angles have been
explored, namely, 39.22° and 56.97°, with the configuration
probed earlier in Sec. IVF. It can be seen from the figures
that, for the same wall superheat and at the same time in-
stants, the fluid with greater contact angle is able to spread
wider over the heater. Variations in vapor area fraction and
surface heat flux with time are presented in Fig. 14(c) for
the sake of quantification, and that firmly supports our earlier
discussion.

The boiling curve is also strongly affected by the contact
angle, as is illustrated in Fig. 14(d). Heat transfer rate for
a fluid with lower contact angle being relatively higher, the
effect of vapor accumulation owing to the vertical merging
of bubbles is delayed quite noticeably. Around the point of
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FIG. 13. The static contact angle inversely varies with the false
wall density and approaches the theoretical extremes of 0° and 180°
on assuming the limiting density values corresponding to vapor and
liquid, respectively, as shown within the insets.

onset of nucleate boiling, the surface is mostly in contact
with the liquid and hence there is no prominent effect of the
contact angle on the boiling curves. However, the curves veer
from each other with rise in wall superheat. The difference
in respective CHF values is quite remarkable, considering
the change in selected contact angles is not very large. This
particular observation of reduction in CHF with enhancement
in contact angle is well documented in literature [57-59]. So
we can conclude that the modified discretization scheme is
successful in capturing the effect of contact angle and surface
wettability on pool boiling.

V. CONCLUSIONS

A detailed discussion regarding the deployment of the
pseudopotential-based lattice Boltzmann method for simula-
tion of pool boiling is presented here. While it has received
conspicuous recognition in literature over the last couple of
decades, inherent thermodynamic inconsistency of the basic
algorithm has limited its application to low-density ratios and
hence only around the critical point of a fluid. We, therefore,
attempt to reinforce the existing approach, through simulta-
neous enhancement of isotropy of the discrete equation and
thermodynamic consistency of the overall formulation, by
reshaping the interparticle interaction term and extending its
discretization to the eighth order. The immediate consequence
of such augmentation can be envisaged following the stabi-
lization of a static liquid droplet in a periodic domain. The
proposed algorithm is able to coax about 113% reduction in
the largest spurious velocity around the curved interface for
comparable density ratios, while sustaining the simulation at
a density ratio of 620, which is a substantial improvement over
about 174 for the existing schemes. Predicted phasic densities
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FIG. 14. Effect of contact angle on the nature of bubble nucleation demonstrated for (a) 8 = 39.22° and (b) 6 = 56.97°, with red and blue
colors, respectively, symbolizing liquid and vapor phases; (c) temporal variations in wall heat flux and vapor area fraction for AT, = 0.25;
and (d) boiling curves for the same contact angles. Fluid with higher contact angle clearly shows a greater inclination towards stable film
formation, resulting in a substantial reduction in CHF under identical operating conditions.

also complied well with the Maxwell area reconstruction rule,
thereby providing an indirect validation.

Several pool boiling scenarios have been explored to
demonstrate the capability of the proposed algorithm. Consis-
tent with earlier SC-LB procedures, it successfully simulates
the nucleation on the superheated surface, without necessi-
tating any assumed nucleus. A complete ebullition cycle is
produced using a microheater on both rectangular and cylin-
drical configurations, as well as with distributed planar and
structured heater surfaces. All three regimes of pool boiling,
namely, nucleate, transition, and film boiling, have been cap-
tured with precision, along with their standard characteristics
in terms of heat transfer coefficient and vapor area fraction,
facilitating the development of a complete boiling curve. The
CHEF value predicted for the planar heater matches within 10%
with the well-celebrated relation of Zuber, which substantiates
its proficiency in simulation of pool boiling. To our knowl-
edge, such an attempt of correlating a computational inference

with an empirical relation is rare in the LB community, partic-
ularly for multiphase models, and that speaks volumes about
the diligence of the proposed augmentation in the SRT-SC-LB
algorithm.

As has already been mentioned, incorporation of a suitable
radiation model is required for precise replication of film boil-
ing for fluids with high critical temperature. Also the adoption
of MRT-LBM with proposed augmentation is expected to
further expand the range of density ratios, optimistically ap-
proaching atmospheric conditions, and hence can be viewed
as the next logical step of continued research.
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TABLEI. List of coefficients involved in the discretized SC force
[26].

Coefficient Y1 %) V3 V4 Vs Ve V1 8
E® 13 i 0 0 0 0 o0 0
E® 4/21 /a5 0 1/eo  2/315 0 0 1/5040

APPENDIX: DISCRETIZED FORCES

As explained by Shan [26], it is never possible to make
all the tensorial terms E™ of Eq. (25) perfectly isotropic in
a finite domain, and therefore it is imperative to ensure that

J

the finite difference operator in the discretized form has the
highest degree of isotropy. The weights, therefore, need to
be optimized to minimize the discretization error. The pro-
cedure to evaluate the same to the sixth order was detailed
by Wolfram [60], which was later adopted by Shan [26] to
expand to E®). As mentioned in the main text, we are looking
for a logical amalgamation of the interparticle interaction
force proposed by Gong and Cheng [33], with the multirange
discretization [26]. Consequently, the discretized forms of the
modified SC force [Eq. (25)] at a particular time instant ¢ in
both x and y directions are presented below, while the involved
coefficients are summarized in Table I following [26]. Here
each 1 refers to the local instantaneous magnitude:

Iyi (Wit — Vic1, ) + va(Wir a1 — Vict 1 + Wi j—1 — Ve j—1) + 2va(Yiga,j — Vica,j)
Fx?/ = — GscBYi jAt| +vs{2(Wita, j41 — Viez, jr1 + Yigo jo1 — Vica, j=1) + Vi1, j42 — izt j+2 + Yig1,j—2 — Vie1,j—2}
F2v8(Vito 2 — Vi2jro + Yiro,j2 — Vi2,j-2)
Iy l+1 i~ Vio 1,) + V2(11f12+1 1T 2 1,j+1 +’»”12+1 j 1~ 11’12 1 ] 1) +2V4( i+2,j wiz—z,j)
- GSC |:+V5 l+2 j+1 1/’2 2,j+1 + ¢1+2 j—1 wz 2,j— 1) + Ipl+l 2 T Yi-1j+2 + 1/ft-H j=2 wiz—l,j—2} ’
+2V8 (¢1+2,.]+2 ¢1—2,_1+2 + wl+2,_}—2 wl—Z..]—Z)
(A1)
IV (Wi jr1 — Vi j—1) + VoWi1,j+1 — Vi1, j—1 + Vi j1 — Ve, j—1) + 2va(Wi joo — Wi j—2)
Fy?, = — GscPy jAt |:+V5{2(1/fz+2 Al = Viga 1 + Yo i1 — Vico 1) + Vit a2 — Vit j—2 + Vic1 a2 — Yio1,j-2}
F2y8(Yigo, j42 — Vi, j—2 + Vi2, jr2 — Viz, j42)
l]/] l/+1 1»ht = 1) + ]/2(1//,+1 j+l1 1izfinrl,jfl + wizfl,zﬁl - wtz 1, 1) + 2V4( i,j+2 wt%j72)
- GSC |:+)/5 z+2 j+1 wH—Z j—1 + Il,l 2,j+1 wiz—Z,j—l) + I'//i+1,j+2 wH—l,/—Z + Iilft—l,j—t—Z w?_],j—z}
+2V8(¢z+2,1+2 wi2+2,j—2 + 1//i2—2.j+2 - ‘/’iz—z,j—z)
(A2)
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