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Enhancements in laser-generated hot-electron production via focusing cone
targets at short pulse and high contrast

D. R. Rusby ,1 P. M. King,1,2 A. Pak,1 N. Lemos,1 S. Kerr ,1 G. Cochran,1 I. Pagano,2 A. Hannasch ,2 H. Quevedo ,2

M. Spinks,2 M. Donovan ,2 A. Link,1 A. Kemp ,1 S. C. Wilks,1 G. J. Williams,1 M. J.-E. Manuel,3 Z. Gavin ,3 A. Haid ,3

F. Albert,1 M. Aufderheide,1 H. Chen,1 C. W. Siders,1 A. Macphee,1 and A. Mackinnon1

1Lawrence Livermore National Laboratory, Livermore, California 94550, USA
2Department of Physics, University of Texas at Austin, Austin, Texas 78712, USA

3General Atomics, 3550 General Atomics Ave, San Diego, California 92103, USA

(Received 14 December 2020; accepted 31 March 2021; published 14 May 2021)

We report on the increase in the accelerated electron number and energy using compound parabolic concen-
trator (CPC) targets from a short-pulse (∼150 fs), high-intensity (>1018 W/cm2), and high-contrast (∼108)
laser-solid interaction. We report on experimental measurements using CPC targets where the hot-electron
temperature is enhanced up to ∼9 times when compared to planar targets. The temperature measured from
the CPC target is 〈Te〉 = 4.4 ± 1.3 MeV. Using hydrodynamic and particle in cell simulations, we identify
the primary source of this temperature enhancement is the intensity increase caused by the CPC geometry that
focuses the laser, reducing the focal spot and therefore increasing the intensity of the laser-solid interaction,
which is also consistent with analytic expectations for the geometrical focusing.
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I. INTRODUCTION

Intense short-pulse laser driven production of bright high-
energy sources, such as x rays [1–4], neutrons [5–7], and
protons [8], has been shown to be an invaluable tool in the
study of high-energy density science. However, to address
some of the most challenging applications, such as x-ray
radiography of high areal density objects for industrial and
national security applications [1–3,9], both the yield and
energy of the sources must be increased beyond what has
currently been achieved by state-of-the-art high-intensity laser
systems.

The yield and energy of secondary particles are typically
dependent on the production of hot electrons whose distribu-
tion is commonly parameterized by f (E ) ∝ A exp(−E/Te).
Here A depends on the amount of laser energy that is cou-
pled into a population of highly energetic and high-current
electrons (known as hot electrons), E is the kinetic energy of
the hot electrons, and Te is their temperature. High values of
both A and Te are important for high-energy Bremsstrahlung
production; one can optimize the target thickness to achieve
the largest dose, but in order to create the highest-energy
x rays, the highest-energy electrons achievable are desirable
[10].

When interacting with a solid target, both A and Te scale
with the normalized vector potential of the laser a0 [11–16],
which is proportional to the incident intensity of the laser,

a0 ≈ 0.85
√

I18λ2
μ, where I18 is the intensity in units of 1018

W/cm2 and λμ is the wavelength of the laser in microns.
To control and/or enhance the yield and energy of secondary
sources, much work has gone into researching methods to in-
crease A and Te through the use of preformed plasmas [17–19],
advanced nanowires [20–23], or focusing plasma mirrors [24].

Targets with cone structures can be used to guide and/or
confine the laser and plasma [25–28].

While several numerical studies have been performed on
high-intensity laser-cone interactions [25,28–31], there have
been relatively few experimental studies [26,27,32,33]. The
target used in this study, which is of particular interest, is a
compound parabolic concentrator (CPC) [34]. CPC targets
are unique compared to other iterations of cones, typically
straight walled cones or capillaries, as they are specifically
designed to focus light into a smaller area, enabling concentra-
tion of light and utilization of the energy at the extremities of
a focal spot distribution. While CPCs can be applied to larger
facilities such as National Ignition Facility (NIF)-Advanced
Radiographic Capability (ARC) Laser and Laser Mega-Joule
(LMJ)-PETawatt Aquitaine Laser (PETAL) [35] where the
facility design requires that large F -number optics must be
used, they can also be used more generally at smaller laser
facilities to enable access to regimes previously inaccessible.

Here we investigate the interaction between a high-
intensity laser and a CPC target in a regime not previously
studied, that of a short pulse (∼150 fs) and high contrast
(∼108) where plasma expansion within the cone target is
minimal. Previously presented experimental results for CPC
targets [34,36] used much longer pulse durations (tens of
picoseconds). For shorter laser pulses, the evolution of the
plasma over the duration of the pulse is not critical to the in-
teraction between the laser and the subcritical density plasma
(<1 × 1021 cm−3), whereas for a longer pulse the plasma can
fill the CPC. For such long pulses and plasma filling, the
hot electrons are accelerated superponderomotively [37,38].
Therefore, due to our relatively plasma free cone, under our
experimental conditions we are able to operate the CPCs as
geometric focusing devices. This allows us to focus the laser
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FIG. 1. A top-down schematic of the experimental setup showing
the target, laser, and electron spectrometer. A 3D drawing of the
CPC, tantalum substrate, and the incoming laser is also shown.

light using this microfocusing target and increase the intensity
of the laser solid interaction, which leads to an enhancement
in electron acceleration via the ponderomotive acceleration
mechanism [14]. The enhancements in the hot-electron tem-
perature that we observe, up to ∼9 times higher than when
using a planar target geometry, are consistent with an ana-
lytical analysis of the geometric focusing. We also conclude,
due to the enhancements we see in the electron distribution,
that CPC targets are ideal candidates for a future target de-
sign for many areas of secondary source development where
intensity or electron temperature is critical to scaling [10,39].
Finally, we show that this conclusion is consistent with two-
dimensional (2D) and three-dimensional (3D) particle in cell
(PIC) simulations.

II. EXPERIMENTAL CAMPAIGN

The experimental campaign was conducted on the Texas
Petawatt (TPW) Laser system at the University of Texas in
Austin [40]. The TPW laser is a 1.054 μm laser that delivered
109.2 ± 7.6 J on target with a pulse duration of 153.0 ± 13
fs during the experiment. We used an F/40 spherical focusing
optic where the Rayleigh range is ≈14.9 mm; therefore, the
size of the focal spot does not vary over the length of the
2 mm long CPC. The focal spot has a 50% enclosed energy at
a radius 89.6 ± 7.4 μm and a 90% enclosed energy at 291.0 ±
16.6 μm. An example focal spot is shown in Fig. 2(a) on a log-
arithmic intensity scale. All values and uncertainties given are
averages and standard deviations from the experimental shots.
The average peak intensity is 4.6 ± 0.5 × 1018 W/cm2, an a0

of 3.9 ± 0.4. The power contrast of the TPW laser system [41]
is ∼5 × 108 and ∼107 at 200 and 20 ps, respectively. There is
also an intrinsic pointing instability introduced from the laser.
From recording the centers of 50 focal spots, this instability
is 62.3 and 75.3 μm in the horizontal and vertical directions,
respectively.

The original description of CPCs was given by Hinter-
berger and Winston in 1966 [42]. The inner surface of the CPC
is a rotated parabola that is tilted about a point below the tip.
Light that enters the opening aperture of the CPC within the
tilted angle is transported to the tip of the CPC. The CPC tar-
gets used in this study leveraged fabrication methods utilizing
two-photon polymerization (2PP). This production technique
provided the means to produce many nearly identical CPCs
with a tip diameter of 65 μm, which is smaller than the focal
spot, and an opening aperture of 805 μm. The 2PP-printed
CPCs were then attached to a 2 mm tantalum disk. The CPC
here is specifically designed for the final F/40 focusing optic.
The focal spot and CPC dimensions are shown in Figs. 2(a)
and 2(b), respectively. The focal spot is much larger than the

FIG. 2. (a) A sample focal spot on a logarithmic intensity scale. The outer white line represents the acceptance aperture of the CPC, and
the inner green circle is the tip of the CPC. The blue circle represents the radius at which 50% of the energy is enclosed. (b) The geometry
of the CPC used on the experimental campaign. The opening aperture is 805 μm, and the tip is 65 μm. (c) A sample of the electron spectra
retrieved from different individual shots using the electron spectrometer on CPCs (green) or planar (blue) targets. The dashed lines represent the
regions where the electron temperature is fitted. There is a clear enhancement in electron spectra when using CPC targets. (d) The hot-electron
temperature from planar and CPC targets plotted against the incident laser intensity. Lower-intensity points correspond to the pulse duration
scan that was performed. Both planar and CPC targets follow a ponderomotive scaling, with the CPCs having a factor of 9 enhancement. The
shaded region represents the enhanced electron temperature using the ponderomotive scaling and a purely geometric focusing that increases
intensity.
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tip of the CPC; hence, the CPC reduces the focal spot size.
Tantalum disks of the same dimensions are used as a baseline
and will henceforth be referred to as planar targets. Previously,
the CPCs were produced via a diamond-turned mandrel [34].

To measure the escaping electron energy distribution, an
electron spectrometer [43,44] was deployed at 30◦ with re-
spect to the laser axis. The signals were recorded on Fuji MS
image plates for which extensive calibration material exists
[45–48]. A schematic of the experimental setup is shown in
Fig. 1 with the previously described laser parameters listed.

Multiple laser shots were performed on both planar and
CPC targets at maximum intensity. Figure 2(c) shows a sam-
ple of electron spectra for the planar and CPC targets from
multiple shots. Seven shots were preformed on the planar
2 mm tantalum targets at highest intensity. The average elec-
tron temperature from these shots was 〈Te(planar)〉 = 0.51 ±
0.25 MeV. Ten shots were performed on the CPC target at
highest intensity. The average electron temperature from the
CPCs is ∼9 times greater than the planar targets, 〈Te(CPC)〉 =
4.4 ± 1.3 MeV. The uncertainty for both cases is given by the
sample standard deviation. The calculated incident intensity
as a function of measured electron temperature is shown in
Fig. 2(d). As shown, additional measurements with lower
intensities were taken which were achieved by increasing the
pulse duration up to 5 ps on the CPCs and 2 ps planar targets.
On-shot measurements of the pulse duration for pulses longer
than 500 fs could not be made; therefore, the uncertainty
becomes ±1 ps.

For high-intensity laser-solid interactions with steep den-
sity profiles, the relationship between the intensity and the
electron temperature can be described using the ponderomo-

tive scaling, where Tpond = mec2(
√

1 + a2
0/2 − 1) [14]. For

the peak intensity of 4.6 × 1018 W/cm2 the resulting pon-
deromotive temperature is ∼0.55 MeV, which is in close
agreement with the planar targets. In Fig. 2(d), the electron
temperature recorded from the CPCs, at peak intensity and
with the longer pulse durations, is fitted well to a ponderomo-
tive scaling which is increased by a factor of 9. Hence, we can
initially assume that the density profile within the CPC for all
pulse durations is steep.

The focusing geometry of the CPC target and the utiliza-
tion of laser energy that exists in the outer region of the
focal distribution are hypothesized to be the source of this
enhancement of electron temperatures. Analytically, this can
be considered through geometric focusing to estimate the
intensity at the tip and using the ponderomotive scaling to
calculate the electron temperature.

For the planar target, we assume that only regions of the
focal spot where the intensity is greater than 1 × 1018 W/cm2

are important to the generation of hot electrons as this is
the intensity at which the motion of the electron within the
electric field becomes relativistic. This corresponds to approx-
imately a region with a radius RFocal Spot of 106 ± 17 μm and
42%±3% of the total energy E>I18. The geometry of the CPCs
will affect both of these values. The opening diameter of the
CPC captures up to 92%±1% of the laser energy ECPC , as
shown in Fig. 2(a). We then assume that the geometry of the
CPC transports all of the captured laser energy to the 32.5
μm tip RTip. Under these assumptions, the CPC is behaving

as initially designed, increasing the energy and decreasing
the area of the interaction. The model presented here can
be used to predict the intensity for different CPC geometries
and lasers. An important consideration is the previously men-
tioned pointing instability of the laser. If the tip of the CPC
is reduced, the opening aperture is also reduced. In addition
to not capturing as much of the laser, the effects of pointing
instability will decrease the effectiveness of the CPC.

The total intensity enhancement can therefore be estimated
by taking the ratios of the previously discussed variables:
Ienhance = (R2

Focal Spot/R2
Tip)(ECPC/E>I18). This model to the

methodology presented by Wilson et al. [24] for the en-
hancement provided by ellipsoidal plasma mirrors. The
enhancement of this optic also depends on the reflectivity
of the plasma mirror under high-intensity conditions. For
the CPC at peak intensity, the majority of reflections are
at glancing angles and at intensities between 1012 and 1015

W/cm2. Using HYDRA simulations [49] of the laser pedestal
that interacts with the CPC walls prior to the main pulse,
the temperature of the walls is calculated to be ≈3 eV and
to have a scale length of ≈0.3 μm. Under these conditions,
particularly with the 150 fs laser pulse where the scale length
is not expected to grow vastly over the peak laser duration, we
expect the reflectivity to be high.

For the average focal spot, laser energy, and pulse duration,
the model yields an intensity increase of ∼36 times. Using
the ponderomotive scaling, this would yield an electron tem-
perature of ∼4.9 MeV. This calculation is performed for all
record focal spots, as well as variations in the pulse duration
and laser energy to provide upper and lower values for the
estimated temperature enhancement; it is shown as a shaded
region in Fig. 2(d). This simple model does not include field
enhancements up to a factor of 4 that will occur due to con-
structive interference of the focused laser at the tip which can
lead to further enhancements in the hot-electron temperature
[50]; however, PIC simulations in the following section will
take this into account.

III. SIMULATIONS

Using numerical simulations, hydrodynamics, and PIC, we
can consider the role that interference and plasma play in
the accelerated electron population and confirm our intensity
enhancement argument. First, we conduct HYDRA simulations
[49] to estimate the plasma growth prior to the peak laser
arrival within the CPC. These simulations use the measured
focal spot and contrast of the laser, as well as the geometry
of the CPC, to accurately recreate the focusing condition
prior to the pulse. A small plasma develops at the tip of the
CPC that follows a double decaying exponential that can be
approximated as n(x) = nse−x/LS + nce−x/LL , where ns and nc

are the solid and critical densities, respectively, and LS and LL

are the “short” and “long” scale lengths, respectively, where
LS = 0.5 μm and LL = 3 μm.

The PIC simulations are conducted using EPOCH [51].
In order to investigate the intensity enhancement and its
influence on hot-electron generation, multiple 2D and 3D sim-
ulations are conducted with varying tips sizes. Although 2D
simulations are easier to perform, it is important to simulate
the CPC geometry in three dimensions as there will be an
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FIG. 3. (a) Hot-electron spectra from 2D planar, 2D CPC, and 3D CPC PIC simulations. The dashed lines represent temperature fits to
spectra. (b) The intensity and hot-electron temperature extracted from the 2D and 3D PIC simulations. The intensity enhancements due to the
focusing nature of the CPCs directly affects the temperature of the accelerated electrons.

additional focusing dimension. In two dimensions the CPC
more closely resembles a wedge rather than a cone. Despite
this, 2D simulation will provide some focusing, and multiple
simulations can be performed to demonstrate the focusing
nature of the CPCs. Following the analytical approach earlier,
it is expected that smaller tips will yield higher intensities and
therefore hotter electron temperatures. Due to the spatial size
of the CPCs, the majority are conducted at a reduced scale
of ∼6 in order to make them less computationally expensive.
However, a single 2D PIC simulation was conducted at full
experimental scale in order to validate the spatial reduction
approach and to take into account the effect of a large focal
spot on electron acceleration [36].

For the reduced-size 2D simulations, the box size is 105 ×
120 μm2 with cell sizes of 40 nm and 40 particles per cell,
whereas the 3D simulation has a reduced spatial resolution
(62.5 nm) and overall box size (90 × 44 × 44 μm3) in order
to make the simulation computationally viable. The spatial
profile of the beam is a double Gaussian with full widths at
half maximum of 20 and 65 μm with an intensity ratio of
1:0.17, determined from intensity profiles of the experimen-
tally measured focal spot. The peak input laser intensity is
5 × 1018 W/cm2 with a pulse duration of 150 fs full width at
half maximum and a wavelength of 1.054 μm. The solid ion
and electron densities are set to 50 times the critical density,
and the initial electron temperature is set to 50 eV.

The electron spectra from three simulations are shown in
Fig. 3(a) for a 2D planar target, 2D CPC, and 3D CPC target
where the CPC simulations in two and three dimensions have
a tip size of 5 μm. The CPCs show a clear increase in the
observed temperature of the electrons when compared to the
planar target, with the 3D simulations yielding the highest-
energy electrons, a temperature of 2.75 ± 0.4 MeV. This is to
be expected as the 3D simulation has the greatest intensity en-
hancement due to the additional focusing dimension. Intensity
maps of the two CPC simulations at roughly peak intensity are
shown in Figs. 4(a) and 4(b). The peak and average intensities
at the tip in the 3D simulation are ≈4 × 1020 W/cm2 and
≈7.6 × 1020 W/cm2, respectively. The electron temperature
for this intensity is below the ponderomotive scaling, as shown

in Fig. 3(b). This is likely due to the fact that in order to sim-
ulate the system in three dimensions, the cone (as well as the
laser parameters) had to be scaled down in size, thus diluting
the intensification effect and reducing the transverse stochas-
tic acceleration effects observed with a large focal spot [36].

The size of the CPC tip is varied and simulated in two di-
mensions to demonstrate the effect of focusing. The tips have
diameters of 5, 10, 15, and 25 μm. Each case is conducted
with and without LL = 3 μm. The case without a longer scale
length represents the idealized case where geometric focusing
should be the dominant effect. The intensity of the interaction
is found by measuring the peak and average intensities at
the approximate time that the peak laser intensity would be
interacting with the surface of the target. The hot-electron
temperature and intensity for the four CPC targets and planar
target for the two different LL are shown in Fig. 3(b). As
the tip size is reduced, the focused intensity at the tip and
extracted electron temperature increase, which closely follows
the ponderomotive scaling. For both scale length cases, the
CPCs have higher electron temperatures than the planar tar-
gets. However, the longer scale length planar target has a 3
times higher electron temperature compared to when there is
no longer preplasma, and hence, the enhancement from planar
to CPC is reduced for longer scale lengths. Although the scale
length is still relatively short, as suggested by the HYDRA

simulation for the condition on the experiment, the dominant
enhancement process is still focusing. For much longer scale
lengths (>2LL), the interaction will become more similar to
that shown in simulations performed by Kemp and Wilks [38]
and experimental and simulations results by Williams et al.
[36]. In these cases, the acceleration is primarily due to bulk
plasma interactions and direct laser acceleration.

The full scale 2D simulation is conducted with a tip size
of 65 μm with an LL equal to 3 μm. The simulation box is
500 × 390 μm2 with the same spatial resolution and particles
per cell as before. The temperature of the electrons was 1.28
MeV, and the peak and average intensities were 1.1 × 1019

and 8.8 × 1018 W/cm2, respectively. These data are similar
to the reduced-size data shown in Fig. 3(a); hence. we can
ensure the approach of the reduced-size simulations is valid.
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FIG. 4. Intensity profiles from the (a) 2D and (b) 3D PIC simulations respectively for the same tip size (5 μm). The intensity achieved in
the 3D simulation is greater than that achieved in the 2D simulation due to the extra focusing dimension.

To understand the sensitivity of CPC focusing and hot-
electron generation to experimental pointing fluctuations,
additional 2D simulations were conducted. Experimentally,
the pointing instability is approximately a spot width; there-
fore, simulations are conducted with displacements of 15 μm
and 25 μm into the 5 μm tip CPC geometry. The hot-electron
spectra and angular distributions of greater than 1 MeV are
shown in Fig. 5. Although the electron temperature of the
entire distribution has changed very little, there is a significant
change in the angular distribution. This change in angular
distribution is primarily caused by the laser reflecting off the
wall of the CPC towards the opposite corner of the tip. This
caused the interaction to be more oblique than the case where
the laser has no displacement. Experimentally, the electron
spectrum is measured at a single point at 30◦ with respect to
the laser axis; in the simulations this refers to either −30◦ or
30◦, highlighted by the arrows in the inset in Fig. 5. From
the three simulations, the average hot-electron temperature at
the angles of interest is 〈Te〉 = 1.30 ± 0.20 MeV. The number
of electrons at these angles also varies by a factor of ∼3.
The changes in the simulated numbers of electrons, angular
distribution, and temperature induced by mispointing could be
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FIG. 5. Electron spectra produced when the laser is pointed in the
middle and with 15 and 25 μm displacement in a 2D PIC simulation.
The inset shows the change in angular distribution of electrons with
energies greater than 1 MeV. The arrows represent the directions of
the experimental detection of the electron spectrum.

a source of the shot to shot variations observed in the experi-
mentally measured electrons we observe on our spectrometer,
as shown in Fig. 2(a).

We have experimentally demonstrated the capability of
focusing cylindrical parabolic concentrator targets that have
significantly increased the production of MeV electrons com-
pared to interactions with planar targets.

Due to the high-contrast and short-pulse nature of the Texas
laser pulse, we find from HYDRA simulations that the electron
density gradient is steep at the target surface, and thus, we can
assume that ponderomotive acceleration is the primary mech-
anism of acceleration. Therefore, the increase in the intensity
due to the focusing of the CPC directly causes increases in
the temperature of the electrons. The ∼9 times temperature
enhancement observed between the planar and CPC targets
here is consistent with an analytical analysis of geometric
enhancement of the laser intensity at the tip of the CPC. This
enhancement is higher than that observed by Macphee et al.
[34] and Williams et al. [36]. This is primarily due to the laser
conditions that form a plasma on the planar target surface and
within the CPC, changing the electron acceleration mecha-
nism. This interpretation is supported by detailed 2D and 3D
PIC simulations of the laser plasma interaction which were
largely consistent with enhanced focusing at the cone tip. The
increase in the generation of hot electrons, both number and
temperature, is significant as this is a critical requirement for
the development of bright secondary x-ray sources for radiog-
raphy and other applications. A future publication containing
a full analysis of the enhancements of the x-ray generation
measured in this experiment will be published at a later date
[52].
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