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Equation of state modeling with pseudoatom molecular dynamics
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Using a modified version of the pseudoatom molecular-dynamics approach, the silicon and oxygen equations
of state were generated and then employed to construct the equation of state of silicon dioxide. The results
are supported by the close agreement with ab initio simulations of the silicon pressure and experimental shock
Hugoniot of silicon dioxide. Ion thermal contributions to thermodynamic functions provided by the PAMD
simulations are compared to their counterparts obtained with the one-component plasma and charged-hard-
sphere approximations.
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I. INTRODUCTION

Many studies on high-energy-density physics involving the
excitation of matter with intense energy fluxes come across
the phase-space region characterized by comparable values
of kinetic and potential energies of electrons and ions along
with the partial electron degeneracy—the warm dense matter
(WDM) domain [1]. At the same time, available experimental
data on thermodynamical and optical properties of WDM are
rather limited and frequently have insufficient accuracy, thus
driving a need for reliable nonempirical theoretical methods.
In principle, at WDM temperatures (less than or around the
Fermi energy EF ) and material densities (of the order of
normal density) most accurate results are provided by the ab
initio quantum-molecular-dynamics (QMD) simulations [2].
However, the QMD range of applicability is rather limited due
to the dramatic increase of computational cost at temperatures
T � EF and the constraints of the pseudopotential approach,
employed in QMD simulations, brought on by disregard of
core-electron thermal excitation or pressure ionization at suf-
ficiently high temperatures or densities. Therefore, to obtain
a wide-range equation of state (EOS), one also needs to use
other complementary methods being valid in the parameter
domains partially overlapping with the QMD applicability
range. As an example, some wide-range EOS [3,4] were suc-
cessfully generated by combining the QMD results with the
simulation data obtained by using another ab initio method—
many-body path integral Monte Carlo (PIMC) method [5–7].
Such simulations are, however, very time-consuming and are
currently feasible only for the low- and mid-Z elements.

Wide-range EOS may be constructed by matching the cal-
culated data obtained with QMD and single-center average-
atom (AA) models [8–24]. Though such techniques hold
much favour, the implementation of those faces the long-
standing problem of proper account of the ion thermal
contribution in the context of the AA model [8,9,20,25] that
should be addressed with some additional approximations
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invoked. This is generally done by using the models ini-
tially formulated for solids [8,26,27] and then extrapolated
to liquids so as to recover the correct ideal-plasma limit at
high temperatures. An alternative approach utilizes the known
expressions for thermodynamic functions of some idealized
reference systems (see Sec. II). However, both approaches
cannot provide consistent and accurate treatment of ion corre-
lations in real warm and moderately hot plasmas. Therefore,
their use at plasma temperatures and densities high enough
to make QMD calculations impracticable leads to consid-
erable uncertainties in the AA-based EOS data due to a
still sufficiently strong interparticle coupling. So one needs
a formulation suitable for making EOS calculations at tem-
peratures and densities no longer feasible for conventional
QMD simulations along with an appropriate treatment of
strong interparticle correlations and the absence of restrictions
common to AA models. In principle, all these conditions are
met if one employs semiclassical formulation of QMD known
as orbital-free molecular dynamics [28–30], except that its
accuracy is constrained by the inability to represent quan-
tum shell-structure effects. We have therefore implemented
an alternative promising approach of pseudoatom molecular
dynamics (PAMD) [31,32] briefly discussed in Secs. II and
III. In Sec. III we describe an improvement to the original
method to calculate thermodynamic functions in the context
of the PAMD simulations [32]. Section IV deals with various
techniques to classify electrons into the bound and free ones
that affect both PAMD-simulated data and ion contributions
to AA thermodynamic functions. Sections V and VI present
comparisons of the results obtained to other ab initio simula-
tions and experimental data. Using the PAMD-simulated data,
in Sec. V we also examine various approximations to allow
for the ion thermal contribution to the AA-based equations of
state.

II. ION THERMAL CONTRIBUTION TO THE EOS

Average-atom models cited above have been successfully
used for years to characterize thermodynamic properties of
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high-temperature plasmas under a wide range of temperature
and density conditions. The models are, however, subject to
certain constraints limiting their applicability. Specifically,
commonly known and most serious constraint, as mentioned
above, is brought on by the impossibility to consistently treat
ion correlations in the AA picture with only a few exceptions
represented, e.g., by the Starrett and Saumon [21,22] or the
SCAALP [16,19] models.

Consequently, a realistic ion-ion pair correlation function
cannot be generally found and simple step function is usually
employed instead:

g(r) = θ (r − r0). (1)

Here θ (x) is the Heaviside function, r0 = [3/(4π ni )]1/3 is
the atomic-cell radius with ni = ρ NA/A being the average ion
density expressed in terms of the material density ρ, Avogadro
constant NA, and atomic weight A (in g/mole). The use of
this simplification would lead to inaccuracies of the calculated
thermodynamic functions being especially significant in the
case of sufficiently strong Coulomb coupling. Therefore, it is
a common practice to add ion-correlation corrections to the
ideal-gas ion contributions to the AA thermodynamic func-
tions. To evaluate those, a real electron-ion system is usually
mapped to some idealized reference system being character-
ized by a small number of parameters and enabling one to
explicitly derive the corrections discussed. As an example,
one can refer to the one-component plasma (OCP) [33]—a
widely used reference system of pointlike ions immersed in
a uniform neutralizing background. Another example is the
charged-hard-sphere (CHS) system [9,34–36] differing from
the OCP by the account of finite ion size. The OCP thermo-
dynamic functions are controlled by only one dimensionless
parameter of ion-ion Coulomb coupling � being expressible
in terms of the mean ion charge Z0 that may be found with an
AA model [37]:

� = Z2
0 /(r0 T ). (2)

The internal energy (per one atom) and pressure with the
OCP ion-correlation corrections may be written as (see, e.g.,
Ref. [9])

E = Ee + T
[
3/2 + δEOCP

i (�) − δEOCP
0 (�)

]
, (3)

P = Pe + T ni
{
1 + [

δEOCP
i (�) − δEOCP

0 (�)
]
/3

}
, (4)

where Ee and Pe are the AA electron components of internal
energy and pressure, respectively, and the term T δEOCP

0 (�) ≈
−0.9T � is extracted since its AA counterpart (which, unlike
T δEOCP

0 , allows for the electron-density nonuniformity) has
already been included in Ee.

In addition to the ion-ion Coulomb coupling parameter, the
CHS system also employs an effective parameter of packing
fraction η defined as the ratio of the volume occupied by
plasma ions to the total plasma volume:

η = (r∗/r0)3, (5)

where r∗ is an effective radius of the ion core. We evaluate
the latter one assuming that r∗ is equal to a distance at which
the electrostatic field strength in average atom coincides with

the field strength of a pointlike charge of the value Z0 [9]:

4π

∫ r∗

0
ne(r) r2 dr = Z − Z0 (6)

with ne(r) being the electron density. To avoid nonphysi-
cally large values of r∗ at Z0 ≈ 0 (at low temperatures and
material densities), ion-core radius is additionally majorized
by the mean radius of the outermost occupied orbital of the
relevant neutral atom. In the CHS approximation, the expres-
sion for the internal energy (3) remains unchanged while the
pressure receives an additional hard-sphere-model correction
T ni δPHS

i (η) [38].
The problem with the use of the OCP or CHS ion thermal

contributions for the AA-based equations of state is, however,
that the relevant reference systems are too idealized and ex-
hibit a pronounced sensitivity to the techniques of evaluating
reference-system parameters, especially the packing fraction.
The PAMD approach is free of such shortcomings, since the
effects due to ion correlations are directly modeled in PAMD
using classical molecular dynamics with appropriate ion-ion
pair interaction potentials. The latter ones are obtained by the
use of the Starrett and Saumon model providing a consistent
treatment of ion correlations in ionized matter so that ion-ion
pair interaction potentials and correlation functions are found
to be in good agreement with the relevant ab initio simu-
lated data in the applicability range of the model [21,22,39].
Molecular-dynamics simulation enables one to characterize
temporal evolution of spatial configuration of plasma ions.
For every instant configuration, three-dimensional (3D) dis-
tribution of total electron density ne(r) is then reconstructed
as a superposition of spherically symmetric electron density
distributions nPA

e (r) of individual pseudoatoms given by the
Starrett and Saumon model:

ne(r) =
∞∑

i=1

nPA
e (|r − Ri|), (7)

where Ri is the position vector of the ith nucleus. Each
pseudoatom in the Starrett and Saumon model is electrically
neutral and contains the central nucleus, bound electrons, and
free electrons. The pseudoatom electron density is thus

nPA
e (r) = ne,b(r) + nscr

e (r), (8)

with ne,b(r) and nscr
e (r) being its bound-electron and free-

electron densities, respectively. We note that in the Starrett
and Saumon model the former is restricted to the atomic cell
of radius r0, while the latter is just the density of electrons
screening ion-ion Coulomb interaction and therefore entering
effective pair interionic potential.

The screening electron density is defined as the difference
of free electron densities in the full and external AA systems,
respectively:

nscr
e (r) = nfull

e, f (r) − next
e, f (r). (9)

The external system is a system without central nucleus (Z =
0) and with the same electron chemical potential μe and ion-
ion pair correlation function g(r) as in the full AA system. In
the Starrett and Saumon model, the function g(r) is generally
found through the solution of the Ornstein-Zernike equations
[40]. However, to calculate the screening electron density
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and the relevant pair interionic potential, it appears accurate
enough to represent pair correlation function just in the form
of the step function (1) [21,22] and therefore to reduce the full
AA system to the neutral Wigner-Seitz sphere (NWS) model
[41]. In the present work, we also employ this approach.

In the following, we will focus on the features of the PAMD
approach being essential for the current consideration. Specif-
ically, the coupling of the AA model with molecular-dynamics
simulations (the expression of the pair interionic potential
in terms of the screening electron density and the electron
response function) will not be discussed here in detail since in
this part our implementation closely follows that one of Starett
and Saumon [21].

III. THERMODYNAMIC FUNCTIONS FROM PAMD

Once the electron thermodynamic functions of the full
and external AA systems and the 3D electron density (7)

for a set of plasma-ion configurations have been calculated,
thermodynamic functions for the relevant configurations are
obtained and the averaging over those is then performed.
In calculating additive contributions to the Helmholtz free
energy (i.e., kinetic energy, exchange-correlation energy, and
entropy), it was proposed [32] to explicitly single out the
summed contributions from individual pseudoatoms found by
using the full and external AA systems. Specifically, for the
kinetic energy K attributed to a computational volume V with
N nuclei one gets:

K = N KPA + KS
1 . (10)

Here the part of kinetic energy KS
1 containing no contributions

from individual pseudoatoms KPA is evaluated in the semiclas-
sical approximation:

KS
1 =

∫
V

kS
1 (r) dr, (11)

kS
1 (r) = C

β

{
I3/2(η(r)) −

∞∑
i=1

[I3/2(β[μe − Ṽ (|r − Ri|)]) − I3/2(β[μe − Ṽ ext(|r − Ri|)])]
}

, (12)

where β = 1/T , C = √
2/(π2 β

3
2 ), Ik (x) = ∫ ∞

0
yk dy

1+exp(y−x) is
the Fermi-Dirac integral, and the function η(r) and effective
potentials Ṽ (r) and Ṽ ext(r) are found from the relations

ne(r) = C I1/2(η(r)), (13)

nfull
e (r) = C I1/2(β[μe − Ṽ (r)]), (14)

next
e (r) = C I1/2(β[μe − Ṽ ext(r)]). (15)

If the electron densities nfull
e (r) and next

e (r) were calculated
with a semiclassical AA model, then the effective electron
potentials Ṽ (r) and Ṽ ext(r) would be coincident with their
self-consistent counterparts V (r) and V ext(r).

Explicitly singling out the summed contributions from
individual pseudoatoms, one circumvents the need for nu-
merical integration of the 3D function I3/2(η(r)), which may
strongly diverge at the nuclear positions, getting ∝ 	−5/2 in
the semiclassical case, where 	 = |r − Ri|. The function (12)
is, however, also divergent at the nuclear positions in the
semiclassical approximation, though this divergence is not so
rapid as for its first term C I3/2(η(r))/β. Indeed, the electron
density (7) close to the ith nucleus may be written as

ne(	) = C I1/2(η(	)) ≈ C I1/2(η0(	)) + δne,i, (16)

where

η0(	) = β[μe − Ṽ (	)] (17)

and making use of the fact that Ṽ ext(	) is a bounded function:

δne,i = −C I1/2(β[μe − Ṽ ext(	 = 0)])

+
∞∑
j �=i

nPA
e (|R j − Ri|). (18)

Then, taking into account the properties of the Fermi-Dirac
integrals (see Ref. [42]),

I ′
k (x) = k Ik−1(x) (k > 0),

Ik (x) = xk+1

k + 1
+ O(xk ) at x 	 1,

(19)

one therefore obtains that

η(	) ≈ η0(	) + δne,i

C
√

η0(	)
, (20)

I3/2(η(	)) ≈ I3/2(η0(	)) + δne,i η0(	)/C

≈ I3/2(η0(	)) − δne,i β Ṽ (	)/C, (21)

kS
1 (	) ≈ −δne,i Ṽ (	). (22)

In the semiclassical case, the function (22) diverges as 1/	.
The divergence would be more weak if one employed semi-
classical approximation only for the high-energy AA electron
orbitals or just calculated all the wave functions by solving
the relativistic Dirac equation. Even though the function (22)
is not divergent (e.g., if all the wave functions are found from
the nonrelativistic Schrödinger equation), it may peak sharply
at the nuclear positions, thus making numerical integration
rather complicated when the number of nuclei in the com-
putational volume is large enough. We therefore propose, in
a like manner as above, to explicitly single out the summed
contributions from the functions (22), the integration of which
becomes one-dimensional due to the spherical symmetry of
those:

KS
1 = −

(
N∑

i=1

δne,i

)
4π

∫ ∞

0
Ṽ (	) fcut(	) 	2 d	

+
∫

V
kS (r) dr, (23)
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kS (r) = kS
1 (r) +

∞∑
i=1

δne,i Ṽ (|r − Ri|) fcut(|r − Ri|), (24)

where the function fcut(	) = e−	/r0 is introduced to ensure a
rapid convergence of the radial integral. The function (24) is
free of singularities (even in the semiclassical case) and hence
can be integrated on a rather coarse grid. Similar techniques
may also be employed to improve the methods of calculating
exchange-correlation energy and electron entropy.

In the present implementation of the PAMD approach the
pressure is obtained from the relativistic virial theorem (see,
e.g., Ref. [41]):

3P V = 3N T + 2B + Eel + Cxc, (25)

where Eel is the energy of electrostatic interactions evaluated
by using a method of Ref. [32] and Cxc is the exchange-
correlation contribution. In the present work we take no
account of the electron correlation energy and disregard the
explicit temperature dependence of the exchange energy. In
this approximation Cxc becomes simply the Kohn-Sham ex-
change energy [43]. The term B in Eq. (25) is calculated by
implementing the same decomposition as in Eq. (10):

B = N BPA + BS
1 = N (Bfull − Bext ) + BS

1 . (26)

Here, the terms Bfull and Bext represent average values of the
operator B̂ = 1

2 (K̂ + B̂1) in the full and external AA systems,
respectively, where K̂ is the relativistic kinetic-energy oper-
ator, B̂1 = 2c2(0 0

0 I ) (c is the speed of light, I is the 2 × 2

unity matrix). The term BS
1 as well as the similar contribution

to the kinetic energy KS
1 is calculated in the semiclassical

approximation, thus yielding BS
1 = KS

1 .

IV. APPROXIMATIONS FOR THE MEAN ION CHARGE
AND THE FREE ELECTRON DENSITY

The ion thermal contributions to the AA thermodynamic
functions depend on the values of the mean ion charge Z0

[see Eqs. (2) and (6)]—a nonobservable quantity that may be
defined in various ways [44,45]. Specifically, in the context of
the Liberman model [15], one may define the mean ion charge
as [45]

(i) the ratio of the electron density at the boundary of the
atomic cell to the average ion density:

Z0 = ZWS = ne(r0)/ni; (27)

(ii) the number of continuum electrons within the atomic
cell:

Z0 = Z∗ =
∫ ∞

0
w(ε) n(ε) dε = Z −

∑
nl j

(2 j + 1) n(εnl j )

·
∫ ∞

0

[
P2

nl j (r) + Q2
nl j (r)

]
θ (r0 − r) dr, (28)

where

w(ε) =
∑

l j

(2 j + 1)
∫ r0

0

[
P2

εl j (r) + Q2
εl j (r)

]
dr, (29)

n(ε) = {1 + exp [β(ε − μe)]}−1, (30)

FIG. 1. Isotherms of the silicon mean ion charge at temperatures
T = 10, 102, and 103 eV calculated by using various approximations
in the context of the Liberman model.

with P(r)/r and Q(r)/r being the major and the minor radial
components of the relativistic wave function, respectively,
attributed to a bound (continuum) electron state characterized
by its principal quantum number n (free-electron energy ε),
orbital, l , and total, j, angular momenta;

(iii) a semiclassical formula differing from Eq. (28)
by the use of semiclassical expression for the density of
states:

Z0 = Zwkb =
∫ ∞

0
wwkb(ε) n(ε) dε,

wwkb(ε) = 4
√

2

π

∫ r0

0

√
ε − V (r) r2 dr. (31)

Figure 1 presents isotherms of the silicon mean ion charge
at various temperatures calculated by Eqs. (27), (28), and
(31). The definition (27) takes no account of the nonuni-
formity of free-electron density and therefore systematically
underestimates the mean ion charge—it may be shown that
at � 
 Z0 this underestimation approximately amounts to
0.3�. Though the definition (28) allows for the free-electron-
density nonuniformity, it gives rise to nonphysical jumps as
the bound-electron states disappear under the pressure ion-
ization, whereas all the observables exhibit no jumps due to
counterbalancing effect of shape resonances simultaneously
emerging in the continuum-electron density of states [46].
The definition (31) is free from the drawbacks of the previous
ones: On average, the values (31) are close to those ones given
by Eq. (28) with the jumps smoothed.

In the NWS model, one can calculate the mean ion charge
by using just the same Eqs. (27), (28), and (31) as in the
Liberman model. The only minor feature is encountered here
in calculating Z∗: Following Ref. [21], the Heaviside function
θ (r0 − r) in Eq. (28) is replaced by the approximating smooth
function fc(r) = (1 + e−1/0.05)/[1 + e(r−r0 )/(0.05r0 )]—in fact,
the effect of the substitution θ (r0 − r) → fc(r) on the mean
ion charge is generally insignificant.

PAMD-simulated data are also sensitive to the choice of
the screening electron density (9), governing the interionic
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potential, and therefore to the mean ion charge in the pseu-
doatom picture. The latter one can be expressed in terms of
the screening electron density as

Z0 = 4π

∫ ∞

0
nscr

e (r) r2 dr = 4π

∫ ∞

0

[
nfull

e, f (r) − next
e, f (r)

]
r2 dr.

(32)

In PAMD simulations, two definitions of the pseudoatom
mean ion charge were employed. The first one is similar
to the definition (28) with θ (r0 − r) replaced by fc(r) and
therefore is just the same as Z∗ in the NWS model. This
definition corresponds to the following expressions for the
free-electron densities in the full and external AA systems in
Eq. (32):

4π r2 nfull
e, f (r) =

∫ ∞

0
dε n(ε)

∑
l j

(2 j + 1)
[
P2

εl j (r) + Q2
εl j (r)

] + [1 − fc(r)]
∑
nl j

(2 j + 1) n(εnl j )
[
P2

nl j (r) + Q2
nl j (r)

]
, (33)

4π r2 next
e, f (r) =

∫ ∞

0
dε n(ε)

∑
l j

(2 j + 1)
[(

Pext
εl j (r)

)2 + (
Qext

εl j (r)
)2]

. (34)

The second definition is similar to that one given by Eq. (31)
and obtained by substituting into Eq. (32) free-electron densi-
ties in the full,

nfull
e, f (r) =

√
2

π2

∫ ∞

0
dε n(ε)

√
ε − V (r), (35)

and external,

next
e, f (r) =

√
2

π2

∫ ∞

0
dε n(ε)

√
ε − V ext(r), (36)

AA systems. The relevant pseudoatom mean ion charge is
also denoted as Zwkb since the disagreement of its values with
those ones defined with Eq. (31) is generally insignificant.
This definition of the mean ion charge is also used for the
NWS model when accounting for ion correlations in the OCP
and CHS approximations.

It should be emphasized that the mean ion charge (31)
and free-electron densities (35) and (36) are actually not the
same as their counterparts in the semiclassical (orbital-free)
AA/PAMD approach (see Fig. 2), being the functions of the
electron chemical potential and self-consistent electron poten-
tial obtained from the AA model with quantum-mechanical
description of electrons. This enables one not only to avoid
nonphysical jumps under the pressure ionization but also to
allow for the atomic-shell oscillations under the temperature
ionization, unfeasible with the pure semiclassical approach.

It should be noted that the sensitivity of the PAMD-
simulated thermodynamic functions to the discontinuities in
the temperature and material-density dependences of the free-
electron density nfull

e, f (r) is not as crucial as that one observed
for the ion contributions to the EOS evaluated in the OCP
and (especially) CHS approximations with respect to the
jumps of the mean ion charge Z∗. The reason is that those
discontinuities affect the PAMD results only in the indi-
rect way—through the dependence of interionic potential on
the screening electron density (9). This is also well illus-
trated by the relevant PAMD-simulated pressure isochores of
aluminum and silicon of Ref. [32] with no visible disconti-
nuities imprinted. However, in a broader density range than
that one addressed in Ref. [32] the effect of the disconti-
nuities discussed on the PAMD results may become more
pronounced—especially if one examines ion contributions to
the internal energy and pressure just from the PAMD simula-
tions rather than the total PAMD thermodynamic functions.

On the other hand, possible discontinuities of the PAMD
results may be smoothed by using ad hoc weighting factors
M(εnl j ) in the bound-electron density—bound-state survival
probabilities in the electron-ion scattering process [21]:

M(εnl j ) = erf(−2
√

ln 2 εnl j/γ ), (37)

where erf(x) is the error function and γ is the electron-ion
collision frequency. We do not, however, use such smoothing
because, in our opinion, it does not properly represent the
physics of the pressure ionization. In particular, it works only
when a bound state is about to be pressure ionized and does
not allow for the fact that a continuum resonance is actually a
quasibound state [46]. The semiclassical formulas (35) and
(36) provide an alternative smoothing which, unlike (37),
works well long before and after a bound state is pressure
ionized (see Fig. 1). Such a broad semiclassical smoothing
seems to be reasonable for calculation of thermodynamic
functions, though it does not necessarily improve the descrip-
tion of structural properties. In particular, it gives no way to

FIG. 2. Present-work radial screening electron density for alu-
minum at ρ = 2.7 g/cm3, T = 2 eV calculated with quantum-
mechanical description of electrons and various definitions of
free-electron densities—(33) and (34) (blue solid curve) and (35) and
(36) (red solid curve)—as compared to the calculations of Ref. [21]
with free-electron densities (33) and (34) (magenta dashed curve)
and their semiclassical counterparts similar to (35) and (36) (green
dashed curve).
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FIG. 3. Ion-ion pair distribution functions for aluminum at ρ =
2.7 g/cm3, T = 2 eV, calculated with PAMD using various defi-
nitions of the screening electron density providing the pseudoatom
mean ion charge Z0 = Z∗ (blue curve) and Z0 = Zwkb (red curve), as
compared to QMD simulations of Ref. [21] (brown circles).

represent the features in the screening electron density due
to quantum effects such as the wave-function orthogonality
[32] (see Fig. 2). Besides that, the values of Z∗ may pro-
vide more physically sound estimation of the number of free
electrons per atom at certain temperature-density points as
compared to those ones of Zwkb: Specifically, this may hap-
pen in the absence of well-occupied weakly bound electron
states or continuum resonances. As a result, in some situa-
tions PAMD simulations utilizing the definition of screening
electron density specific to Z0 = Z∗ provide better agreement
of the ion-ion pair distribution functions with the ab initio
simulation data than those ones performed with the alternative
definition yielding Z0 = Zwkb (Fig. 3). For all the reasons
above, the distinctions of the relevant PAMD-simulated data
(see Figs. 5–9 and 22) may be considered as a measure of
uncertainty of the present-work PAMD implementation.

V. THE EOS OF SILICON

In present paper, molecular-dynamics simulations and the
NWS or Liberman’s AA-model calculations were performed
with the Moloch [47] and RESEOS [48–50] codes, re-
spectively. The Moloch simulations were performed in the
canonical NVT ensemble. The ion temperature was controlled
by the Langevin thermostat. The time step varied between
0.03 and 0.3 fs depending on temperature and density. The
number of particles (≈40 000) and time steps (20 000–30 000)
in our molecular-dynamics simulations were comparable to
those ones employed in Ref. [32]. The accuracy of the Moloch
simulations was tested by comparing the calculated ion-ion
pair distribution functions for aluminum to the similar results
of Starrett and Saumon [51]. As one can see from Fig. 4, the
pair distribution functions from the two implementations of
the PAMD approach are in excellent agreement thus corrobo-
rating the Moloch simulations.

For the Moloch simulations, the RESEOS code provides
the NWS-model electron densities and pair interionic poten-
tials being very similar to those ones calculated by Starrett and

FIG. 4. Ion-ion pair distribution functions for aluminum at a den-
sity ρ = 6.3 g/cm3 and various temperatures obtained with PAMD
utilizing the definition of the screening electron density providing
the pseudoatom mean ion charge Z0 = Z∗. Solid and dashed curves
corresponding to the simulations of the present work and of Ref. [51],
respectively, coincide almost perfectly.

Saumon assuming the same definitions of the free-electron
density and the mean ion charge (see Figs. 2 and 4). At the
same time, thermodynamic functions of the present work may

FIG. 5. Isochores of the pressure-to-temperature ratio for nor-
mal density silicon (ρ = ρ0 = 2.329 g/cm3) calculated by using
the PAMD approach and AA models with various approximations
for the ion thermal contribution to the EOS as compared to the
ab initio simulation data of Ref. [7]. Red solid and blue dashed
curves correspond to the PAMD calculations utilizing the screen-
ing electron density definitions providing the pseudoatom mean ion
charge Z0 = Zwkb and Z0 = Z∗, respectively; dark green and light
green solid curves correspond respectively to the NWS and Liberman
AA-model calculations with the ideal-gas approximation for the ion
thermal contribution; magenta dashed curve—to the NWS calcula-
tion with the OCP approximation for the ion thermal contribution
utilizing Z0 = Zwkb; orange dashed-dotted, cyan dash-dotted, and
yellow dash-dotted curves—to the NWS calculations with the CHS
approximation for the ion thermal contribution utilizing Z0 = Zwkb,
Z0 = Z∗, and Z0 = ZWS, respectively. Squares and circles represent
the QMD and PIMC simulation data [7], respectively.
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FIG. 6. Isochores of the pressure-to-temperature ratio for silicon
at ρ = 2ρ0. The colors, lines, and symbols have the same meanings
as in Fig. 5.

differ from the relevant calculated data of Starrett and Saumon
(see Fig. 23 and the related discussion).

In Figs. 5–9 the isochores of the pressure-to-temperature
ratio for silicon at densities ρ = ρ0 . . . 7ρ0 (ρ0 is the normal
density) calculated by using the PAMD approach and the AA
models above with various approximations for ion thermal
contribution to the EOS including the ideal-gas approxima-
tion,

E[1/atom] = Ee + 1.5T, P = Pe + T ni, (38)

are compared to the relevant QMD and PIMC ab initio simu-
lation data [7].

Unlike Liberman’s model, the NWS model accounts for
the electron-density nonuniformity beyond the atomic cell.
However, to provide a more realistic description, a similarly
consistent treatment should also be done for external ions.
Since both the Liberman and NWS models employ a crude
approximation (1) for the pair correlation function, there is
generally no reason to believe that the NWS model does offer
more accurate results. Thus, distinctions between the calcu-

FIG. 7. Isochores of the pressure-to-temperature ratio for silicon
at ρ = 4ρ0. The colors, lines, and symbols have the same meanings
as in Fig. 5.

FIG. 8. Isochores of the pressure-to-temperature ratio for silicon
at ρ = 5ρ0. The colors, lines, and symbols have the same meanings
as in Fig. 5.

lated data obtained with the two models (being important for
silicon at ρ � 2ρ0 and T � 10 eV only; see Figs. 5–9) may
be recognized as a measure of uncertainty in the electron ther-
modynamic quantities specific to the average-atom-in-jellium
models [8,10] with the electrically neutral atomic cell. Such
an uncertainty is therefore inherited by the PAMD approach
as it employs the NWS-model calculated data.

It should be noted that the uncertainty of electron ther-
modynamic functions discussed stems not only from the
distinction of the Liberman and NWS models themselves but
also from different methods employed to calculate the electron
pressure. In the NWS model, the latter was evaluated using the
virial theorem (25), while in the Liberman model—the numer-
ical differentiation of the Helmholtz free energy preexpressed
in terms of entropy [18] (see Appendix A for a discussion of
various methods to calculate pressure in AA models).

The results of the PAMD calculations presented in
Figs. 5–9 were obtained by using two definitions of the
screening electron density providing the pseudoatom mean

FIG. 9. Isochores of the pressure-to-temperature ratio for silicon
at ρ = 7ρ0. The colors, lines, and symbols have the same meanings
as in Fig. 5.
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FIG. 10. Ratios of the OCP corrections to the NWS-model inter-
nal energy �EOCP

i evaluated at various temperatures T (eV) of silicon
and Z0 = Zwkb to their PAMD counterparts �EPAMD

i found with the
screening electron density definition providing Z0 = Zwkb.

ion charge Z0 = Zwkb and Z0 = Z∗. One can see that the dis-
tinctions of the relevant PAMD-calculated data, that may be
considered as a measure of uncertainty of the present-work
implementation of the PAMD approach, are evidently more
pronounced at low temperatures (T � 10 eV).

Description of the effects due to ion correlations with
PAMD calculations or under the OCP approximation im-
proves the agreement with ab initio simulations as compared
to the use of the ideal-gas approximation [52]. The employ-
ment of the CHS approximation traditionally suggests the
evaluation of the mean ion charge according to Eq. (27)
[9,20,25] which underestimates mean ion charge due to dis-
regard of the free-electron-density nonuniformity. This leads
to the overestimation of ion-core radius r∗ (6) and therefore to
the overestimation of the total pressure as clearly observed in
Figs. 5–9. The use of alternative definitions of Z0 = Zwkb or
Z0 = Z∗ generally allows one to eliminate this overestimation
to a large extent.

Various approximations to model ion thermal contribution
to the AA-based equations of state may evidently be tested
by making comparisons with more accurate calculations. For
example, in Ref. [53] the results of ab initio QMD and
PIMC simulations [6] were employed to examine Cowan’s
ion-thermal model [26] as well as to calibrate a semiempirical
model demonstrating much more rapid decay of heat capacity
with increasing temperature than the Cowan model. Here we
employ the PAMD simulations to validate much simpler OCP
and CHS representations of the ion thermal contribution to
the AA-based EOS [54]. To do this, we consider the ratios
of the ion-correlation corrections to the AA internal energy
(�Ei) and pressure (�Pi) evaluated under the OCP and CHS
approximations to their counterparts obtained with the PAMD
simulations (see Figs. 10–14). The corrections were found by
subtracting the NWS-model energy and pressure with the ions
treated in the ideal-gas approximation (38) from the relevant
total values allowing for ion correlations. In Figs. 15–18 we
also compare the ratios �Pi/�Ei governing the difference in
the EOS stiffness. One can see from the figures that in some
temperature and material density domains the OCP and CHS

FIG. 11. Ratios of the OCP corrections to the NWS-model pres-
sure �POCP

i evaluated at various temperatures of silicon and Z0 =
Zwkb to their PAMD counterparts �PPAMD

i found with the screening
electron density definition providing Z0 = Zwkb. The colors and lines
have the same meanings as in Fig. 10.

approximations may overestimate or, conversely, underesti-
mate the corrections �Ei and �Pi as well as their ratio by
several times relative to their PAMD counterparts. At the same
time, in the temperature range considered, the difference of
the corrections �Pi and �Ei obtained from the PAMD cal-
culations utilizing the screening electron density definitions
providing Z0 = Z∗ (not shown in figures) and Z0 = Zwkb does
not exceed 30%.

As evident from the figures, the OCP approximation pro-
vides relatively accurate corrections �Pi at T ∼ 10 eV but
overestimates those markedly with increasing temperature.
The correction �Ei in the OCP approximation is overesti-
mated almost everywhere, especially when T  10–60 eV
and ρ ∼ ρ0. As a result, the OCP ratio �Pi/�Ei is strongly
underestimated at T ∼ 10 eV, thus leading to some underes-
timation of the shock Hugoniot stiffness [see Fig. 20(a)]. At

FIG. 12. Ratios of the CHS corrections to the NWS-model pres-
sure �PCHS

i evaluated at various temperatures of silicon and Z0 =
Zwkb to their PAMD counterparts �PPAMD

i found with the screening
electron density definition providing Z0 = Zwkb. The colors and lines
have the same meanings as in Fig. 10.
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FIG. 13. Ratios of the CHS corrections to the NWS-model pres-
sure �PCHS

i evaluated at various temperatures of silicon and Z0 =
Z∗ to their PAMD counterparts �PPAMD

i found with the screening
electron density definition providing Z0 = Zwkb. The colors and lines
have the same meanings as in Fig. 10.

high temperatures (T � 200 eV) the OCP corrections �Ei and
�Pi are both overestimated, but their ratio appears to be very
close to that one given by the PAMD calculations.

In comparing the PAMD and OCP ion-correlation correc-
tions, it should be remembered that the OCP model provides
only the correction to the plasma electrostatic energy, while
the PAMD correction to the internal energy also includes the
corrections to the electron kinetic and exchange energies. As
one can see from Fig. 19, the correction to the electrostatic
energy dominates at high temperatures (T � 100 eV). At
lower temperatures (T � 10 eV) the ion-correlation correc-
tions to the electron kinetic and exchange energies become
non-negligible—the fact, which is not represented by the sim-
plified OCP model. At the same time, the OCP corrections
appear to be closer to the total PAMD ones than to the partial
PAMD corrections to the electrostatic energy (the latter may

FIG. 14. Ratios of the CHS corrections to the NWS-model pres-
sure �PCHS

i evaluated at various temperatures of silicon and Z0 =
ZWS to their PAMD counterparts �PPAMD

i found with the screening
electron density definition providing Z0 = Zwkb. The colors and lines
have the same meanings as in Fig. 10.

FIG. 15. The OCP pressure-to-internal energy-corrections ratios
(�Pi/�Ei )OCP evaluated using the NWS model at various tempera-
tures of silicon and Z0 = Zwkb as divided by their PAMD counterparts
(�Pi/�Ei )PAMD found with the screening electron density definition
providing Z0 = Zwkb. The colors and lines have the same meanings
as in Fig. 10.

even be negative at low temperatures while the OCP and the
total PAMD corrections are always positive).

As mentioned above, the use of the CHS approximation
with Z0 = ZWS strongly overestimates the correction �Pi (up
to an order of magnitude) and therefore leads to the excessive
stiffness of the shock Hugoniot [Fig. 20(a)]. In the tempera-
ture range considered, the CHS �Pi evaluated with Z0 = Zwkb

and Z0 = Z∗ generally appear to be overestimated as well,
though such an overestimation is less pronounced than that
one at Z0 = ZWS and, in the context of the EOS stiffness, is
largely counterbalanced by the simultaneous overestimation
of the correction �Ei (being the same in both the CHS and
OCP approximations). Here, we also note that the definition

FIG. 16. The CHS pressure-to-internal energy-corrections ratios
(�Pi/�Ei )CHS evaluated using the NWS model at various tempera-
tures of silicon and Z0 = Zwkb as divided by their PAMD counterparts
(�Pi/�Ei )PAMD found with the screening electron density definition
providing Z0 = Zwkb. The colors and lines have the same meanings
as in Fig. 10.
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FIG. 17. The CHS pressure-to-internal energy-corrections ratios
(�Pi/�Ei )

CHS evaluated using the NWS model at various tempera-
tures of silicon and Z0 = Z∗ as divided by their PAMD counterparts
(�Pi/�Ei )PAMD found with the screening electron density definition
providing Z0 = Zwkb. The colors and lines have the same meanings
as in Fig. 10.

Z0 = Zwkb, unlike Z0 = Z∗, provides smooth dependence of
the correction �Pi on temperature and material density.

Similarly, the PAMD approach may also be employed
to validate other promising approximations for the ion-
correlation corrections discussed, as the latter ones do appear.

Figure 20 presents the calculated principal shock Hugo-
niots of silicon in both the ρ-P and T -P/T variables. As
one can see from Fig. 20(a), in the ρ-P frame the PAMD-
calculated shock Hugoniot appears to be in the closest
agreement with those ones obtained using the AA models with
the ideal-gas ion thermal contribution to the EOS. The reason
is that the pressure and internal energy changes due to ion
correlations, being responsible for higher stiffness (�Pi) and
softness (�Ei) of the shock Hugoniot, in fact counterbalance

FIG. 18. The CHS pressure-to-internal energy-corrections ratios
(�Pi/�Ei )CHS evaluated using the NWS model at various tempera-
tures of silicon and Z0 = ZWS as divided by their PAMD counterparts
(�Pi/�Ei )PAMD found with the screening electron density definition
providing Z0 = Zwkb. The colors and lines have the same meanings
as in Fig. 10.

FIG. 19. Ratios of the PAMD corrections to the NWS-model
internal energy �EPAMD

i found at various temperatures of silicon with
the screening electron density definition providing Z0 = Zwkb to their
OCP counterparts �EOCP

i evaluated with Z0 = Zwkb. Solid curves
correspond to the total PAMD corrections and dashed curves—to
corrections to the electrostatic energy only (violet solid and dashed
curves almost coincide with each other).

each other. This, however, is not the case for the shock Hugo-
niots in the T -P/T frame [see Fig. 20(b)], thus illustrating the
fact that temperature measurements at the shock front may
serve as an important supplementary tool for the experimental
verification of the EOS data.

In Fig. 21 the PAMD and NWS-model principal shock
Hugoniots of silicon are compared to the relevant theoreti-
cal data obtained from ab initio [7] and the original PAMD
[32] simulations. One can see that the shock Hugoniots are
in a satisfactory overall agreement, with the PAMD curves
somewhat overestimating the maximum compression as com-
pared to that one resulting from the ab initio simulations.
This distinction may arise from inability of taking account of
the finite-ion-size effects in evaluating the PAMD interionic
potentials as well as from the inaccuracy of the QMD simu-
lations at maximum-compression temperatures (T ∼ 100 eV)
being extremely high to handle by the QMD method. The lat-
ter inaccuracy is typically manifested as the underestimation
of the QMD-calculated internal energy at T ≈ 100 eV by a
few percentages as illustrated by Fig. 22.

In this connection we note that the maximum compres-
sion along the shock Hugoniot may be estimated by the
approximate analytical formula of Ref. [55]. For silicon, the
maximum compression ratio σmax = ρmax/ρ0 predicted by
this formula (σmax = 5.13) is in a good agreement with the
results of both the ab initio simulations of Ref. [7] and PAMD
calculations—σmax = 4.99 and 5.23, respectively.

Figure 21 also shows that the present-work PAMD curve
agrees well with the result of the original PAMD simulations
[32] at P � 2 × 103 GPa (T � 15 eV)—the fact that one can-
not, however, observe at lower pressures. To analyze possible
reasons of this disagreement we consider the pressure along
the normal-density isochore of aluminum (the nearby atomic-
number element) calculated by using the PAMD approach
and the NWS AA model with the ideal-gas approximation for
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(a)

(b)

FIG. 20. Principal shock Hugoniots of silicon calculated by
using the PAMD approach and AA models with various approxima-
tions for the ion thermal contribution to the EOS. Red solid and blue
dashed curves correspond to the PAMD calculations with the screen-
ing electron density definitions providing Z0 = Zwkb and Z0 = Z∗,
respectively; dark green and light green solid curves correspond re-
spectively to the NWS and Liberman AA-model calculations with the
ideal-gas approximation for the ion thermal contribution; magenta
dashed curve—to the NWS calculation with the OCP approxima-
tion for the ion thermal contribution utilizing Z0 = Zwkb; orange
dashed-dotted, cyan dash-dotted, and yellow dash-dotted curves—
to the NWS calculations with the CHS approximation for the ion
thermal contribution utilizing Z0 = Zwkb, Z0 = Z∗, and Z0 = ZWS,
respectively. In Fig. 20(b), magenta dashed, orange dashed-dotted,
cyan dash-dotted, and yellow dash-dotted curves almost coincide
with each other.

plasma ions. As one can see from Fig. 23, calculated data of
the present work and of Ref. [32] are in close agreement at
T  10–15 eV, while at lower temperatures the calculations
of Ref. [32] provide higher pressures, especially those ones
done with the NWS model.

In this connection, we note that a reason for higher NWS-
model pressure at lower temperatures in Ref. [32] is also
responsible for the rise in the relevant PAMD-calculated
pressure. Indeed, any inaccuracies of the NWS-model en-
ergy and associated pressure are directly inherited by their
PAMD counterparts [e.g., through the terms N KPA, N BPA in

FIG. 21. Principal shock Hugoniots of silicon calculated by us-
ing the NWS AA model with the ideal-gas approximation for the
ion thermal contribution (dark green solid curve) and the PAMD
approach with the screening electron density definition providing
Z0 = Z∗ (blue dashed curve) as compared to the similar PAMD
calculations (Z0 = Z∗) of Ref. [32] (orange dashed curve) and ab
initio (QMD + PIMC) simulations of Ref. [7] (brown solid curve).

Eqs. (10) and (26)]. This fact implied a need to examine the
calculation of pressure with the NWS model in a more detail.

As it is known, there is a number of formulas to calculate
pressure in the context of AA models [46] (see Appendix A).
In particular, in the NWS model electron pressure given by

FIG. 22. Isochores of the internal energy-to-temperature ratio for
silicon at ρ = 5ρ0 = 11.645 g/cm3 calculated by using the PAMD
approach and AA models with various approximations for the ion
thermal contribution to the EOS as compared to the ab initio simu-
lation data of Ref. [3]. Red solid and blue dashed curves correspond
to the PAMD calculations with the screening electron density def-
initions providing Z0 = Zwkb and Z0 = Z∗, respectively; dark green
and light green solid curves correspond respectively to the NWS and
Liberman AA-model calculations with the ideal-gas approximation
for the ion thermal contribution; magenta dashed curve—to the NWS
calculation with the OCP approximation for the ion thermal contri-
bution utilizing Z0 = Zwkb. Squares and circles represent the QMD
and PIMC simulation data [3], respectively.
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FIG. 23. Isochores of the pressure-to-temperature ratio for nor-
mal density aluminum (ρ = ρ0 = 2.7 g/cm3) as calculated by using
the NWS model with the ideal-gas approximation for plasma ions
(present work—green solid curve, Ref. [32]—cyan dashed-dotted
curve) and the PAMD approach with the screening electron den-
sity definition providing Z0 = Z∗ (present work—blue solid curve,
Ref. [32]—orange dashed-dotted curve). Red dashed curve cor-
responds to the present-work NWS-model calculation with the
ideal-gas approximation for plasma ions and the term �P (40) of
Eq. (39) omitted.

the virial theorem may be written as [41]

Pe = P0
e + �P, (39)

where P0
e reproduces the Thomas-Fermi-Dirac pressure [11]

to within the relativistic corrections and

�P = n0
e

r3
0

∫ ∞

r0

r3 dVel(r)

dr
dr (40)

with n0
e = lim

r→∞ ne(r) and Vel(r) being the electrostatic poten-

tial created by all the charges.
Comparisons of pressures found in the present work di-

rectly from the virial theorem (25) (yielding relatively small
pressure obtained as the difference of large values) and those
ones given by Eq. (39) (free of such a difference) show that the
relevant discrepancies are less than 0.3%. This numerical test
safely suggests that the present-work results are correct and
therefore enables one to make a conclusion that the pressure
calculated in Ref. [32] is overestimated at T � 10 eV.

As one can see from Fig. 23, the inclusion of the term
�P is of crucial importance at low temperatures near the
normal density—without this term the pressure (39) would
be far from that one calculated directly by Eq. (25). At the
same time, our calculations closely reproduce the results of
Ref. [32] when the term �P of Eq. (39) is omitted. However,
we cannot definitely conclude that this coincidence is not for-
tuitous and the missing term �P was actually the reason of the
overestimation of pressure in Ref. [32]. The main conclusion
is that the silicon pressure of Ref. [32] could be overestimated
at T � 10 eV similar to the aluminum pressure thus leading
to a stiffer shock Hugoniot of Ref. [32] at low temperatures as
compared to our calculations (Fig. 21). One more conclusion
is that the relative effect of ion correlations on the calculated
pressure obtained in Ref. [32] seems to be underestimated, at

least at low temperatures near the normal density: The calcu-
lations of Ref. [32] shown in Fig. 23 predict very small effect
of ion correlations at T � 10 eV—much smaller than, e.g., the
OCP model does. In contrast, our calculations show that the
OCP model is not as poor as may be inferred from the results
of Ref. [32]: It provides at least the correct order-of-magnitude
evaluation of the ion pressure and generally improves the
agreement of the AA-based pressure with the PAMD one at
T ∼ 10 eV.

VI. THE EOS OF SILICON DIOXIDE

To construct the EOS of silicon dioxide (SiO2), one also
needs to generate the EOS of oxygen. In doing this, we have
restricted our consideration to the PAMD calculations with
the screening electron density definition providing Z0 = Zwkb.
Ion-correlation corrections to the internal energy and pressure
of oxygen obtained by using the OCP and CHS approxima-
tions and the PAMD approach follow the same trends as those
ones revealed for silicon.

In the present work, the EOS of silicon dioxide was con-
structed from the silicon and oxygen EOS by using the linear
mixing rule [9,26,56–59]. Specifically, we have employed the
so-called excess-pressure mixing rule [56,57,59] implying the
equality of excess pressures (i.e., pressures with the ideal-
gas ion contribution excluded) of pure components at their
respective partial densities ρk , which satisfy the additivity
condition for partial volumes 1/ρk . Such mixing rule can be
derived from the variational principle [9,58] with its accuracy
being high enough in the WDM regime [56,57,59]: The differ-
ence of pressures obtained by the direct molecular-dynamics
simulations of mixtures and from the excess-pressure mixing
rule is generally of the order of 1% or less. So, the use of
the mixing rule is justified because its own accuracy is better
than the accuracy of the underlying physical models for pure
elements addressed in the present work.

The theoretical and experimental shock Hugoniots are
compared in Fig. 24. One can see that taking account of
ion correlations in the OCP approximation softens the NWS-
model shock Hugoniot and worsens the agreement with the
experimental data [60–62] and ab initio QMD simulations
[63] as compared to the ideal-gas approximation. The rea-
sons for this may be twofold. First, the comparison to the
PAMD simulations above shows that the OCP approximation
overestimates the correction to the internal energy �Ei likely
due to the fact that overidealized OCP system provides poor
quantitative estimation of the Coulomb interaction effects in
real strongly coupled plasmas. Specifically, the polarization of
the electron gas under the attraction of nuclei, being essential
in real plasmas, is disregarded in the OCP approximation.
The overestimation of the correction �Ei, in turn, results in
the underestimation of the EOS stiffness. Second, even if the
correction �Ei were not overestimated in the OCP approxi-
mation, the relevant ratio �POCP

i /(ρ �EOCP
i ) is equal to 1

3 [see
Eqs. (3) and (4)] [64] being smaller than the typical values of
the ratio

Gr = Pth/(ρ Eth), (41)

where Pth and Eth are the thermal components of pressure
and internal energy. For this reason, the use of the OCP

053206-12



EQUATION OF STATE MODELING WITH PSEUDOATOM … PHYSICAL REVIEW E 103, 053206 (2021)

FIG. 24. Principal shock Hugoniots of SiO2 calculated by using
the PAMD approach and AA models with various approximations
for the ion thermal contribution to the EOS. Red solid curve corre-
sponds to the PAMD calculation with the screening electron density
definition providing Z0 = Zwkb; dark green and light green solid
curves correspond respectively to the NWS and Liberman AA-model
calculations with the ideal-gas approximation for the ion thermal
contribution; magenta dashed curve—to the NWS calculation with
the OCP approximation for the ion thermal contribution utiliz-
ing Z0 = Zwkb; orange dashed-dotted, cyan dash-dotted, and yellow
dash-dotted curves—to the NWS calculations with the CHS approxi-
mation for the ion thermal contribution utilizing Z0 = Zwkb, Z0 = Z∗,
and Z0 = ZWS, respectively. Dark and light brown symbols represent
the Z-machine [60,61] and NIF [62] experimental data, respectively,
and violet squares—the QMD simulations of Ref. [63].

approximation results in the lowering of the ratio (41) and,
consequently, in softening of the shock Hugoniot.

To avoid such underestimation of the ratio (41), one
needs to account for the finite-ion-size effects. Doing this
by means of the additional hard-sphere-model correction to
pressure T ni δPHS

i (η) with Z0 = Zwkb or Z0 = Z∗ enhances
the stiffness of the shock Hugoniot as compared to the OCP
approximation, thus providing the better agreement with the
experimental data and QMD simulations. One should, how-
ever, note that the comparisons to the PAMD simulations
above reveal an overestimation of the net correction �Pi in
this case being partially counterbalanced by the overestima-
tion of the correction �Ei. The CHS approximation with Z0 =
ZWS further enhances the correction �Pi, thus yielding well
pronounced overestimation of the shock Hugoniot stiffness as
compared to the experimental data obtained at the NIF facility
[62]. This therefore suggests that common practice of using
the mean-ion-charge definition Z0 = ZWS in the CHS model
is unjustified.

While the NWS and Liberman AA-model shock Hugo-
niots of silicon are in the closest agreement in ρ-P frame
(see Fig. 20), for silicon dioxide one can observe pronounced
distinctions between the similar ones at P < 100 Mbar—the
NWS model yields a softer shock Hugoniot. Unlike the NWS-
model shock Hugoniot (with the ideal-gas approximation for
the ion thermal contribution), the similar Liberman-model
shock Hugoniot agrees reasonably well with the Z-machine
measurements at P � 15 Mbar [60,61]. To identify the source

FIG. 25. Electron pressure for silicon (blue curves) and oxygen
(red curves) at T = 3.16 and 10 eV calculated with the Liberman
(solid curves) and NWS (dashed curves) models.

of these distinctions, in Fig. 25 we compare electron pressure
for silicon and oxygen at T = 3.16 and 10 eV calculated with
the NWS and Liberman models. One can see that relative dif-
ferences of the electron pressure calculated with these models
are much larger for oxygen than for silicon. For this rea-
son, distinctions between the NWS and Liberman AA-model
shock Hugoniots for silicon dioxide get more pronounced.

A drastic disagreement of the oxygen electron pressures
from the Liberman and NWS models observed in Fig. 25 at
the lowest temperature considered (T ≈ 3 eV) and densities
ρ � 4 g/cm3 is due to the fact that self-consistent Coulomb
potential in the NWS model does not yet vanish at the bound-
ary of the atomic cell due to the presence of the weakly bound
2p-shell electrons, the wave functions of which extend beyond
the atomic cell. At the same time, in the Liberman model
this potential beyond the atomic cell is identically zero by
definition. In such situations electron pressures obtained from
the Liberman and NWS models would be different, even when
those are found with the same method, and the use of different
methods to calculate electron pressure (i.e., the virial theorem
for the NWS model and the differentiation of the Helmholtz
free energy for the Liberman model) generally enhances this
disagreement. At low temperatures the 2p shell is pressure
ionized at ρ ≈ 4 g/cm3 after that the electron pressures for
oxygen obtained from the Liberman and NWS models be-
come much closer together (see Fig. 25). For silicon, one
can also observe a noticeable disagreement of the relevant
electron pressures being, however, less pronounced than for
oxygen and occurring at somewhat lower densities, at which
weakly bound 3p-shell electrons or the corresponding sharp
continuum resonance exist (the 3p shell is pressure ionized at
ρ ≈ 1 g/cm3).

It should be noted that single-center AA models cannot
properly describe weakly bound states with wave functions
extending beyond the atomic cell. In fact, such states are
strongly disturbed by the plasma environment and their en-
ergy levels are smeared out into broad structures similar to
energy bands in solid state [65,66]. In the NWS model, the
electron thermodynamic functions contain contributions from
the space region beyond the atomic cell. It is also unlikely that
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these contributions are correctly represented by the single-
center approach, especially when the simplified step-function
(1) treatment of interionic correlations is employed. In the
Liberman model, the thermodynamic functions are evaluated
solely inside the atomic cell, even when the bound-state wave
functions have long tails beyond the cell. Though this ap-
proach may be recognized as more simplified with respect to
the NWS model, in some cases its use may show better results.
But, even so, one cannot perceive such results as more justified
than those ones given by the NWS model.

The underestimation of electron pressure by the NWS
model immediately affects the PAMD results as the latter ones
directly include thermodynamic functions obtained with the
NWS model [see, e.g., the terms N KPA, N BPA in Eqs. (10)
and (26)]. Due to this underestimation the pressure along the
PAMD shock Hugoniot is also underestimated as compared
to the QMD simulations, though the account of the ion cor-
relations with PAMD leads to some increase of the relevant
shock-Hugoniot pressure in relation to that one given by the
NWS-model utilizing the ideal-gas approximation for plasma
ions. Alongside this, the PAMD principal shock Hugoniot of
silicon dioxide at higher pressures, P  30–60 Mbar, agrees
well with the NIF experimental data of Ref. [62].

As one can can see from the calculations presented, the
PAMD approach provides most reliable results at fairly high
temperatures (T � 10 eV). In this connection, it should be
noted that all these calculations were done with no regard
for the explicit temperature dependence of the electron ex-
change potential. However, with the Liberman model the
latter was generally found to have no significant effect on
the total thermodynamic functions at T � 10 eV, even when
this dependence was treated by using a simple semiclassical
approximation [67–70] overestimating the effect. Therefore,
the use of the zero-temperature exchange potential [43] does
not affect general conclusions on the validity of the PAMD
calculations of the present work and on the accuracy of the
OCP and CHS approximations for the ion thermal contribu-
tion to the EOS.

VII. CONCLUSION

Modifications to the original formulation of the PAMD
approach [32] are proposed. The modifications include an
improved method to calculate thermodynamic functions in the
context of the PAMD simulations and an alternative technique
to evaluate the screening electron density and the correspond-
ing mean ion charge. The latter provides another option to
avoid nonphysical jumps under the pressure ionization as
compared to the ad hoc smoothing through the use of the
bound-state survival probabilities in the electron-ion scatter-
ing process [weighting factors in the bound-electron density
(37)] that was proposed earlier in Ref. [21]. With these mod-
ifications implemented on the base of the RESEOS average
atom and Moloch molecular dynamics codes, the silicon and
oxygen equations of state were generated and then employed
to construct the equation of state of silicon dioxide by using
the linear mixing rule.

The PAMD-calculated principal shock Hugoniots of sili-
con are found to be in a satisfactory overall agreement with the
relevant theoretical data obtained from the QMD and PIMC

ab initio [7] simulations, with the PAMD curves somewhat
overestimating the maximum compression. The latter may
arise from inability of taking account of the finite-ion-size
effects in evaluating the PAMD interionic potentials as well
as from the inaccuracy of the QMD simulations at maximum-
compression temperatures (T ∼ 100 eV), being extremely
high for the QMD method.

For silicon dioxide the PAMD principal shock Hugoniot
agrees well with recent high-pressure (P  30–60 Mbar) ex-
perimental data obtained at the NIF facility [62]. At lower
pressures the PAMD shock Hugoniot appears to be less ac-
curate due to the well pronounced underestimation of the
NWS-model electron pressure in oxygen (unlike silicon)
immediately affecting the PAMD results as the latter ones
directly include the thermodynamic functions from the NWS
model. This underestimation is illustrated by the comparison
to the relevant Liberman-model calculated data and may be
recognized as a measure of uncertainty of the EOS electron
component specific to the atom-in-jellium models with the
electrically neutral atomic cell.

The effect of the ion correlations on the PAMD-calculated
shock Hugoniots of silicon and silicon dioxide in the ρ-P
frame appears to be small since the relevant pressure and
internal energy changes, being responsible, respectively, for
stiffening and softening of the shock Hugoniot, in fact coun-
terbalance each other.

The PAMD approach allows one to eliminate uncertainties
connected with the ion thermal contribution to thermody-
namic functions being specific to the average-atom-based
equations of state. Comparisons to the PAMD simulations
provide an immediate possibility to examine various approxi-
mations to model ion thermal contribution to those EOS since
the consistent treatment of ion correlations is the main advan-
tage of the PAMD approach over the AA models. For silicon
we have tested the OCP and CHS approximations against the
PAMD simulations using various methods to specify mean ion
charge. We have shown that the ion-correlation corrections to
pressure �Pi and internal energy �Ei obtained with PAMD
may differ by several times from those ones obtained under
the OCP and CHS approximations. The correction �Ei in the
OCP and CHS approximations and the correction �Pi in the
CHS approximation are usually overestimated at T � 10 eV
as compared to their PAMD counterparts. However, the in-
accuracies of the OCP and CHS corrections �Pi(ρ, T ) and
�Ei(ρ, T ) can partially counterbalance each other in their
ratio which is responsible for the EOS stiffness. The use of
the mean-ion-charge definition Z0 = ZWS, commonly adopted
for the CHS approximation, generally yields underestimated
values of Z0 with the resulting significant overestimation of
the ion pressure and should be therefore considered as un-
justified. At the same time, our results for the ion-correlation
correction to pressure differ from those ones obtained earlier
in Ref. [32] where this correction seems to be underesti-
mated al low temperatures (T � 10 eV) and densities near the
normal density. The similar examination against the PAMD
data may also be performed to validate other promising and
more sophisticated approximations for the ion-correlation
corrections, as they appear, and thereby to further extend
the range of applicability of computationally inexpensive
average-atom-based equations of state.
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APPENDIX A: ON THE EVALUATION OF ELECTRON
PRESSURE IN THE AVERAGE-ATOM MODELS

In the AA models electron pressure may be evaluated by at
least three alternative approaches [46]: by the differentiation
of the specific Helmholtz free energy with respect to material
density:

Pe(ρ, T ) = ρ2 ∂Fe(ρ, T )

∂ρ
, (A1)

by using the virial theorem, and calculating the momen-
tum flux density (i.e., via the stress tensor). In a completely
consistent model, rigorously derived through the variational
minimization of the thermodynamic potential, all three ap-
proaches yield the same result. To the best of our knowledge,
only three types of the AA models meet this condition:
the semiclassical Thomas-Fermi model [71] along with its
improved versions, the VAAQP model [41,72], and the
Hartree-Fock-Slater model with quasiperiodic boundary con-
ditions [9,20,25,67,73]. The Liberman and NWS AA models
addressed in the present paper do not rigorously satisfy the
variational principle thus leading to differing values of pres-
sure calculated by alternative methods.

The nonrelativistic virial theorem is usually formulated as
follows [cf. Eq. (25)]:

3Pe V = 2K + Eel + Cxc. (A2)

This formulation is, however, not necessarily correct with
respect to a part of some larger system (e.g., to the atomic
cell in an atom-in-jellium model). On the other hand, in the
context of a spherically symmetrical model one can define the
pressure as the diagonal component Prr of the stress tensor
(which includes a local-density exchange-correlation correc-
tion) at the boundary of the spherical volume V . If this volume
is neutral (what is specific to the atomic cell in the Liberman,
NWS, and Hartree-Fock-Slater models), then the pressure Prr

satisfies the following form of the virial theorem [46]:

3Prr V = 3Pe V = K + K̃ + Eel + Cxc, (A3)

where the quantity

K̃ = 1

2

∑
ν

n(εν )
∫

V
|∇ψν (r)|2dr, (A4)

in general, differs from the kinetic energy

K = −1

2

∑
ν

n(εν )
∫

V
ψ∗

ν (r)∇2ψν (r)dr (A5)

(the values of K and K̃ coincide in the special case of
quasiperiodic boundary conditions that may be imposed in
the Hartree-Fock-Slater model [9,20,25,67,73]). The subscript
ν in Eqs. (A4) and (A5) runs over all nonrelativistic single-
electron states characterized by the orbital, magnetic, and spin
projection quantum numbers l , ml , and ms, respectively, and
bound-state principal quantum numbers n or continuum-state
energies ε.

The relativistic virial theorem may be formulated in terms
of the surface integral over the boundary of the atomic cell

(see Ref. [15]):

Pe = − i c

8π r3
0

∑
ν

n(εν )
∮

r=r0

[ψ+
ν (r) a(r ∇)ψν (r) + c.c.]dS

+ Pxc(ne(r0), T ), (A6)

where ak = ( 0 σk

σk 0 ) (σk are the Pauli matrices),

Pxc(ne, T ) = − fxc(ne, T ) + ne Vxc(ne, T ) (A7)

with fxc being the exchange-correlation free-energy density
related to the exchange-correlation potential by

Vxc(ne, T ) = ∂ fxc(ne, T )

∂ne
. (A8)

The summation over ν in Eq. (A6) runs over all relativistic
single-electron states.

Starting from Eq. (A6), the following expression for pres-
sure was derived in Ref. [74]:

Pe = c

4π r2
0

∑
ν

n(εν )(Qν (r0)P′
ν (r0)

− Pν (r0)Q′
ν (r0)) + Pxc(ne(r0), T ). (A9)

This expression may also be obtained directly from Eq. (25) if
one takes into account the following relation stemming from
the Dirac equation:

[εν − V (r) − r V ′(r)]
[
P2

ν (r) + Q2
ν (r)

]
= d

dr
(r[Qν (r) P′

ν (r) − Pν (r) Q′
ν (r)]). (A10)

Regarding Eq. (A9) it should be noted that just the same
expression was obtained later in Ref. [23] in the context of the
relativistic Liberman model by using the definition of pressure
as the Prr component of the stress tensor. In the nonrelativistic
limit Eq. (A9) reduces to (A3) [23,74]. Thus, in the context
of the AA models the relativistic virial theorem is consistent
both with the definition of pressure in terms of the stress
tensor and with the nonrelativistic virial theorem expressed
by Eq. (A3). At the same time, the relativistic virial theorem
does not generally correspond to a more conventional form
(A2) of the nonrelativistic virial theorem. This fact is essential
for the Liberman model since two forms of the virial theorem
represented by Eqs. (A2) and (A3) may lead to pronounced
distinctions between the relevant pressures found with this
model. This is illustrated by the results of Ref. [74] in which
the pressure was calculated in the context of the Liberman
model using both Eq. (A9) and the following formula:

Pe = c

4π r2
0

∑
ν

n(εν )[Qν (r0)P′
ν (r0) − Pν (r0)

·Q′
ν (r0) − 1

r0
Pν (r0)Qν (r0)

]
+ Pxc(ne(r0), T ). (A11)

This formula as well as Eq. (A9) may be derived by making an
approximate differentiation of the Helmholtz free energy [74]
but unlike Eq. (A9) it recovers a more conventional form (A2)
of the virial theorem in the nonrelativistic limit. In Ref. [74]
it was, however, obtained that in contrast to Eq. (A9) the
formula (A11) does not provide finite values of the normal
material density (the pressure never takes negative values even
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at zero temperature). At the same time, the values of pressure
calculated by Eqs. (A9) and (A11) generally become closer
with increasing temperature or density. So, in the context of
the Liberman model the evaluation of pressure with Eqs. (A3)
or (A9) is, in general, more justified as compared to the use of
Eqs. (A2) or (A11).

One more formula for electron pressure (both for the non-
relativistic and relativistic cases) was proposed in Ref. [75]
by considering the average of all diagonal components of the
stress tensor instead of the Prr component only:

Pe = 1
3 (Prr + Pθθ + Pϕϕ ), (A12)

with θ and ϕ being the angular variables. It is important that at
the temperatures high enough, when the semiclassical approx-
imation for free electrons is valid, all the pressure formulas
above provide very close results.

In contrast to the Liberman model, the calculation of pres-
sure by the virial theorem in the NWS model is not restricted
to the atomic cell. The contribution of electrons beyond the
atomic cell is also accounted via the cluster expansion. As
a result, the NWS-model pressure formula (39) differs from
(A9) in two ways. First, in contains the additional term (40).
Second, the pressure is expressed in terms of free-electron
wave functions corresponding to the zero potential rather than
the average-atom wave functions as in Eq. (A9). The summa-
tion over single-electron states is then performed analytically
thus yielding the term P0

e in Eq. (39). This term formally
coincides both with the pressure in the Thomas-Fermi-Dirac
model [11] (to within the relativistic corrections) and with the

diagonal components Prr , Pθθ , and Pϕϕ of the stress tensor
in the uniform electron gas. Besides that, in the context of
the nonrelativistic NWS model the two forms of the virial
theorem [the cluster-expansion counterparts of Eqs. (A2) and
(A3)] yield the same pressure. However, the NWS model,
as well as the Liberman model, is thermodynamically in-
consistent in the sense that all the formulas above result in
the pressure values being generally different from those ones
obtained using Eq. (A1).

Numerical differentiation of the Helmholtz free energy via
Eq. (A1) places more stringent requirements on the computa-
tional accuracy than the use of the virial theorem or the stress
tensor. The sensitivity to numerical inaccuracies is largely
reduced if the free energy is precalculated by the numerical
integration of electron entropy [18,66]:

Fe(ρ, T ) = −
∫ T

0
Se(ρ, T ′)dT ′. (A13)

But this approach is well suited only for the Liberman model
since the presence of long-range Friedel oscillations of the
electron density in the NWS model renders the calculations
at near-zero temperatures rather difficult. Therefore, the use of
the virial theorem provides the most practical way to calculate
pressure in the context of the NWS model and the PAMD
approach. Though this way suffers from the thermodynamic
inconsistency, the latter was shown to be rather moderate—of
the order of several percentages at T � 10 eV [32].
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