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Persistent fluctuations of the swarm size of Brownian bees
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The “Brownian bees” model describes a system of N-independent branching Brownian particles. At each
branching event the particle farthest from the origin is removed so that the number of particles remains constant
at all times. Berestycki et al. [arXiv:2006.06486] proved that at N — oo the coarse-grained spatial density of
this particle system lives in a spherically symmetric domain and is described by the solution of a free boundary
problem for a deterministic reaction-diffusion equation. Furthermore, they showed [arXiv:2005.09384] that,
at long times, this solution approaches a unique spherically symmetric steady state with compact support: a
sphere whose radius £, depends on the spatial dimension d. Here we study fluctuations in this system in the
limit of large N due to the stochastic character of the branching Brownian motion, and we focus on persistent
fluctuations of the swarm size. We evaluate the probability density P (¢, N, T) that the maximum distance of a
particle from the origin remains smaller than a specified value £ < ¢, or larger than a specified value £ > ¢, on
a time interval 0 < < T, where T is very large. We argue that P(¢, N, T') exhibits the large-deviation form
—1In P >~ NTR,(£). For all d’s we obtain asymptotics of the rate function R, (£) in the regimes ¢ < £y, £ > ¥,
and |€ — £y| < £y. For d = 1 the whole rate function can be calculated analytically. We obtain these results by
determining the optimal (most probable) density profile of the swarm, conditioned on the specified £ and by

arguing that this density profile is spherically symmetric with its center at the origin.
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I. INTRODUCTION

Nonequilibrium steady states of macroscopic systems
composed of reacting and diffusing particles, continue to
attract attention from physicists [1-5]. The nonequilibrium
steady states shed light on the physics of a plethora of im-
portant dissipative systems, both nonliving and living. The
search for, and the analysis of, simple models which can teach
us about general properties of nonequilibrium fluctuations,
continues. One of the simplest models of this type is a particle-
conserving variant of branching Brownian motion that we will
describe shortly.

Branching Brownian motion [(BBM) for short] unites
two fundamental continuous-time Markov processes: the ran-
dom branching and the Brownian motion, or the Wiener
process. In the past BBM was extensively studied by math-
ematicians [6,7], and it continues to attract interest from
physicists [8—11]. Here we will consider the recently formu-
lated Brownian bees model [12,13].

Brownian bees is a variant of BBM with an imposed exact
conservation law. The microscopic model is defined as fol-
lows. The system consists of N independent particles (bees)
located in a d-dimensional space. Each particle can branch, in
a small time interval Atf, into two particles with probability
At. It can also perform with the complementary probability

“meerson @mail.huji.ac.il
"pavel.sasorov @ gmail.com

2470-0045/2021/103(3)/032140(9)

032140-1

1 — At continuous-time Brownian motion with diffusion con-
stant 1 [14]. Whenever a branching event occurs, the particle
which is farthest from the origin is instantaneously removed
so that the number of particles remains constant at all times.
The name Brownian bees, coined by J. Quastel [12], comes
from the superficial analogy with a swarm of bees around a
hive.

The Brownian bees is a particular example of the so called
Brunet-Derrida N-particle systems. All these systems involve
the BBM with exact conservation law. They differ from each
other only by the rule of elimination of “least-fit” particles,
thus providing insight into different aspects of biological se-
lection. See Ref. [13] for a brief review of these models.

Recently Berestycki et al. [12] showed that, in the limit of
N — o0, the coarse-grained spatial density u(x, ) > O of the
Brownian bees is described by the solution of the following
deterministic free boundary problem in d dimensions:

du(x, 1) = V2u(x, 1) + u(x, 1),

ux,t) =0, [x|] > L), f

x| <L(r)

x| < L(1),

ux,dx =1. (1)

u(x,t) is continuous at |x| = L(¢), and an initial condition
must be specified. According to Eq. (1), u(x, ¢) has a compact
support which is, at all# > 0, a d-dimensional sphere centered
at the origin. There is an effective absorbing wall at |x| = L(¢),
which moves so as to impose the constant number of particles
at all times.
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In a companion paper [13] Berestycki et al. showed that,
at long times, the solution of the deterministic problem (1)
approaches a unique steady state u = U (x) which is described
by the fundamental mode of the Helmholtz equation with a
unit eigenvalue,

VU +U=0 )

inside a d-dimensional sphere, whose center is at the origin,
and whose radius £y depends on d. The steady-state density
profile is spherically symmetric and has the following form:

F(r)

Ur) = ey Jap ()’ r <t 3)
0, r > Y. 4
where
Jajp—1(r)
F(r) = =05, 5)

and £y = £y(d) is the first positive root of the Bessel function
of the first kind J;,,—(r). For d = 1 one obtains

%cos x, |x| < £, (6)
0, x| > £o. 7

U(x):{

and £y = 7 /2. As the solution of the deterministic free bound-
ary problem (1) approaches the steady state, L(¢) approaches
£o.

In this paper we study fluctuations of a stationary swarm of
Brownian bees due to the stochastic character of the branching
Brownian motion. We consider the limit of N > 1. In this
limit the fluctuations are typically small. But large fluctuations
(often called large deviations) also occur, and it is interesting
to evaluate their probability as well. We focus on persistent
fluctuations of the maximum distance L(¢) of a bee from the
origin. Our objective is to evaluate the probability that, on
a long time interval 0 <t < T, L(t) remains smaller than a
specified value £ < € or larger than a specified value £ > £.
We argue that, at N > 1 and T — oo, the corresponding
probability density P(£, N, T) exhibits the large-deviation
form

—In P({,N,T) ~NTR;({). (®)

This result follows naturally from the optimal fluctuation
method (OFM) which we employ for solving this problem.
The OFM (also known in other fields as the instanton method,
the weak noise theory, and the macroscopic fluctuation theory)
is briefly described in Sec. II. The OFM boils down to finding
the optimal (most probable) density profile of the swarm,
conditioned on the specified ¢ during a long time 7', which
dominates the probability density of £.

Our result (8) relies on two assumptions. First, we assume
that, at large T, the optimal density profile has a spherical
compact support L(z). We will discuss this assumption in
Sec. V. (Recall that a spherical compact support is also ob-
served at any ¢t > 0 for the most probable (unconditioned)
density profile of the Brownian bees when N — oo [12].)
Second, we assume that, to leading order in 7 > 1, the opti-
mal density profile is spherically symmetric and independent
of time, whereas the support radius L(t) is equal to £.

Based on these assumptions, we derive, in Sec. III, analyt-
ical asymptotics of the rate function for all d in the regimes

[€ — £o] K €y, £ K £y, and £ > £y. These asymptotics have
the following form:

ag(t —£o)*, 1€ — Lo| K &, )
RO =] F -7, <, (10)
5 £ ¢, (11)

where the d-dependent factor ¢, is presented in Eq. (57) be-
low. For d = 1 the whole rate function R;(£) can be calculated
exactly as we explain in Sec. IV. We summarize and briefly
discuss our results in Sec. V.

II. OPTIMAL FLUCTUATION METHOD: GOVERNING
EQUATIONS

A convenient departure point for the derivation of the OFM
equation is a lattice gas formulation for a gas of noninteracting
branching random walkers. One starts from a multivariate
master equation which describes the evolution with time of
the probability of observing a certain number of particles on
each lattice site at time 7. Being interested in large devia-
tions, and making a Wentzel-Kramers-Brillouin-type ansatz in
the master equation, one arrives at an effective multiparticle
Hamilton-Jacobi equation, which can be recast in a Hamil-
tonian form [15—17]. Assuming in addition that the hopping
rate of the random walkers is much larger than the branching
rate, one obtains a continuous coarse-grained Hamiltonian
field-theoretic description of large fluctuations in this reacting
lattice gas, valid at distances long in comparison with the
lattice constant [15—17]. In this limit the lattice constant only
enters (alongside with the hopping rate) the diffusion constant,
bringing back the continuous-space BBM model. In addition
to the gas density field g(x, t), which formally plays the role
of the “coordinate” of the Hamiltonian description, there is
a canonically conjugate “momentum” density field p(x, )
which describes the most likely configuration of the noise
which dominates the large deviation in question.

The OFM equations for reacting lattice gases were also
derived and used by other workers [1-3,18-20]. The problem
of Brownian bees, however, brings an important new element:
exact conservation of the total number of bees which takes the
form of a nonlocal, integral constraint on the optimal (most
likely) gas density history g(x, t) > 0,

/ gx,t)dx=1 forall0 <r <T. (12)
x| <L(t)

To accommodate this constraint in the OFM formalism we
introduce a Lagrangian multiplier A(¢) (which, in general,
depends on time) and add the term

T
f dr A1) q(x, t)dx (13)
0 |x|<L(t)

to the Hamiltonian of the classical field theory [15-17]. Note
that, in this form, the additional term (13) holds even for a
more general constraint when the total number of particles is
a specified function of time, cf. Ref. [21].
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With the account of this additional term, the OFM equa-
tions [15—17] become

SH
h =5 =4+ (Vg =24V p) (14)

dp= _‘;_Z =—("—1)=Vp—(Vp? —r@t). (15)

Here
H = Hlq(x,1), p(x, 1, A(t))] z/dX“rl(q,p, A (16)

is the constrained Hamiltonian,

H(g, p, X)) = Ho(q, p) + A(t)g (17)

is the density of the constrained Hamiltonian, and
Ho(g, p) = (¢’ —1)g—Vq-Vp+q(Vp’  (18)

is the density of the unconstrained Hamiltonian [15—-17]. The
boundary conditions on the absorbing wall (or on the two
absorbing walls for d = 1) are [18,22-26] as follows:

q(|x| = L(t)) = p(Ix| = L(t)) = 0. 19)

We also have to specify some boundary conditions in time:
att =0 and r = T. These depend on whether we deal with
a deterministic or fluctuating initial condition at # = 0 and on
whether we specify the whole density function g(x, = T') or
only the size of its compact support L(z = T).

The probability distribution P (£, N, T') can be found up to
a preexponential factor from the relation,

—In P¢,N, T)~NS¥,T), (20)

where
T
SU,T)= f dt/ dx(p d,q — Hop) 21
0 |x|<L(t)

is the action per particle. Plugging Eqs. (14) and (18) into
Eq. (21), we obtain § in terms of an integral along the optimal
trajectory,

T
S, T)= / dt/ dx[q(pe’ — e’ + 1)+ q(V p)*].
0 x| <L(r)

(22)

Let us discuss the physical meaning of the OFM equations.
The term (e” — 1)q in the unconstrained Hamiltonian (18) de-
scribes the fluctuating branching reaction. It appears already
in zero spatial dimension. The factor e”, coming from the ran-
dom character of branching, modifies the effective branching
rate: It enhances the branching for p > 0 and suppresses it
for p < 0. The other two terms in Eq. (18) are familiar from
the macroscopic fluctuation theory of a gas of noninteracting
random walkers [18]. In particular, the term g(V p)? describes
the fluctuational contribution to the particle flux, coming from
the stochastic character of Brownian motion. The solution for
q(x, t) describes the history of the optimal density configura-
tion of the bees. In its turn, the solution for p(x, t) describes
the history of the optimal realization of the noise in the sys-
tem. These g and p are deterministic time-dependent fields
which give a dominant contribution to the specified large
deviation of the system. In the absence of fluctuations we have

p =0 and A(t) = 0. In this case Eq. (15) is obeyed trivially,
and Eq. (14) coincides with the deterministic equation (1).

For arbitrary T the OFM problem, described above, is
both complicated and nonuniversal: It is intrinsically time
dependent, and the solution strongly depends on the initial
and final conditions. Fortunately, the problem becomes much
simpler in the limit of very large T. Here it is natural to assume
that the optimal gas density g(x, ¢) and the momentum density
p(x, t) are stationary, L(t) is equal to the specified £, and the
Lagrange multiplier A(#) is constant. The stationarity holds for
most of the time interval 0 <t < T except for short nonuni-
versal transients close to t =0 and r+ = T which contribute
to the action only at a subleading order, and which will be
ignored in the following. The stationarity assumption leads to
the steady-state OFM equations,

ge’ +V - (Vg—2gVp) =0, (23)

—(" = 1)=V’p—(Vp)’ =4, (24)
whereas Eqgs. (20) and (22) yield
S, T)=TR;(), (25)

with the rate function,
Ri0) = [ dxla(pe’ e+ 1)+ aVpP) (6)
|x|<¢

The initial and final conditions for g become irrelevant in the
steady-state solution. Finally, if there are multiple stationary
solutions, the one with the minimal action—hence, the mini-
mal R;(¢)—must be selected. Equations (20) and (25) lead to
the announced large-deviation behavior (8) of the probability
density P.

A further simplification arises when we go over from g
and p to the Cole-Hopf canonical variables Q = ge™” and
P = e¢” — 1. Equations (23) and (24) become

V2Q+ Q2P+ 1410 =0, (27)

VP + P+ 1)(P+1)=0. (28)

Note that Q(x) > 0, whereas P(x) can vary from —1 to 4o0.
Importantly, Eq. (28) is decoupled from Eq. (27). Also, for a
given P(x), Eq. (27) is a linear and homogeneous equation for

Q(x).
In the Hopf-Cole variables the boundary conditions for
Eqgs. (27) and (28) are
O(x| =€) = P(Ix| = £) = 0, (29)

the mass conservation (12) reads

OX)[Px)+ 1ldx =1, (30)

x| <€

and the rate function R, (£) becomes [16]
Ry(€) = —/ dx[Q(P+ P*) — VP -VQI. (31)
|x|<¢

Applying the first Green’s identity and using the boundary
condition Q(|x| =¢) =0 and Eq. (28), we can transform
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Eq. (31) to
Rq(l) = ?»/ dxQ(P +1), (32)
x| <€

which, by virtue of the integral constraint (30), brings us to
the remarkably simple result,

Ry(€) = A. (33)

That is, the calculation of the rate function R; () only requires
to express the Lagrange multiplier A through £. Equation (33)
implies that the solution exists only for A > 0 as we indeed
find here.

Although Eqgs. (27) and (28) are written in the general d-
dimensional form, we have assumed that the optimal solution
is spherically symmetric: Q = Q(r) and P = P(r), where r
is the radial coordinate. Therefore, only the radial part V> of
the Laplace operators actually appears in Egs. (27) and (28).
Correspondingly, the spatial integration in Eq. (30) is the
following:

£
Q4 / drr '[P+ 1] =1, (34)
0

where Q, = 27%2/T'(d/2) is the surface area of the d-
dimensional unit sphere, and I'(z) is the gamma function. For
d = 1 we have

¢
/ dx Q(x)[P(x) + 1] =1, (35)
)

and Q(x) and P(x) are even functions,
0'(0)=P'(0)=0. (36)

Here and in the following the primes stand for the x (or r)
derivatives.

Equations (27) and (28) possess an important conservation
law which follows from their Hamiltonian (or, alternatively,
Lagrangian) character,

[Q'P'+ QP+ (P + )] + QP =0. (37

2(d —1)
r
One way of deriving this conservation law is by using a direct
analogy with the energy-momentum tensor of the classical
field theory [27]. In this interpretation Eq. (37) expresses the
vanishing divergence of the energy-momentum tensor in the

presence of spherical symmetry.

The case of d = 1 is special because in this case the conser-
vation law (37) does not depend explicitly on the coordinate,
and we obtain [17,19]

QP +Q(P+ 1)(P+ X)) =W = const. (38)

Furthermore, in the case of d = 1, and only in this case,
Eq. (28) has its own conservation law,

1
5(P’)2 +V(P, 1) = E = const. (39)
The cubic potential,
1 1+ A
V(P A) = §P3 + %P2 + AP (40)

has extrema at P = —1 and P = —A. The two conservation
laws, Egs. (38) and (39), make the one-dimensional case ex-
actly integrable, see Sec. IV. In particular, it follows that the
optimal density profile in one dimension is mirror symmetric
with respect to the origin: x <> —x.

For all d’s, the spherically symmetric stationary problem
in the Hopf-Cole variables can be conveniently solved numer-
ically. Since Eq. (27) is linear and homogeneous, and Eq. (28)
is not coupled to Eq. (27), we can solve Egs. (27) and (28)
by setting an arbitrary nonzero boundary condition for Q(r =
0), for example, Q(r = 0) = 1 and ultimately normalize the
solution to unity by using Eq. (34). Specifying A and using
P(r = 0) as a shooting parameter, we demand that the first
zeros of Q(r) and P(r) coincide to a given accuracy, which
gives us £ and the optimal profiles of Q(r) and P(r). See Fig. 4
below for an example of such a numerical solution for d = 3.

III. ASYMPTOTICS OF THE RATE FUNCTION

There are three asymptotic regimes where the rate function
R;()) can be calculated analytically in any dimension.

A. € — £y < €

Here A < 1 is a small parameter, and the solutions of
Egs. (27) and (28) can be found via the perturbative ansatz,

P(r) = VA[Py(r) + VAP (r) + APy () +---1,  (41)

0(r) = Qo(r) + V201 () + 202 (N +---,  (42)

where the functions Py, Py, Qp, Qi, ... are on the order of
1. In the leading order the ansatz (41) and (42) lead to two
identical Helmholtz equations,

ViPy+ Py =0, 43)

V7 Q0+ Qo =0, (44)

which coincide with Eq. (2). In the subleading order we obtain
V2P +P =—1-P;, (45)

V701 + Q1 = —2RQs, (46)

etc. The solutions of Egs. (43) and (44) can be written as
Po(r) — Qo(r)
0

=07 pd/2-l I'(d/2)F(r), “47)
Po q

where pg and go > 0 are (yet unknown) constants and F(r)
was defined in Eq. (5). For d = 1, 2 and 3 we obtain

cosr, d=1,
Por) _ Qo) _ N ap(r), d=2, 48)
Po 9 sin r J=3

r

respectively. For any py and gq, the two functions Py(r) and
Qo (r) have their first positive zeros at the same point r = £.
The subleading-order equations (45) and (46) lift this degener-
acy. The condition that the first positive zeros of P(r) and Q(r)
coincide also in the subleading order yield a unique value of
the constant py. Having found P(r) in the subleading order,
we can determine the rate function R;(£) = A in terms of the
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small difference ¢ — ¢y. The remaining constant gy can be
determined from Eq. (34), but it does not affect X.

The calculation proceeds as follows. First, we solve the
linear equations (45) and (46) with the boundary conditions
P1(0) = P{(0) =0 and Q;(0) = Q) (0) = 0, respectively. The
solutions can be written as

T a|F(r) F() 2
_ Lo anl|F(r) F()
where F'(r) is defined in Eq. (5),
Yio_
G(r) = ”’r/dz/—zl_(lr) (51

and Y is the Bessel function of the second kind. As P; and
Q) give subleading contributions, it suffices to evaluate the
integrals in Egs. (49) and (50) at r = £y. This yields the
special value of pg for which the zeros of P and Q coincide in
the subleading order,

f(fo drri='F(r)

7= 24-2[T(d/2)2 [* dr rd=1[F (PP ©Y
As a result,
3/2, d=1, (53)
= 221501, d=2, (54)
dm =323787---, d=3. (55)

3 Si(r)—Si(3m)

where Si(z) = foz dt sin(t)/t is the sine integral function. For
¢ < £y we have py > 0. Here the fluctuations enhance branch-
ing (p > 0) and cause an inward particle flux (V,p < 0). The
case of ¢ > £y corresponds to py < 0. Here the branching
is suppressed, and an outward particle flux is enhanced, by
fluctuations.

With p(z) at hand, we Taylor expand Py(r) in a small vicinity
of r = £y, keeping only the term linear in £ — £,

Po(r) 2= Py(€o)(L — £o), (56)

and express A via the small shift A¢ = £ — £, of the first zero
of P(r) >~ Py(r) + VAP, (7). In this way we obtain the asymp-
totic of the rate function R;(¢) = A, announced in Eq. (9):
Ry(£) ~ aq(AL)? with
[P (£0)]?
[JTG(Zo)f(fO dr rd—‘F(r)]2
_ [F'(to)P
[RG()2 [,° dr rd=1F (r) [3" dr ri=\[F (r)]?

g =

where we used Eqs. (47) and (52). Equation (57) gives ) =
3/8, ap =0.14924-- . and
1
o3 = - - =0.08201---. (58)
m[3Si(m) — Si(3m)]

The quadratic dependence of R; on Af describes a Gaussian
asymptotic of the distribution P(¢, N, T) at £ close to the
expected value £ = £.

B. { K&

Here the fluctuations should work against a strong outward
diffusion and enhance the branching process considerably so
as to make up for the particle losses at r = € < £y. The
optimal balance between these two effects is determined by
Egs. (27) and (28) at A > 1. As the first zeros of Q and P
must coincide (at r = £), we see that P (which is positive and
large here) must scale as \/X, whereas £ must scale as 1/ .
This leads us to the large-A perturbative ansatz

P(r):«/X[P(f)+iP(f)+1P(f)+--} (59)
0 ﬁ 1 x 2 )

1 1
o(r) = CIO[QO(?) + EQW_’) + XQz(f) +-- } (60)

where 7 = r+/A. The functions Py, P, Qo, Qi,...are again
on the order of 1, whereas gy must scale as A“~1/2 to comply
with the normalization condition. This ansatz leads to the
same pair of Helmholtz equations,

V2P + Py =0, (61)

V0o + Qo =0, (62)

as in Sec. IIIA. Remarkably, it also yields the same
subleading-order equations,

ViP + P =—1-F;, (63)

V20, + Q1 = —2PRQy, (64)

as Egs. (45) and (46). Comparing Eqgs. (41) and (42) with
Eqgs. (59) and (60), we see that, for the purpose of coincidence
of the zeros of P and Q, there is an exact mapping between the
two cases if we replace +/A by 1/+/A and, in the case of £ <
£y, measure the distance in the units of 1/+/A. This unexpected
mapping between the two (physically very different) regimes
allows us to immediately obtain the rate function asymptotic
Ri(£) = L(€) for £ K £, from the already found asymptotic
A =gl — £o)?* for |[€ — £y] < £o. After a simple algebra we
obtain, in the leading and subleading orders in 1/¢ < 1, the
expression announced in Eq. (10). In particular,

n? 321

T 098 d=3.  (67)

The leading-order asymptotic R, (£ < £o) ~ €3 /£? coincides
with the rate function, corresponding to the long-time survival
probability of pure Brownian motion (no branching) inside a
d-dimensional sphere of radius ¢, see, e.g., Ref. [28]. This
result is not unexpected: At very small £ the fluctuations
mostly work against diffusion which otherwise would rapidly
spread out the swarm. The subleading term, proportional to
1/£, is much larger than 1 and is, therefore, important. It is
already affected by the branching process.

We can also determine the optimal stationary profile of
the gas density g(r) = Q(r)[1 + P(r)], conditioned on £ <
£o. In most of the region » < £, g(r) can be approximately
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FIG. 1. The optimal density g(x) ford = 1 and £ >~ 0.048 < £.
Here A = 10°.

described by the leading-order solution,

d 2
q(r) == qov/2Qo(var)Po(v/ir) = Cdﬁ—g[F (%)] . (68)

where the function F(r) is defined in Eq. (5), A = R;(£) is
given by Eqgs. (10) and (65)—(67), and the numerical factor
C, is determined by normalization to unity. Equation (68)
coincides with the optimal density profile, corresponding to
the survival probability of pure Brownian motion [28]. Impor-
tantly, however, Eq. (68) breaks down close to r = £ where
the solution is dominated by the term ¢ >~ Q =~ ¢ Qo(ﬁr). It
is this term which determines (large) particle losses at r = £
which are compensated by the strongly enhanced branching
in the bulk [29].

As an example, Fig. 1 shows the optimal density profile
qg(x)ford = 1and ¢ = 0.048 <« £y. Here A = 10°%.

C.£>» ¢

In this regime the fluctuations must keep the swarm very
large which requires a strong suppression of the branching
process. A lower bound for P(¢, N, T') [that is an upper bound
for R;(£ > £y)] can be obtained by assuming that there are no
branching events altogether during the whole time 7. In this
extreme scenario there are no particle losses, whereas the dif-
fusion spread proceeds unhindered, that is, deterministically.
In this scenario the probability density P'oVerbound(p N Ty =
exp(—NT) is independent of ¢ (and, in the physical units,
independent of the diffusion constant), leading to the upper
bound for Ry,

R;pperbound(z > EO) - 1. (69)

As we will now show, the true optimal configuration at £ >>
£y outperforms this simple upper bound by suppressing the
branching and diffusion in most of the swarm but allowing
it in a close vicinity of r = £. Almost all of the bees in this
regime are concentrated near the swarm boundary.

A complete suppression of the branching by fluctuations
would require p = —oo, that is, P = —1. The true optimal
trajectory is such that P(r) stays very close to —1 on most
of the interval 0 < r < £ and increases and reaches P = 0 in
the narrow boundary layer near r = £ with width O(1). Let us
first consider d = 1.

1.0

0.5

-0.5

Y

.0
-1.0-0.8-0.6-0.4-0.2 0.0 0.2 0.4
=]

FIG. 2. The phase portrait (P, P'), described by Eq. (39) ford =
1 and A = 1/3. The homoclinic trajectory £ = 0 corresponds to the
limiting solution P(x) for £ — oo, see Eq. (74).

1.d=1

Here there are two conservation laws (38) and (39). In the
next section we explain how one can use them to solve the case
of d = 1 exactly for any £. Here we use them to find a simple
limiting solution Q(x) and P(x) which gives the leading-order
asymptotic of the exact solution at £ — co. Because of the
symmetry of the one-dimensional swarm with respect to x =
0, we can limit ourselves to positive x, that is, consider the
right half of the swarm.

Plugging the exact boundary condition P’'(x = 0) = 0 and
the asymptotically exact boundary condition P(x = 0) = —1
into Eq. (38), we see that W = 0. Then, because of the
boundary condition Q(x = £) = 0, the same equation yields
P'(x =¢)=0[30].

Now we turn to the second conservation law (39). Using
the equality P'(x = £) = 0 that we have just established and
the boundary condition P(x = £) = 0 we obtain £ = 0. Then,
using P’'(x = 0) = 0 and P(x = 0) = —1, we obtain A = 1/3.
This immediately leads us to the large-£ asymptotic of the rate
function,

Ri(¢>> €)=~ L. (70)

This leading-order asymptotic is independent of £ and is three
times smaller than the simple upper bound (69). Note that
the limiting solution for P(x) with A = 1/3 and E = 0, corre-
sponds to a homoclinic trajectory on the phase plane (P, P’),
see Fig. 2.

In view of Eq. (28), we can rewrite Eq. (38) for the limiting
solution as

QP — QP =0. (71)
This homogeneous linear ordinary differential equation
(ODE) gives a simple relation between Q(x) and P(x) for the

limiting solution: Q(x) = k P'(x), where k > 0 is constant. In
its turn,

q(x) = [1 + P(0)]IQ(x) = k[1 + P(O)IP'(x),  (72)
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FIG. 3. The limiting optimal solution (74)—(77) for d = 1 and
A = 1/3. Top: Q(x) (solid line) and P(x) (dashed line). Bottom: g(x).
In this figure we set £ = 20.

and k can be determined from the normalization condition,

0 / k 2E=0
k/ (IL+PPdE=(A+PP| =2 (73)

so k = 1. In fact, P and Q, and then p and ¢, for the limiting
solution can be found in an explicit and elementary form

PE)= -1+ sech2<%>, (74
o) = —\/gtanh (%)secﬁ(%), (75)
pE) =2 1n sech(%), (76)

q¢) = —\/gtanh (i>sech4<i> ()
3 V6 V6/)

where £ = x — ¢ < 0. Figure 3 shows the resulting plots of
P(x) and Q(x) (the top panel) and g(x) (the bottom panel) for
£ =20. As one can see, the optimal gas density, conditioned
on £ > £, is close to zero in most of the swarm. The bees are
constantly produced in the boundary layer with width O(1)
near x = £, diffuse to the absorbing wall at x = ¢, and get
absorbed. Furthermore, the optimal fluctuation suppresses the
inward diffusion of the bees from the periphery. Indeed, using
Eq. (76), we can see that well outside of the boundary layer
at& =0, p(&) behaves as (2/+/6) & + const. As a result, the
V pterm in Eq. (23) produces a constant drift velocity directed
outward. It is this outward drift which suppresses the inward
particle diffusion.
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0.00002

0.00000
0

0.00006

0.00004

o

0.00002

0 5 10 15 20 25
r

FIG. 4. The optimal solution found numerically by shooting for
d = 3 and A = 0.3. For this A one obtains £ ~ 27.4 >~ 8.72 {,.

2.d>1

Crucially, the leading-order asymptotic R;(£ > €y) =
1/3, obtained for d = 1, is valid in all dimensions as an-
nounced in Eq. (11). This is because, as £ goes to infinity, the
first-derivative terms =L P’(r) and -1 Q'(r) in the Laplace
operators of Eqgs. (45) and (46) become negligible compared
with the second derivative terms in the region £ — r = O(1),
where P(r) 4+ 1 and Q(r) are localized.

As an example, Fig. 4 shows a numerical solution ford = 3
and A = 0.3, which corresponds to £ >~ 27.4 >~ 8.72¢,. As
one can see, this optimal solution is qualitatively similar to
that for d = 1. The branching is almost completely suppressed
in the bulk of the swarm: P(r) >~ —1. This, however, does not
lead to an action proportional to £ because the gas density
q(r) is almost zero in the bulk. The branching and diffusion
act only close to the boundary of the swarm r = ¢, and the
fluctuation-induced outward drift suppresses the inward dif-
fusion of the bees.

An attentive reader could have noted that an £-independent
asymptotic of R;(¢) and, therefore, of P(¢, N, T) formally
leads to a divergent integral fooo P, N, T)dt and, therefore,
to a non-normalizable distribution. The resolution of this para-
dox is the following. The asymptotic (11) assumes stationarity
of the optimal configuration. At fixed ¢, this assumption is
valid only when the observation time T is sufficiently large.
If we instead fix N and T and keep increasing ¢, we will
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ultimately enter a nonstationary (and possibly nonspherically
symmetric) regime, where P (€, N, T ) does not have the large-
deviation form (8) and where it is expected to rapidly fall
off with a further increase in ¢, thus resolving the non-
normalizability paradox.

IV. d = 11S INTEGRABLE

In one dimension, Eq. (39) describes a Newtonian parti-
cle of unit mass with “coordinate” P moving in “time” x in
the cubic potential V (P, 1). The exact Newtonian trajectories
P(x) are given in terms of the elliptic Jacobi functions or
the elliptic Weierstrass functions, depending on whether the
cubic equation V (P, 1) = E has three real roots or one real
root, respectively [31]. The arbitrary shift of the solution x —
x + const is eliminated by demanding that P’(0) = 0. The
approximate asymptotic solutions for P(x) that we obtained
for d = 1 in Secs. III A and III B, and in Sec. III C arise in
two opposite limits when the elliptic functions reduce to ele-
mentary functions: to the cosine and to the squared hyperbolic
secant, respectively [31].

With the solution for P(x) at hand, we turn to the second
conservation law (38) which, in view of Eq. (28), can be recast
as

QP — QP" =W = const. (78)
For a given P(x), Eq. (78) is a linear first-order ODE for
Q(x), which can be immediately solved. What is left is to fix
three arbitrary constants [E, W, and the additional constant
entering the general solution of Eq. (78)] and determine the
value of £ where both P(x) and Q(x) become zeros. There
are three conditions to obey: Q'(0) = 0 and Q(£) = P(£) = 0,
which fix these three constants. These (quite cumbersome)
algebraic conditions have to be solved numerically. Finally,
the normalization condition (35) is used to fix the amplitude
of Q(x), although this last step is unnecessary for determining
the rate function R (£) = A(£).

We implemented this scheme in full. The explicit expres-
sions [especially the ones involving Q(x, E, W)] are too bulky
to be presented here. Therefore, we only show, in Fig. 5, the
final results in the form of a plot of R} = R;(£) = A(£). Also
shown are the three asymptotics (9)—(11) ford = 1. The lower
panel of Fig. 5 shows the product £°R;(£) vs £. Evident is a
good agreement between the asymptotics and the exact results
in the proper regions.

V. SUMMARY AND DISCUSSION

Here we studied persistent large deviations of the maxi-
mum distance of any of N 3> 1 Brownian bees from the origin
in the limit of 7 > 1. Assuming a spherically symmetric
optimal density profile of the bees, centered at the origin, we
determined the rate function R, (£), which characterizes these
large deviations, analytically and numerically in different lim-
its. The OFM was instrumental in obtaining these results. In
addition to the rate function itself, the OFM provides an illu-
minating insight into the most probable configurations of the
swarm that dominate the probability density of the specified
unusual swarm size. As we observed, these configurations
are quite fascinating in the limit of unusually large swarms,
£> 4.

0.0 0.5 10 15 2.0
l

FIG. 5. The rate function vs £ in one dimension. Top: R;(£) =
A(£) (solid line) and the asymptotics (9)—(11) (dashed lines). Bottom:
R €2 vs £ (solid line) alongside with the asymptotics (9) and (10),
multiplied by ¢ (dashed lines).

As itis evident from Fig. 5, there exists a value of £ = £; >
£y such that, at £ > £;, the rate function R;(£) is nonconvex
and, therefore, cannot be obtained from the Géartner-Ellis the-
orem, see, e.g., Ref. [32].

Our N > 1 and T > 1 results rely on the assumption of
spherical symmetry of the optimal density profile. Although
this assumption is quite natural on the physical grounds, it
is important to verify it. We have already performed it in
one dimension. We considered a nonsymmetric stationary
swarm located at —¢; < x < £, where without losing gener-
ality, we can set £; < £,. The long-time probability density
—In P(,4,,N,T) =~ NTR(¢1, £,) can again be found by
solving a stationary OFM problem. The boundary conditions
at x = £, remain absorbing as before: ¢(£,) = p(¢,) = 0. But
as there is no bee loss at x = £;, the boundary condition here
changes into a no-flux condition: ¢’ — 2gp’ = 0. When com-
bined with the zero-density condition g(¢;) = 0O, this leads
to p(£;) = —oo. In the Hopf-Cole variables Q and P the
boundary conditions at x = ¢; are Q =0 and P = —1. As
this OFM problem is invariant to translations in x, the rate
function R(¢;, €>) depends only on the sum ¢; + £,. As we
observed numerically and analytically, the resulting rate func-
tion R(¢1, £») is always larger than the one we calculated in
the main part of the paper for £; = ¢, and symmetric bound-
ary condition. Moreover, the difference of the rates R(¢; —
€5, €2) — R({,) is a finite positive number which depends on
£,. The conclusion is that the symmetric configuration is the
most probable. It would be interesting to test the spherical-
symmetry assumption in higher dimensions as well.

It would be also very interesting to evaluate the probability
of instantaneous fluctuations of the swarm size in the steady
state. The corresponding probability density P(N, £) does not
depend on time. Solving this challenging problem would be a
considerable achievement.
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