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We study the self-organization process induced by a nonlocal critical field, in analogy with the electric field
that is derived from the global spatial profile of electric charge density during a discharge. In this nontrivial
extension of standard sandpilelike models of intermittent dissipation, the charges move in a similar manner to
grains of sand when the threshold condition on the field is achieved. Here we focus our attention on the long
term statistics of events, so that we consider an extremely simplified model in close similarity with sandpiles,
avoiding some of the extremely interesting complexities that occur in three-dimensional electric discharges.
For the observed avalanches (discharges in this case) we analyze four characteristic quantities: current, charge
discharged, energy discharged, and duration of the discharge. We have run several simulations to explore the
parameter space and found in general that they exhibit well defined power law event statistics spanning for one
to three decades in general. For some parameter values we observe the existence of large or global events, in
addition to the power law statistics, some of which may be related to finite size effects due to the size of the
simulation box. This is the first step in understanding the long term statistics of systems with avalanches or
discharges, when the criticality is controlled by nonlocality, as there are a number systems, such as lightning

discharges or heat transport in tokamaks, where this type of dynamics is expected to occur.
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I. INTRODUCTION

Self-organization (SO) plays a critical role in many types of
driven out-of-equilibrium systems [1-12], particularly since
the concept of self-organized criticality (SOC) was proposed
by Bak, Tang, and Wiesenfeld [13]. It refers to driven sys-
tems with many degrees of freedom that can reach a global
coherent state with intermittent dissipation events that follow
self-similar event statistics [1,2,14]. One of the most popular
models of SO is the sandpile model of Bak et al. [13], in which
a local conservative dissipation event is produced when a
local quantity, usually some type of slope or gradient, crosses
a threshold. In this model, the hysteretic behavior plays a
key role in the dissipation dynamics. The instantaneous state
depends on the previous temporal evolution of the system en-
abling a loading phase different from the unloading one [15].
Therefore, the temporal evolution of the system describes a
closed hysteresis loop where energy can be accumulated and,
subsequently, released. This loop appears, as the local gradient
becomes much lower than the one at the threshold condition
after the local dissipation event, so that some loading (external
or from its neighbors) must occur before a local dissipation
can occur again. In the standard sandpile models the driver
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needs to be injecting energy very slowly, but these restrictions
can be lifted in some generalized versions of it [4,5,16,17].

These systems seem to evolve spontaneously to such a
critical state due to their internal dynamics without tuning of
an external parameter, except for a local threshold condition
that triggers a local hysteretic and irreversible dissipation
event. The universal behavior is usually somewhat indepen-
dent of the particular local threshold condition and the event
distributions are invariant in scale, so that they do not have
spatial and/or temporal characteristic scales except for the
finite system size. At first sight, it may resemble what hap-
pens in equilibrium systems close to a critical point where
the only characteristic scale of the system is the correlation
length which diverges at the critical temperature. However, the
col- lective dissipation events are spatially inhomogeneous,
as they occur in regions that display fractal boundaries for
discharges in two or more dimensions [18-20]. This means
that the system exhibits collective patterns with self-similarity
and invariance in the spatial scales as well.

As mentioned above, the critical behavior found in these
sandpile-type models is produced by a local thresh- old or crit-
ical condition, such that a local scalar quantity gets partially
transported to the neighbors (usually in discrete quantities) in
alocal hysteretic dissipation event when a local gradient of the
same scalar quantity reaches a threshold at a particular cell. Of
course, as a certain amount of the conserved scalar quantity is
transferred to the neighbors, they can then become unstable
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and dissipate by the same dynamics. Hence, the dynamical
interaction of local dissipations can produce large collective
dissipation events of all sizes, with no particular spatial or
temporal correlation scales, except for that determined by the
finite size of the system.

In this paper, we study a similar intermittent loading-
unloading behavior but with nonlocal dissipation dynamics,
which will be implemented with an additional spatially depen-
dent quantity that is computed from the nonlocal properties
of the original scalar quantity. One analogy of this situation
is electric discharges in which charges, the scalar quantity
that is conserved, move when a threshold condition for the
electric field, a nonlocal quantity that is computed from the
scalar quantity, crosses a threshold. Similar nonlocal behavior
also seems to be occurring in magnetic reconnection [5,6] and
turbulent heat transport in tokamaks [16]. In the next section
we describe in detail how such dynamics could be imple-
mented through a highly simplified, but robust, model that
includes some of the main ingredients discussed above. For
the rest of the section, we will continue analyzing the analogy
with electric discharges, in particular lightning discharges that
occur during thunderstorms, and sometimes during volcanic
eruptions or dust storms [21-24]. We compare the electric
discharge inspired and sandpile type of models that will pro-
vide the intuition for the construction of our highly simplified
model in the next section.

Lightning discharges are an interesting phenomenon that
have a lot of relevance for the chemistry of the tropospheric
dynamics and climate, in determining the global atmospheric
electric field, among others [25-27]. There are different types
of lightning discharges such as cloud to cloud (CC), ground
to cloud (GC), cloud to ground (CG), etc. In particular, CG
lightning discharges are the second most common followed
by intracloud lightning. There are some 2.5 x 107 cloud to
ground lightning strokes over the world every year, and its
number is expected to continue to increase due to global
warming [28]. The CG lightning discharges can be further
separated into positive lightning discharges and negative light-
ning discharges, the latter being responsible for 90% of the
activity in CG discharges [29]. Currently, there is a lot of
research conducted to understand the details and complexities
of how discharges are produced and its subsequent dynamics.
In general, we can mention that positive and negative charges
get separated inside the clouds, probably by the wind induced
dynamics of ice [25], which would correspond to the driver in
the sandpile language. Understanding the lightning discharge
event statistics, and what controls it, can become a research
endeavor with profound consequences for our future climate
[30] and for our immediate well being as may be reflected in
the recent increase in large forest fires in the U.S.A. [31,32]
and many other countries such as Chile. For example, in
August 2020 we saw an extremely large dry thunderstorm
called the August lightning siege in California (U.S.A.) that
ignited around 650 wildfires due to a set of large and strong
lightning events combined with low humidity and a relative
high temperature that facilitates the fire ignition and burning
of dry vegetation [33,34].

Similarly, there is a lot of interest on the complex processes
that are involved on lightning initiation, that may include
electric breakdown that seems to be consistent with initial

breakdown electromagnetic pulses and/or runaway electrons
that seem to explain observations of x rays and positron emis-
sions [35-39]. Since we are trying to understand the long
term statistics of nonlocally induced discharges, and to stay
as close as possible to sandpile-type models, we may consider
for simplicity and illustration purposes that charges move
during a discharge when the local value of the electric field
goes over a fixed threshold value. Of course, electric charge
motion in lightning discharges includes complex processes
of charge ionization, electric field intensification, attachment,
etc. That requires high performance computing simulations
[40] making difficult the construction of large event statistics.
The lightning models based on regular or runaway breakdown
require a threshold field that depends on the local pressure.
Additionally, there are some indications that dust particles
may also influence the threshold field [41]. Here we will
assume that the electric field threshold value will be fixed
in time and uniform for the whole simulation box, and leave
more sophisticated variants for future papers.

Lightning discharges do produce self-similar power law
event distributions for current, charge discharged, energy
dissipation, etc. [29], resembling the equivalent self-similar
event distributions of sandpilelike models. Furthermore, it
is possible to observe that the global dissipation events of
lightning discharges also occur over a fractal characterized
with the zigzag type process of the stepped leader [42]. The
current flows through the dielectric media in a similar way
as in Ohm’s law, where the charge displays an active one-
dimensional motion along the voltage gradient. There have
been a number of proposed models that have attempted to
reproduce qualitatively these fractal structures that are ob-
served in photographs and up into the ionosphere [27,43-47],
however, these models were more concerned with describing
the self-similar spatial structure of a particular discharge or
the self-similar long term event statistics of a large number of
discharge events.

II. MODEL

We will present a generalization of a sandpile-type model
that has dissipation events induced by a nonlocal threshold
condition, in analogy with negative CG cloud discharges.
Hence, one important point is that in the standard sandpile
type (not ours) of models the threshold condition is computed
from the local information, while in our situation the threshold
condition is over the nonlocal electric field, that in this paper
will depend only on the global spatial profile of the charge
density.

As mentioned above, in sandpile-type model the critical
behavior is quite insensitive to the particular details of the
dissipation, except that it occurs when a local gradient of the
scalar quantity is exceeded. Here, we will not concentrate
on the particular complexities of the lightning initiation and
discharge evolution details, but instead we will consider a
highly simplified version of the discharges, to stay as close as
possible to sandpilelike models. The idea is to study the long
term self-similar distribution of dissipation events by being
able to run the simulation over a very long time.

Hence, we will consider a one-dimensional (1D) current
flow in a box with L discrete cells in which the spatial density
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profile p(x, t) of the negative charge evolves, maintaining the
essential complexity of the nonlocal self-organized behav-
ior of a dissipative system. Note that the branching process,
usually a two-dimensional phenomenon, that is capable of
producing dissipation events over a fractal will be analyzed in
a future paper. The out-of-equilibrium system will be driven,
as for sandpile-type models, by dropping a discrete amount of
charge at some randomly chosen cell sites of the domain box
trying to simulate the charge separation dynamics that occurs
inside the clouds. The inhomogeneous time dependent spatial
density profile p(r, t) produces a time dependent field E (r, t)
that is computed from

E(r,1) = =VV¥(r,1),
where the scalar potential W(r, t) satisfies
V2W(r, 1) = —4m p(r, 1).

Therefore, the scalar potential can then be computed from
a suitable Green’s function as

W(r,t) = / G(r, T)p(F, 1)dV.
|4

For simplicity in this 1D geometry we take the Green’s
function as

1 1

V=3 VIR

which is consistent with a grounded conducting lower bound-
ary condition G(x =0) =0. A one-dimensional dielectric
lattice of length L is considered, so that sites are numbered as
x=1i=1,...,L. We define the discretized variables p(x =
i,t)=pit), V(x=1i,t)=W;(t),and E(x =i,t) = E;(¢) at
the grid points of the lattice. Technically speaking, so that
the units can be translated, p; represents the charge contained
in the ith cell. The potential and electric fields are com-

puted from the Green’s function for a given density profile
(i >0)as

G(x,x) =

L
wi(t) =Y pi(GG, j) )
J#
and
L
Eit) == pj()G(i, j), )
JF#

where G, (x, X) is the partial derivative of G(x, X) with respect
to x. We assume that the ground is able to immediately dispose
of any charge that reaches x = 0(i = 0) so that py(¢) = 0. The
inlet is the region close to i = L and the outlet region is at
i = 0. Here, we run the simulations with L = 60 cells, leaving
a quantitative analysis of finite size effects for a future work.
Hence, the charges that reach the outlet at i = 0 are discharged
(taken out of the system) instantaneously to guarantee the
grounded condition there. We define Q¢ as the sum of all the
charges that reach the ground at i = 0 during the discharge.
Let us note that this Green’s function is scale invariant, so in
essence our 1D model results become universal.

Unit amounts of charge will be dropped randomly in space
but close to the top of the simulation box, namely, atx > 0.8L.
Due to the boundary condition we can think that there are

image charges below the ground, so that the charges in the
simulation will have a tendency to move towards the ground
attracted by these image charges. Let us note that in this sense,
the electric field is a nonlocal quantity that depends on the
global spatial density profile.

Again, our very simplified model of nonlocal dissipa-
tion does not consider all the very complex and interesting
phenomenology of lightning discharges. Instead, our highly
simplified model is expected to contain some of the robust
physical processes present in sandpilelike models, but with
the nonlocal dissipation threshold that is natural in electrical
discharges. Hence, in analogy with negative CG discharges, in
this simplified model we will move a percentage of the charge
present at the particular cell of the simulation box in the direc-
tion of the local electric field if it is larger than some threshold
value, namely, E; > E.. In the electric discharge analogy E.
would be related to the threshold electric field value of the
dielectric medium in which the rupture is generated. Hence,
depending on the value of the electric field at a site, the site
may be active or passive. More precisely, if E;(t) > E. then
some amount of charge at that site i is transferred to its left
neighbor (i — 1) so that the conservative charge dynamics are

pit + 1) = pi(t) — Kk p;i(1),
Pi—1(t + 1) = pi_1(t) + Kk p;i(t),

where k denotes the percentage of p;(¢) that is moved towards
the next cell at i — 1. Other possibilities could involve moving
a fixed amount of charge to the next cell, but we will leave
the case of these variants for a future paper. The simulation
dynamics goes as follows. There are three “counters” in the
system, one is the time n that accounts for the “discharge”
time step. This time step n is divided into a number of it-
erations j (j=1,...,1,) so that we have different spatial
profiles of the potential, electric field, and density ateach n : j
instance of the 1, iterations within a discharge n. Finally, ¢ is
a global iteration counter that counts the number of iterations
from beginning of the simulation, namely, t = 22_:11 T+ J.
The nth discharge starts with the first iteration j = 1 during
the loading of a unit of charge at a random position close
to the top of the simulation box, requiring a recalculation of
W;(¢) and E;(¢). If none of the cells that have charge become
unstable [E;(t) < E.], then we say that the discharge n had
only 7, = 1 iterations. If some of the cells become unstable
[Ei(t) > E.], then in each iteration we simultaneously move
the charge in all the unstable sites where E;(t) > E.. At each
iteration we have to recalculate the potential and electric field
since the density spatial profile has changed. We repeat this
process 7, times until all of the cells that have charge satisfy
E;(t) < E.. A global discharge event considers a duration of
multiple 7, iterations that produce a large number Np of local
dissipations, from the moment a charge is dropped into the
system until the local dissipations it produces stops.

In the process we can compute the total current /, or charge
that moved, during the discharge event. We can also compute
the energy dissipated during the discharge event, where the
energy at any time during the simulation is given by

3)

1 1 &
€(t) = E/W(x,t)p(x,t)dx — Ezwi(t)/)i(t)’ 4
i=0

032127-3



CLARK, TORRES, MORALES, AND VALDIVIA

PHYSICAL REVIEW E 103, 032127 (2021)

25000 (@)

0 10000 20000 30000 40000 50000
n-th discharge

10000¢f

8000; (b)
v 6000;
4000;
2000;

J —V

0 10 20 30 40 50
n-th discharge

FIG. 1. (a) Energy dissipated Ae, as the difference in energy (4)
between the final (when discharge stops) and initial (right after the
driving charge is dropped into simulation) density profiles, for each
discharge during 50 000 driving cycles for L = 60, E. =4, « = 0.5.
(b) A zoom of the energy dissipated for the first 54 discharge events
in the simulation.

in analogy with electric discharges. The system evolves with
these simple rules that resemble a sandpilelike behavior, but
with a nonlocal threshold condition that depends on the nonlo-
cal electric field. In Fig. 1(a) we observe the energy dissipated
during each discharge event for a particular simulation. The
energy dissipated during the discharge

AEn = E([n:l',l) - E(l‘nzl) (5)

is then the energy difference between the profiles at n : t; and
n : 1, the latter right after the added charge is dropped into the
simulation at the nth driving cycle. Hence, each peak is associ-
ated with each drop of charge into the system and subsequent
release of energy during the nth global discharge event. We
note in Fig. 1(b) that sometimes there is no dissipation when
a charge is dropped into the system, so that the system can go
into a process of loading that eventually leads to a relatively
large unloading event. This is the basis for the generation of
self-similar power law statistics, in which the hysteresis plays
a fundamental role.

To observe and corroborate that the discharges or
avalanches are being generated, the profiles of the charge den-
sity, potential, and electric field are shown in Fig. 2 for the n =
1, 52, and 54 discharges corresponding to each of the three
discharge events marked at the three vertical lines of Fig. 1(b).
We note from Fig. 2(a) at n = 1 that the system is slowly
charging as charge is deposited at the top of the simulation
box. For a while, only a small amount of charge moves trying
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FIG. 2. Spatial variation of the charge density (dot-dash red
curve), potential (continuous blue curve), and electric field (dashed
black curve) at (a) the beginning of the n = 1 discharge (iteration
1:1), (b) the beginning of the n = 52 discharge (iteration 52 : 1),
(c) the middle of the n = 52 discharge (iteration 52 : 187), and (d)
the end of the n = 54 discharge (iteration 54 : 1) corresponding to
the vertical lines in Fig. 1(b). It can be clearly distinguished how a
global avalanche is generated in which the system transports, in an
intermittent fashion, a large amount of charge to the ground where it
is eliminated. The units of the quantities are in simulation units. It is
important to notice that we are not considering ionization, therefore,
it can be seen from (a) that there is an electric field greater than the
threshold, but there is no charge at that cell to move at that particular
time. The n = 52 discharge took 187 iterations, for E. = 4,k =0, 5,
and L = 60. The black horizontal line corresponds to E..
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to locally dissipate the field produced by the dropped charges
until we reach n = 52 of Fig. 2(b). Here, we observe a large
amount of charge that has accumulated and that could move
towards the ground i = 0. A few iterations later, during the
same n = 52 global discharge event, we observe in Fig. 2(c)
that a large percentage of the accumulated charge is moving
to the ground where it leaves the system. Once the discharge
event finishes, we see in Fig. 2(d) a spatial profile at the end of
the n = 54 discharge that is similar, although not equal, to the
one before the large discharge event occurs, namely at n = 1.

Hence, in analogy with the lightning discharges, we note
from Fig. 2 that the system begins to accumulate charge at
the cloud top in analogy to the charge separation and storm’s
electrification processes [48]. The analogous charge separa-
tion is simulated as the charge that is being dropped at the
top part of the simulation box once a discharge event is fin-
ished. This increases the energy of the system. These loading
events eventually produce an accumulation of charge so there
will be areas where the electric field will exceed the critical
threshold E,., which will allow the charge to move through the
system in the direction of the ground until the system relaxes
completely. Usually, we see small discharge events, however,
there are times at which the system discharges a large amount
of charge to the ground.

In Fig. 3 we show the distributions of charge duration
T [Fig. 3(a)], total charge discharged at the ground Qg
[Fig. 3(b)], and energy dissipated Ae [Fig. 3(c)] for a large
set of events. We note that for these parameter values, the
distribution of 7, Qg, and Ae seems to display power law
distributions in a certain range of values, in combination with
large “more global” events. Intuitively, we expect that these
large global events would be affected by the finite size of the
simulation box for they correspond to the situation displayed
for the n = 52 discharge in Fig. 2 where a relatively large
amount of charge is removed from the system. This is quite
different from what is observed in regular sandpile-type mod-
els for the long term event statistics. We now analyze how
the relative importance of these two regimes, and particularly
the validity of the power law event distributions, depends on
the critical electric field E. and percentage x of charge that
moves when the local electric field becomes greater than E..
The index of the power law distributions is constructed by a
maximum likelihood estimator. In Fig. 4 we study how the
distributions of energy dissipation change as we vary these
two parameters.

To study the range of validity of these power law event
distributions, we change the two main free parameters that
govern the dynamics, which are the critical electric field E,
and the percentage « of charge that moves when the local
electric field becomes greater than E.. In Fig. 4 we study how
the distributions of energy dissipation change as we vary these
two parameters. We note from Fig. 4(a) that for a low critical
value of the electric field the system does not offer resistance
for the movement of charge and, therefore, for the generation
of discharges. While, for a high value of E, the system should
generate few discharges where a greater amount of accumu-
lated energy in the system is dissipated.

Similarly, we note from Fig. 4(b) that if one varies the
percentage of charge that moves when the local electric field
becomes larger than E., having a low value, will allow a
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FIG. 3. Probability density for the (a) duration t, (b) total charge
Qg lost at the ground, and (c) energy dissipated Ae during the global
discharges, respectively. The parameters are the same as in Fig. 2.
We use L =60,k = 0.5, and E. = 4.0.

greater accumulation of charge and a lower number of electric
discharges but of larger energy dissipated. If the percentage is
high, there will be a large amount of movement of charges and
it will become very easy for the system to generate electric
discharges but of smaller amounts of energy dissipated. We
clearly see that at very high critical electric field values the
system tends to accumulate a lot of charge and, therefore, the
variations of dissipated energy increase. Similarly, for a low
percentage of charge movement, the system exhibits a similar
trend, where large amounts of dissipated energy are found. For
the other case, we observe self-similar statistics.

We can do the same for the current /, namely, the amount
of charge that is moving in the system during a discharge.
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FIG. 4. (a) Probability density for energy dissipated Ae for dif-
ferent values of E.. We use k = 0, 5. (b) Probability density for the
current produced by different values of x. We use E. = 4. Simula-
tions are done for L = 60 cells.

The distributions of current are shown in Fig. 5 as we vary
E. [Fig. 5(a)] and « [Fig. 5(b)]. Interestingly enough we see
events with self-similar statistics for relatively low values of
E. and large values of «.

In general, we note the distribution of events for the dis-
charges, namely, the energy discharged, the duration, the
charge discharged at the ground, and the current during the
discharge; display power law statistics over a finite range of
values. For example, in the case of the energy discharged we
expect a power law behavior given by

P(A€) ~ Ae™®,

where « is the power law index. We note that o varies with
Ec¢ and « as suggested by Fig. 3. In Fig. 6(a) we display this
variation with E, for fixed value of x = 0.5. The other mea-
sures of the discharges have similar power law behavior. There
is an interesting interplay of self-similar and large (global)
dissipation events, particularly for large values of E. where
the system size must also play a role. The variation of this
critical behavior with the system size will be analyzed in a
future paper.

In order to understand the relevance of the power law
behavior found in this paper for nonlocal critical dissipation,
we will compare with a sandpile-type model with local critical
dissipation. There are a number of variants of the classic
sandpile proposed by Bak [13], by considering different types
of evolution dynamics, threshold conditions, type and value
of hysteresis, boundary conditions, etc., that at the end pro-
duce different types of distribution of events (i.e., power law

0.100 5 (a) |
0.010-
E,=0.1
— 0.001} E,=
o
E.=
10740
E.=
1051 E;=10
10751
0.100+
0.010+
k=03
—~ 0.001+
g k=05
1074} k=07
k=0.9
10°5-
1076k J

10 100 1000 10* 10°

FIG. 5. (a) Probability density for the current produced by dif-
ferent critical electric fields E.. We use « = 0,5. (b) Probability
density for the current produced by different values of «. The value
of E. = 4. Simulations are done for L = 60 cells.

index in the case of power law distributions) such as energy
dissipation [11,49-52]. The type and value of the hysteresis,
which in some models may be difficult to relate directly to the
dissipation, can affect considerably the allowed range of sizes
of these dissipation events. For comparison, we will estimate
the variation of the critical exponent « for the dissipated
energy. We consider a 1D sandpile model, but with a variation
respect to the original Bak [13] case, so that the results are
more readily comparable with our nonlocal discharges. Par-
ticularly, we used open boundary conditions for both ends of
the cellular automaton, as

hy =0,
hy =0

Hence, the boundaries are open in the sense that any grain
that reaches the boundaries is taken out of the system, in
the same spirit as in our nonlocal discharges. The length
of the box for this simulation is N = 100 cells and we apply
the dissipation rule to each cell as

hi(t + 1) = hi(t) — 2,
hien@ + 1) = hge () + 1

when V2h(x) — h; — (h¢s1y + hi-1y)/2 > Z.. Here h; rep-
resents the number of grains present at cell i and Z, is the
critical value that activates the dynamics. Note that this type
of sandpile model, where the toppling condition depends on a
critical value of local Laplacian, has been studied by [53], and
it is also similar to the ones used for magnetic dissipation in
the solar context [52]. The energy can be calculated from an
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FIG. 6. (a) Variation of the critical exponent « as a function of
the threshold value E.. We used k = 0.5. (b) Energy as a function of
time for the variant of the standard sandpile with N = 100 and Z, =
4. (c) Different spatial profiles as we approach the critical asymptotic
state at the times marked as vertical lines in (b). (d) For comparison,
we show the variation of « for the variant of the standard sandpile by
Bak et al. [13] as a function of Z., an equivalent critical local slope.

equivalent formula, namely,

N
€p = /p‘l—’ dx ~ A/h(x)zdx — €)=Y _h(t)
i=1

since the potential W is now the external local gravitational
potential. Here A is a constant that we set to 1. In Fig. 6(b),
we show the time series of the lattice energy for the variant
of the standard sandpile as a function of time, showing that it
reaches an asymptotic critical dynamical state (with hystere-
sis) at around ¢ = 3 x 10°. Similarly, in Fig. 6(c) we display
the intermediate states at the times marked with a vertical line
in Fig. 6(b) to display how the asymptotic state is approached
in the spatial domain. This points to the growth of the midfield
as the system approaches the critical state, similar to the idea
developed in [54]

It is interesting to note that, despite the fact that this is a
variation of the standard sandpile in one dimension, it does
produce self-similar event statistics for a range of parameters.
We display in Fig. 6(d) the value of « as a function of Z,
for the power law event distribution of energy dissipated in
the above variation of the sandpile that considers only local
dissipation. We note an interesting variation of o with Z,
but is quite different from the variation of the distribution of
energy dissipation produced by the nonlocal discharges with
E.. In fact, the power law index in these systems [compar-
ing Figs. 6(a) and 6(d)] has the opposite trend with respect
to the critical threshold value, demonstrating that there is a
significant difference in the universality class of the local
and nonlocal dissipation models, apart from the fact that in
the case of the model with nonlocal dissipation the power
law behavior coexists with global events. Intuitively, for our
nonlocal discharge model we do expect the power law index
for energy dissipation to decrease as we increase E, because in
essence we increment the probability of allowing larger events
[Fig. 4(a)], i.e., smoothing out the distribution. Of course, the
situation is not as simple as can be observed in the strange
variation of the distribution of current in Fig. 5(a) as we
increase E.. We plan to use analytic approaches to study this
system in future work.

III. SUMMARY

We presented a theoretical extension of sandpilelike mod-
els where the criticality is controlled by a nonlocal threshold
condition, in analogy with electric discharges. The system was
built in one dimension, for simplicity, that allows to generate
discharges in one dimension. We analyze their long term event
statistics and found power law distributions for some range of
parameters, primarily the critical field E. and percentage of
charge discharged « when the local electric field goes above
this critical field. Of particular interest are the self-similar dis-
tributions of energy dissipated, duration, charge discharged,
and current during the discharge. It is interesting to note that
power law event distributions are also found in the analogous
lightning discharges, however, the power law index may vary
considerably due the inherent complexity and conditions that
can affect such electric discharges. As expected, the power
law event distribution gets broken for large critical fields or
small «, as large events, in which a relevant percentage of the
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charges in the simulation box get discharged, appear in the
system.

In the future we will extend the model to two and three
dimensions to study how the power law event distributions
change for the aforementioned parameters, and how the dissi-
pation that is expected to occur in sets with fractal boundaries,
as can be seen in sandpilelike models, appears in our model.
We also plan to include ionization in the discharges, that is
expected to change somehow the universal nature of the power
law event statistics.

We hope that these types of analysis can improve our un-
derstanding of the long term statistics of a system that displays
self-organization but where the criticality is controlled by a
nonlocal threshold condition, as is expected to occur in a
number of physical settings of interest where avalanches may

occur, such as electric discharges, magnetic reconnection,
tokamak operation, etc.
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