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Thermodynamic nonlinear response relation
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The fluctuation-dissipation theorem connects equilibrium to mildly (linearly) perturbed situations in a thermo-
dynamic manner: It involves the observable of interest and the entropy production caused by the perturbation. We
derive a relation which connects responses of arbitrary order in perturbation strength to correlations of entropy
production of lower order, thereby extending the fluctuation-dissipation theorem to cases far from equilibrium
in a thermodynamic way. The relation is validated and studied for a four-state model which is coarse-grained to

a non-Markovian two-state model.

DOI: 10.1103/PhysRevE.103.032116

I. INTRODUCTION

The theoretical footing of nonequilibrium states remains
a fundamental challenge, despite important progress, e.g.,
given by fluctuation theorems and work relations [1-4].
When aiming at the nonequilibrium responses, the powerful
fluctuation-dissipation theorem (FDT) provides the leading
order. It states that measurements of thermodynamic fluctua-
tions in the unperturbed equilibrium system predict behaviors
of the perturbed one in linear order [5—9]. With stronger per-
turbations, it fails, making it necessary to consider nonlinear
responses, which have been addressed by the response for-
mula from Kawasaki [10], transient time correlation functions
[11-13], equilibrium correlations deduced for specific sys-
tems [14—18], as well as by generic approaches using operator
formalisms [8,19] and path integrals [20-23].

An important observation is that the nonlinear responses
are of fundamentally different nature as compared to FDT:
Already at second order, dynamical details of the system enter
[21]. Determining and measuring theses dynamical details in
the considered system, such as (interaction) potentials, hin-
ders application of the mentioned approaches to macroscopic
systems with many degrees of freedom [24]. The thermody-
namic nature is thus lost in higher orders, causing the notion
of a theorem to stop at first order.

We derive a formula for nonlinear responses to arbitrary
order, which is distinct from known relations by its thermo-
dynamic appearance. It consists of correlations of the entropy
and the observable of interest. These are taken out of equi-
librium as well, but one order lower than the response. For
the linear response, one order lower is equilibrium, so that
the derived relation extends the FDT to far from equilibrium
scenarios in a natural manner. We demonstrate this formula for
a non-Markovian jump process by calculating the responses
for time independent as well as time dependent perturbation

*tristan.holsten @stud.uni-goettingen.de
Tmatthias. kruger @uni-goettingen.de

2470-0045/2021/103(3)/032116(6)

032116-1

up to third order. We also investigate statistical convergence
for the examples provided.

II. DERIVATION OF THE RESPONSE FORMULA

Consider a classical system in weak contact with a thermal
bath, described by a phase space x; at time s. It is driven out
of equilibrium by an additional time dependent term H; in the
Hamiltonian, of the form

H(xg, 8) = eh(s)V (xy). (D

V(x,) is a potential, ¢ is a dimensionless expansion parameter
setting the strength of the perturbation, and h(s) is the per-
turbation protocol of order unity, being finite for 0 < s < 7.
Using perturbations of potential type eases the presentation,
and we will comment on other types later in the paper.

We continue by reviewing the standard approach via path
integrals [20,21,25,26] to arrive at Eq. (5) below. The path
weight P°(w) for a path w = (x,), which describes the phase
space configurations x; of the system on the time inter-
val [0, r], enables the computation of the expectation value
(O(x;))? of a state observable O(x;) via the path integral

(O(x))" = waO(xx)PE(w)- 2

Pé(w) = e @ P(w) is split into a part comprising the per-
turbation via the nonequilibrium action A.(w) [20,21,25,26]
and the equilibrium path weight P(w). The latter satis-
fies time-reversibility P(w) = P(Ow). The sequence Ow =
(mx—s), 0 < s < ¢, represents the time-reversed path where
the operator 7 reverses the sign of kinematic components.
Out of equilibrium, time-reversal symmetry is broken and
P?(w) does not equal its time-reversed counterpart. When
speaking of time-reversal, also the protocol A(s) is reversed
[23,26], and the corresponding path weights are denoted by
tilde superscripts, P*(Ow) = e @) P(Ow). The breaking
of time-reversibility is quantified by the entropy flux S.(w)
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towards the environment [20,21,25-28]
Se(w) =A,(Ow) — A (w)

=¢ep [h(t)V(xt) — h(O)V (x0) — [t fl(S)V(x‘v)dS},
0
3)

where B = (k,T)~' with T the temperature and kg the Boltz-
mann constant. The thermodynamic role of the entropy flux
Se(w) becomes clear by the explicit form given in the sec-
ond line: It contains no system-specific information, and
can be written down without specifying the system under
consideration.

This time-antisymmetric part of A,(w) is complemented
by the time-symmetric part D.(w) = %[Ag(@a))+Ag(w)]
[20,21,25-28]. In contrast to S;(w), D.(w) has no thermo-
dynamic interpretation. A general form such as the lower
line of Eq. (3) is not known, but has been given for spe-
cific systems [20,21,26]. To proceed, we assume that A, (®)
and A, (Ow) can be expanded around ¢ =0, i.e., D.(w) =
eD/(w) + &*D"(w)/2 + ... and S, (w) = &S’(w), compared to
Eq. (3) [21]. It has proven useful to define the expectation
value of O(x;) under time-reversed dynamics [21,23]

(0(x)®)" = /O(Xz)f’g(@w)Dw = (0(x)) = (0(x)), (4)

where (O(x)) = f O(x)P(w)Dw is the equilibrium expecta-
tion value of the state observable. The equality in Eq. (4)
can be derived via time-reversal relations [21,23]. Subtracting
Eq. (4) from Eq. (2) and expanding in powers of ¢ gives

oo 8}’1 dn o
(0(x))* =(0(x)) + Z E<@(6—D5(w)+25 (@)
n=0 "

— D)= 35 @)

0(Xz)>- ®)

e=0

Executing the derivatives and expanding Eq. (5) in & results
in the known expression of the responses via equilibrium
correlations [20,21]. In linear order of ¢, D.(w) drops out,
yielding the FDT. As mentioned, already the second order
term involves D, (w), as do higher orders, implying that non-
linear responses are not of thermodynamic nature; while this
statement is of principal interest, it makes determination of the
nonlinear responses challenging and laborious, particularly
for complex systems [20,21,23,24,29]. To make progress, we
use an identity based on the Leibniz rule [30],

df’l
& D@5 @)
den

e=0

" By
- Z (") a oD@
; n—i
—\i de

S'(@)\'
L) e

with the binomial coefficient ('Il) Plugging the identity of
Eq. (6) into Eq. (5), substituting e=P+(@) = ¢=A:(@)=35'(@) apq
using the identity once more [with D.(w) replaced by A.(w)]

yields

° 1 n n—i .
(O(x)) =(0(x)) +2 Z ;gn Z (’:) Z (n . z)
n=1"" =l odd =0 J

0 it Y i+j £
x (—1>J—d8n_i_j<( (2”)) O(xt>>

N

e=0

As required, the sum contains no term n = 0.

Equation (7), hereafter referred to as thermodynamic re-
sponse relation (TRR), is the main result of this paper. It
relates the mean of the observable far from equilibrium on the
left hand side to correlation functions involving entropy on the
right hand side. Its thermodynamic meaning is thus displayed
with Eq. (3). It is insightful to regard the first orders in &
from Eq. (7) explicitly, mirroring the responses x, of order
n((0G))* = (0)) + x1& + x26”...),

TR (1) = (S (0)O(x)),

d 1
X2 (@) = 3 (5 @00’ T 5<S’<w>20(xt>>,
1 d2 7 &
xR (1) = 5325 @00 ~
li / 2 & l U 3
- 53 W@)ow)) 8:0+ < (5'@7'0G)).

®)

The linear response, i.e., the first line in Eq. (8), resembles
FDT. Higher order responses contain higher order correla-
tions of S’(w), and also derivatives of these correlations with
respect to ¢, so that the right hand side of Eq. (7) requires
measurements under applied perturbation. Notably, the nth
order response is related to correlation functions up to order
n — 1. We thus interpret the TRR in Eq. (7) as follows: Even
far from equilibrium, thermodynamics allows to predict one
order in perturbation strength—this new insight contains FDT
as a special case, connecting equilibrium to linear order.

III. DISCUSSION IN A COARSE-GRAINED
FOUR-STATE MODEL

We illustrate and examine the TRR of Eq. (7) in a simple
model, where four states A, B, C, D are connected via dimen-
sionless transition rates as depicted in Fig. 1. The system’s
dynamics follows a simple master equation. For illustration
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FIG. 1. Sketch of the four-state model. The rates r within the
macrostates 0 and 1 are chosen to be small (r = 0.1), so that the
resulting two state model is strongly non-Markovian [22]. The tran-
sition rate r.(s) equals unity for s < O and follows a perturbation
protocol for s > 0.
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purposes, we pretend to be blind to microscopic details by
coarse graining: Let states A and B form macrostate X = 0,
and C and D macrostate X = 1 [22]. The resulting two state
system is Markovian for large values of » and non-Markovian
if r is small. We choose r = 0.1 to achieve the latter. This
model thus allows to discuss the case of hidden degrees of
freedom [31]. As it can also be solved analytically, it makes a
good test case for our purposes [22,23].

Treating the so obtained setup via response theory is chal-
lenging, due to the presence of the mentioned hidden degrees
of freedom: Eq. (5) is not applicable, as evaluation of D, (w)
requires microscopic resolution [26]. This example allows to
illustrate the thermodynamic type of Eq. (7): It is applicable
despite presence of hidden degrees of freedom.

The system is in equilibrium for s < 0 and perturbed for

> 0 by making the transition rate which connects macrostate
0 to macrostate 1 a function of the dimensionless time s
via the protocol A(s), i.e., r.(s) = e°*®). This perturbation
corresponds to Eq. (1) with a dimensionless potential V (X;)
with V(0) = 0 and V(1) = 1 [22,23]. The entropy production
Se (w) in Eq. (3) depends on Xj, so that Eq. (7) acts in the space
of macrostates, and its thermodynamic nature is apparent.
Once on that level, the ‘internal’ nature of the macrostates is
not relevant concerning validity of Eq. (7), as required from a
thermodynamic relation.

We start with a time independent perturbation (TIP),
ie., h(s) = 1,5 > 0, so that Eq. (3) simplifies to §'(w) =
V(X;) —V(Xp) (B =1 here and in the following). Further-
more, we choose O(X;) = X;. We evaluate the responses up
to third order, using computer simulations of the master
equation, and applying Eq. (8). The derivatives with respect
to ¢ appearing in Eq. (8) are calculated via central differ-

encing, i.e., %(~ - Y=o = limgﬁow for first order,
;_:2<. Voo = 1ims—>o<"'>s_2(;#
so on.! This requires a choice of ¢. The results for xJ*® and
X3 RR are shown in Fig. 2 as red data points using ¢ = 0.1 and
a simulation time step of At = 0.001. In that curve, we also
show the exact results x5, x5, which can be found analyti-
cally.2 X> raises to a maximum at around ¢ ~ 0.5, and then
goes to zero for t — oo, for reasons of symmetry. This final
decay is slow due to the internal rate r being small. x3 exhibits
a similar behavior, but levels off to a finite static response
at t — oo. Figure 2 demonstrates the validity of Eq. (7) for
the given model, and that model also allows to test practical
aspects, such as the convergence of Eq. (7) in the statistical
sense. For x, and y3, we provide two panels each with dif-
ferent number N of independent computer ‘measurements’.
While the main graphs supply a qualitative impression, insets
of the left panels give the averaged relative deviation, i.e., the
time average of the ratio |[x,(t) — x.()]/x.(t)|. The panels
show the decay of this relative error w1th 1/+/N, as expected.
The insets in the right panels display this relative error for
a fixed N = 10'°, as a function of ¢ used in the mentioned

for second order and

'The  third  order is

L2205 42 S
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2See Appendix for more detalls regarding the analytical expres-
sions in the coarse-grained four-state model.
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FIG. 2. Second (top) and third (bottom) order responses of the
four-state model for the TIP, as functions of time ¢, found analytically
or via simulations using Eq. (7) (TRR), or the conventional method.
The number of independent measurements is denoted N. Insets de-
pict the relative statistical error as a function of N (left) for ¢ = 0.1
and as a function of € (right) for N = 10'°.

central differencing. The curves reveal a minimum: For large
values of ¢, Eq. (7) acquires a systematic error, while, for
& — 0 and a fixed N, the statistical error diverges.

The statistical quality of results obtained via Eq. (7) can be
compared to the outcome of conventional response measure-
ments, for which the responses x;°" of nth order are obtained
from perturbed data as [22,29]

1 d
. ON €))

COHV
)=
n!de" e—0

One difference between evaluating Eqs. (7) and (9) is already
evident from the method of central differencing: The higher
the order n, the more different experimental or simulation
setups have to be used (e.g., two, i.e., +¢ and —e for ;™).
The TRR, Eq. (7) thus, for odd orders, requires a smaller
number of different setups [one versus two for x; (FDT), two
versus two for x», three versus four for y3].

The results of the conventional method are displayed in
Fig. 2 as blue data points. When comparing the two for-
malisms, we note similar behavior of the relative error (insets),
but the scaling for ¢ — 0 is different, with power laws that are
advantageous for the TRR. The smaller the value of ¢, i.e., the
smaller a systematic error is sought, the better is the TRR in
comparison to the conventional method.

We continue by investigation of a time dependent per-
turbation (TDP) of the form h(s) = sin(wys), where wy = 7
is chosen. Analogously to the above, second and third or-
der responses are calculated, analytically?, via the TRR in
Eq. (8) and the conventional method in Eq. (9), here using
At = 0.005 and ¢ = 0.2 for simulations. Figure 3 presents the
resulting curves, again demonstrating the validity of Eq. (7).
Furthermore, as for TIP, we show the relative error as a
function of N for the two methods. Both scale as 1/ VN as
before, with the error of TRR being again smaller for the given
value of &. We also show a close up view of the short time

032116-3



TRISTAN HOLSTEN AND MATTHIAS KRUGER

PHYSICAL REVIEW E 103, 032116 (2021)

0.06 0.01

X2(t)
7
&
R
\
.
.
Avg. rel. dev.
=
°N
R
s =
:/ o
o

0.04 e
104 10° 108 N -~
7 N

0.02 s ol . / ~

X2(t)

~.

N=10°

0,00t n” : : Fad
0.009

« N-0-5

[

104 108 108 N

el

x3(t)

N=10° i
0.0 0.5 1.0 15 2.0 0.0 0.5 1.0 15 2.0
t t
X530 - xR e X8

FIG. 3. Second (top) and third (bottom) order responses for a
sinusoidal perturbation as functions of time ¢. Responses are com-
puted analytically, or found by simulations via Eq. (7) (TRR) or
via the conventional method. N gives the number of independent
measurements. Left insets present a closer view of the short time
behavior. Right insets show the relative error as a function of N for
e=0.2.

behavior, which discloses a fundamental difference. For t —
0, the responses vanish. While the error of the conventional
method stays finite for any ¢, the relative error diverges for
t — 0. For this reason, we excluded times # < 0.1 when com-
puting the time averaged relative deviation depicted in the
other insets. In contrast, the TRR appears to be much more
precise at short times, because S’(w) naturally approaches
zero leading to vanishing x"R. While qualitatively advan-
tageous for short times, one may expect the TRR to deviate
stronger for very large ¢ (larger than shown here), as the
error may add up in the time integrals in S’(w). This will be
investigated in future work.

IV. SUMMARY

A thermodynamic nonlinear response relation connects
responses to time correlation functions at arbitrary order of
perturbation strength. With it, thermodynamics allows to pre-
dict one order in perturbation strength, a statement, which
encloses the FDT at lowest order. Although we restricted
the derivation of Eq. (8) to perturbations by a potential,
Eq. (7) is also applicable for nonconservative perturbation
forces, as long as S, is linear in &, which is a typical case.
Analyzing this relation for a coarse-grained four-state model
displays similarities but also fundamental differences in the
scaling of the statistical error compared to the conventional
method. Especially for small value of perturbation strength,
the new formula converges faster compared to the conven-
tional method. Future work will address possible extension
to perturbations around nonequilibrium steady states.
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APPENDIX: ANALYTICAL CALCULATION OF THE
RESPONSES IN THE COARSE-GRAINED
FOUR-STATE MODEL

Here, we detail, how the responses of the coarse-grained
four-state model to the time independent perturbation and to
the sinusoidal perturbation are analytically calculated and give
the exact expressions for the second and third order response
for these perturbations. The time evolution of the probability
distributions of the four states p;(t), i € {A, B, C, D} is given
by the master equation involving the generator matrix [22,23]

—r r 0 0

| —r —re(s) re(s) 0
M = 0 1 —r—1 r (Al)

0 0 r —r

The initial condition is that the system is in equilibrium at
t = 0 which corresponds to the distribution p;(0) = 1/4,i €
{A, B, C, D}. The expectation value of the observable O(X;) =
X; on the coarse-grained level is computed by (X;)¢ = pc(t) +
pp(1) [22].

The master equation can be explicitly solved for the time
independent perturbation. The second and third order re-
sponses can be calculated by the derivatives in Eq. (8) in
the main text (for brevity, we provide all explicit forms for
r=0.1):

1
xi@t) = me—l-“[\/ml(loo —909¢) sinh(v/1.01¢)

+ 91917 cosh(+/1.01¢)] (A2)
and
xi@t) = e~ WIOHLD (_3034[(18194/101

197817792
+ 18281)t — 4(507+/101 + 5093)] — 4121204

x eVIOIFLDE 4 p2VLO01(303¢[(18194/101
— 18281)r — 2028+/101 +20372] + 21302+/101

+ 2060602} — 21302+/101 + 2060602). (A3)

For the sinusoidal perturbation, the master equation cannot
be explicitly solved. Therefore, the responses are determined
by expanding the formal solution, which is a time-ordered ex-
ponential, in terms of € resulting in a Dyson series [23]. When
executing the obtained integrals, the following expressions for
the second and third order are obtained:

x4(t) = —[1616(101 + 257)(1 + 11172 + 257*)(1 4 4447% 4 4007 *)] e~ CYIOHLD (1017 (101 + 257%)

x eBVIOHLDN (1 417872 4+ 85007* — 50007°) sin(27t) — 37 (6 4 67572 4 50007 %) cos(27t) + 7 (6 + 2572)
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x (1 + 44472 + 4007 *)] + 241013V sinh(v/1.016){(1 + 44472 + 4007*)[2757 (1 + 572) sin(rt) + 2(202

+ 2397572 4+ 62507%) cos(mr)] + 2(1 4+ 11172 + 257%)(—202 — 9419472 — 526257 4 25007°)} 4 202¢3V1-01

x cosh(v/1.011){2(1 4+ 11172 + 257%)(23 + 975672 + 86257 + 25007°) — (1 + 4447% + 4007*)[257 (572 — 1)
x sin(rt) + 2(23 4 24007% + 6257*) cos(1)]}) (A4)

and

x4(t) = [19585927 (101 + 2572)*(101 + 10072)(1 + 11172 + 257*)*(1 + 44472 + 4007*)(1 + 9997% + 20257 4)] ™!
x e~ G022 303,GVIOLIY (| 4 44472 1 4007*) cosh(v/T.011){ — 101[2578(6257* (507 2[ 7572
X (26407 + 240072) + 123707771 + 2900081621} 4 46218565017257% + 4476537956287) + 337294496819517°
+ 6193965829877* 4 32159532217% + 2631858 ] + 27%(101 4 257%)(101 + 1007%)(1 + 1117% 4 257%)
x (1 499972 + 202574)(4366 + 48455072 + 1193757*) — 101(101 + 257%)(1 + 11172 + 257*)(1 4+ 99972
+ 20257){[257%(38929 + 4894072 + 97507*) + 8686] cos(27t) 4+ 7 [2572(21576 + 2557572 + 50007 )
+ 4816]sin(271)}} + 101(101 + 10072)[909¢3YI0+22 72(1 4 11172 + 257%)[2576(—185551 — 49790072
+ 600007%) — 1503797* — 120972 — 2] cos(31)(101 + 2572)% — 101e3VI0H22 (1 4 11172 + 2574)[507
x (—453291 — 76167572 + 13950007%) — 3012837 * — 101172 — 1]sin(37¢)(101 4 2572)* — 3(1 4+ 99972
+ 20257*){—101e3VIO220 (6 1 340372 + 3201657 + 19191257 + 33125007 8)(1017 + 257°)2
— 2eVIOHL () 4 11172 4 257%)2[12500078 (94101 — 101) + 202(432+/101 — 4343) + 250076(4718+/101
— 48177) + 70772(54819/101 — 550981) + 10074 (381602+/101 — 3840323)] + 2eVIOT+IDI (] 4 1112
+ 257%)2[12500078 (9v/101 + 101) + 202(432+/101 + 4343) + 25007 (47184101 4 48177) + 707>
x (54819+/101 4 550981) + 1007#(381602+/101 + 3840323)]} cos(rt) — 3(xr + 9997> + 20257°)
x (—101eBVIOH220 (50 76[62572(— 107 + 247%) — 51011] — 776997 — 60772 — 1}(101 + 2572)?
— 50eWYIOHLD (1 4 11172 4 2574)2[101(v/101 — 9) + 10000728+/101 + 507*(739/101 — 4949) + 1872
x (23994/101 — 23331)] 4+ 50O (1 4 11172 4 257*)2[100007°+/101 + 101(+v/101 + 9) + 507+
x (739+/101 + 4949) + 1872(2399v/101 + 23331)]) sin(rr1)] + 3eYIOHLD (| 4 44472 4 4007*) (7>
x [=2578(6257* {5072 [2572 (84528979 + 74358007%) + 13601411543] + 3173994538649}
+ 497385294111377572 + 4751067447679093) — 354808724756216497* — 6394686146637137% + 202(101
+ 2572)(101 4 10072)(1 4 11172 + 257*)(1 4+ 99972 + 20257%)(434 + 482007> 4 118757*)t
— 3263596534879] — 101(101 + 2572)(1 + 11172 + 257*)(1 + 99972 + 20257 *){[2572(391061 + 48854072
+ 972507*) + 87264] cos(2mt) 4+ w[257%(218854 4 2563757% + 500007*) + 48884]

X sin(2wt)} — 2670540192}«/@ sinh(+/1.01¢)). (AS5)
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