
PHYSICAL REVIEW E 103, 023311 (2021)

Lattice Boltzmann modeling of heat conduction enhancement by colloidal nanoparticle
deposition in microporous structures

Feifei Qin ,1,2,* Jianlin Zhao,1 Qinjun Kang ,3 Thomas Brunschwiler,4 Dominique Derome,5 and Jan Carmeliet1
1Chair of Building Physics, Department of Mechanical and Process Engineering,

ETH Zürich (Swiss Federal Institute of Technology in Zürich), Zürich 8092, Switzerland
2Laboratory of Multiscale Studies in Building Physics, Empa (Swiss Federal Laboratories for Materials Science and Technology),

Dübendorf 8600, Switzerland
3Earth and Environment Sciences Division (EES-16), Los Alamos National Laboratory (LANL), Los Alamos, New Mexico 87545, USA

4Smart System Integration, IBM Research-Zürich, Saumerstrasse 4, 8803 Rüschlikon, Switzerland
5Dep. of Civil and Building Engineering, Université de Sherbrooke, Sherbrooke Qc J1K 2R1 Canada

(Received 21 February 2020; accepted 25 January 2021; published 26 February 2021)

Drying of colloidal suspension towards the exploitation of the resultant nanoparticle deposition has been
applied in different research and engineering fields. Recent experimental studies have shown that neck-based
thermal structure (NTS) by colloidal nanoparticle deposition between microsize filler particle configura-
tion (FPC) can significantly enhance vertical heat conduction in innovative three-dimensional chip stacks
[Brunschwiler et al., J. Electron. Packag. 138, 041009 (2016)]. However, an in-depth understanding of the
mechanisms of colloidal liquid drying, neck formation, and their influence on heat conduction is still lacking.
In this paper, using the lattice Boltzmann method, we model neck formation in FPCs and evaluate the thermal
performances of resultant NTSs. The colloidal liquid is found drying continuously from the periphery of the
microstructure to its center with a decreasing drying rate. With drying, more necks of smaller size are formed
between adjacent filler particles, while fewer necks of larger size are formed between filler particle and the
top/bottom plate of the FPCs. The necks, forming critical throats between the filler particles, are found to
improve the heat flux significantly, leading to an overall heat conduction enhancement of 2.4 times. In addition,
the neck count, size, and distribution as well as the thermal performance of NTSs are found to be similar for
three different FPCs at a constant filler particle volume fraction. Our simulation results on neck formation and
thermal performances of NTSs are in good agreement with experimental results. This demonstrates that the
current lattice Boltzmann models are accurate in modeling drying of colloidal suspension and heat conduction in
microporous structures, and have high potentials to study other problems such as surface coating, salt transport,
salt crystallization, and food preserving.
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I. INTRODUCTION

Nanoparticle deposition by drying of colloidal suspension
has been applied in different research and engineering fields.
For instance, with accurate control of nanoparticle assembly,
innovative functional materials with better optical, magnetic,
and electrical properties can be produced [1–4]. Colloidal
nanoparticle deposition on intended specific surfaces is also
applied as ink-jet printing [5,6], or surface coating [7,8].
Recently, nanoparticle deposition has been used to enhance
vertical heat conduction in innovative three-dimensional (3D)
chip stacks to remove the heat generated in computer chips
more efficiently [9–11]. In a 3D integrated chip stack, two
or more layers of active electronic components are integrated
vertically, as shown in Fig. S1 in the Supplemental Material
[12]. 3D integration can significantly improve the perfor-
mance of the overall system, such as alleviating power/signal
delivery delay [13], reducing chip volume and cointegrating
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heterogeneous components [14]. Heat transport of such sys-
tems can be an important issue due to the high power density
of 3D integration as well as the low thermal conduction be-
tween the different layers.

In the work of Refs. [9–11], percolating thermal structures
[PTSs, Fig. 1(a)] and neck-based thermal structures [NTSs,
Fig. 1(b) between two vertical chip layers have been pro-
posed to improve heat conduction in 3D chip stacks. NTS, a
multiscale structure containing microfiller particles and necks
formed by nanoparticles, is the structure of interest in this
paper, due to its better thermal performance. The overall
fabrication process of NTS in 3D chip stacks consists of
five steps. First, the chips are exposed to an atmosphere at
100 ◦C for 1 h to desorb any water. Then the cavity is filled
with microsized filler particles between two chip layers by
a centrifugation process. Third, a colloidal suspension is in-
jected into the cavity and allowed to evaporate under a heating
source, resulting in the formation of necks between the filler
particles by nanoparticle deposition, as shown in Fig. 1(b).
Different mixes of colloidal nanoparticles were used and
are described below when relevant. Subsequently, a matrix
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FIG. 1. Illustration of (a) percolating thermal structure and (b) neck-based thermal structure with the necks highlighted in orange color.

material in liquid phase (adhesive polymer like epoxy) is used
to fill the cavity by capillary action using an over-pressure.
The curing in a nitrogen atmosphere at over-pressure is ap-
plied for 12 h at 120 ◦C to fill all pores with the matrix
material, removing all the remaining air in the cavity. PTSs
are fabricated in a similar way omitting the third step de-
scribed above. In the experimental study of [9], PTSs and
NTSs are reported to increase the heat conduction two- to
threefold, compared to state-of-the-art capillary thermal struc-
tures. However, an in-depth understanding of the mechanisms
of colloidal liquid drying, nanoparticle deposition in the filler
particle configuration, and the influence of necks on the heat
conduction of NTS is still lacking and needs to be explored
systematically. The challenges are threefold. First, drying of
colloidal suspension is a multiphysical co-occurring process
including coupled two-phase fluid flow, phase change, as well
as nanoparticle transport, accumulation and deposition. This
process can be influenced by a variety of factors, ranging from
the drying temperature or the temperature gradient [15,16],
to the liquid and nanoparticle properties [17–20] and drying
conditions like forced air convection [21,22]. Second, the
process occurring within a microporous structure increases
the complexity on nanoparticle transport. For instance, the
geometry design [23–25], porosity and surface properties
[26–28] can influence the interface pattern of the drying
fluid, nanoparticle transport, and the final nanoparticle depo-
sition configuration. Third, understanding the heat conduction
in multiscale structures containing micro- and nanoparti-
cles is also very challenging, since the thermal performance
of necks formed by nanoparticles is difficult to evaluate.
The conjugate heat transport between different components
or phases in porous structures also adds to the difficulties
[29,30].

In recent years, the lattice Boltzmann method (LBM)
has been developed to be an efficient numerical approach
to simulate and study complex multiphase [29–32], thermal
[33,34], and particulate flows [35,36]. Moreover, due to the
simplicity in dealing with complex wall boundaries, LBM
is abundantly applied in the study of multiphase flows in
porous structures [37–39]. For these reasons, here LBM is
applied to simulate drying of colloidal suspension in micro-
porous structures. There are two main types of approaches to
model particle transport, i.e., Lagrangian method and Eulerian
method. In Lagrangian models, the motion of each individual
nanoparticle is tracked by solving Langevin equation [40,41]
to consider the forces exerted on it as well as its movement.
Although Lagrangian models can provide more accurate re-
sults considering each individual particle, the computational
costs become prohibitively high when a huge number of

particles is involved [42]. In Eulerian models, nanoparticles
are represented as an “idealized” solute concentration de-
scribed with a convection diffusion equation [43,44]. In this
way, the equivalent of a massive number of nanoparticles
can be considered easily. For the colloidal suspension under
investigation here, we adopt a Eulerian scheme because of
its computational efficiency and adequate accuracy, as over
millions of particles are present. The Eulerian-type tricoupled
hybrid LBM developed in Ref. [43] for two-dimensional (2D)
simulation has shown high accuracy and capability in sim-
ulating and analyzing two-phase flow, nanoparticle transport
and deposition in a thin microporous architecture. In this
paper, a tricoupled hybrid LBM is further developed for 3D
investigations. In terms of modeling heat conduction in porous
structures with the constraint of multicomponent/multiphase
conjugate heat transfer, a thermal LBM was proposed in Refs.
[45,46] to ensure the continuities of temperature and heat flux
at the interfaces. This model has been validated in evaluating
the effective thermal conductivity (ETC) of 3D carbon fiber
structures in a matrix phase. We note that thermal contact re-
sistance (TCR) [47,48], i.e., the low-conductivity at imperfect
interfacial contacts where defects and gaps may be present,
can also occur in multicomponent/multiphase systems. How-
ever, due to the tiny scale and complex irregular shape of
interfaces, the TCR is difficult to be obtained either experi-
mentally or theoretically [49,50]. Without an accurate value
of the TCR as input parameter, it is impossible to consider
its effect numerically. Moreover, even with a given TCR, the
accurate heat conduction is very difficult to model, with the
existence of a large area of irregular interfaces at micro- and
nanoscale. Due to these two reasons, the effect of TCR on heat
conduction is not considered in current study. Experimental
results in Ref. [9] have reported the non-negligible influences
of TCR, which are described in Sec. IV in detail.

In this paper, we apply the aforementioned tricoupled
hybrid LBM to study the drying of colloidal suspension in mi-
crosized filler particle configurations with neck formation to
produce the NTSs. Then we evaluate the thermal performance
of the NTSs with the thermal LBM and compare the model-
ing results with experimental observations. The arrangement
of the paper is as follows. The thermal LBM for conjugate
heat conduction is introduced in Sec. II and its validation is
presented. The tricoupled hybrid LBM for drying of colloidal
suspension is described in Sec. III and its validation is pro-
vided. Section IV presents results and discussions including
neck formation in NTS by drying of colloidal suspension,
thermal performance of PTSs and NTSs, as well as com-
parison with corresponding experimental results. Section V
concludes the present work.
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II. THERMAL LBM FOR CONJUGATE
HEAT CONDUCTION

A. Model description

To evaluate the thermal performance of the PTS and NTS,
we solve the heat transport equation for temperature and heat
flux. For a pure thermal conduction with no phase change and
no convection, the governing equation is

(ρcp)ps
∂T

∂t
= λps∇2T, (1)

where the subscript ps represents different phases or com-
ponents, referring to filler particles, nanoparticle necks or
epoxy in this paper. The other parameters ρ, cp, T, t, and λ are
density, specific heat capacity, temperature, time, and thermal
conductivity. With the neglect of thermal contact resistance,
the temperature and heat flux continuities have to be satisfied
at the interfaces between different phases at equilibrium, i.e.,

T int
ps,i = T int

ps, j,

λps,i
∂T

∂n

∣∣∣∣
int

ps,i

= λps, j
∂T

∂n

∣∣∣∣
int

ps, j

, (2)

where the superscript “int” represents interfaces and n is the
unit normal vector to the interfaces. Equations (1) and (2)
are the governing equations and constraints that describe the
multicomponent/multiphase conjugate heat transfer problem.

As mentioned in the introduction, the governing equations
are solved by the thermal LBM proposed in Refs. [45,46]. The
evolution equation of the thermal LBM is given as

gi(x + viδt, t + δt ) − gi(x, t ) = − 1

τps

[
gi(x, t ) − geq

i (x, t )
]
,

(3)
where x is the location vector, t is the time, δt is the time step,
geq

i is the equilibrium distribution of gi, vi, i = 0, ..., Q − 1 is
the discrete velocities, and τps is the relaxation time. For a 3D
15-velocity (D3Q15) LBM, the equilibrium distribution geq

i ,
velocity vectors vi and relaxation time τps are

geq
i =

⎧⎪⎨
⎪⎩

0, i = 0

T/9, i = 1 − 6

T/24, i = 7 − 14

, (4)

vi =

⎧⎪⎨
⎪⎩

(0, 0, 0), i = 0

(±1, 0, 0)c, (0,±1, 0)c, (0, 0,±1)c, i = 1 − 6

(±1,±1,±1)c, i = 7 − 14

,

(5)

and

τps = 9

5

λps

(ρcp)psc
2δt

+ 0.5, (6)

where c is a pseudo sound speed whose value can take any
positive value theoretically only to ensure the value of τps

within (0.5, 2) [46]. Note that the volume thermal capacities
(ρcp)ps of different phases/components have to be set identi-
cal according to the conjugate heat transfer effect [51]. With
solving the LBM in Eq. (3), the temperature T and heat flux q

FIG. 2. Validation of the thermal LBM by the evaluation of
the effective thermal conductivity (ETC, λeff ) of two basic dual-
component systems at various thermal conductivity ratio in (a) serial
and (b) parallel modes.

can be calculated as

T =
∑

i

gi

q = (ρcp)ps

(∑
i

vigi

)
τps − 0.5

τps
. (7)

To simplify the computations, we set (ρcp)ps = 1 for all
the different phases/components in our simulations. After the
temperature and heat flux are solved, the effective thermal
conductivity λeff can be determined by

λeff = L
∫

qdA

�T
∫

dA
, (8)

where q is the steady state heat flux through the cross section
dA for a temperature difference �T over the distance of L.

B. Model validation

The thermal LBM is validated by comparing the ETC of
the thermal LBM to theoretical solutions for two basic dual-
component systems [45]. In the serial mode, the heat flow
goes through material 1 then through material 2, while, in
the parallel mode, heat flows in the two materials in paral-
lel, as shown in Fig. 2. The 2D simulation setups are the
same for both modes, i.e., the temperatures at the top and
bottom surfaces are Ts1 = 1 and Ts2 = 2, respectively, while
the left and right sides are adiabatic. The ratio of the thermal
conductivities of two materials λ2/λ1 ranges from 2 to 1000
(with λ1 = 1). Figure 2 illustrates that the ETC of serial model
increases with λ2/λ1 reaching a plateau value of 2.0, while the
ETC of the parallel model rises linearly with λ2/λ1. Perfect
agreement is found between LBM simulation (green squares)
and theoretical solution (red lines) for both models, showing
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that the thermal LBM is accurate in evaluating ETC, even with
a high ratio of thermal conductivities.

III. TRICOUPLED HYBRID LBM FOR DRYING
OF COLLOIDAL SUSPENSION

As introduced, the tricoupled hybrid LBM [43,44] is ap-
plied here to study the drying of colloidal suspension and
nanoparticle deposition in microporous structures. The tri-
coupled model is built up in the following way. First, an
entropic multiple relaxation-time multirange pseudopotential
two-phase LBM (EMRT-MP LBM) [29] for isothermal two-
phase flow is coupled to an extended temperature equation
[52] for simulating nonisothermal/quasiisothermal liquid dry-
ing (T-EMRT-MP LBM). Then the coupled model is further
coupled with a modified convection diffusion equation to han-
dle particle transport and deposition for drying of colloidal
suspension (tricoupled hybrid LBM). With this tricoupled
model, we are able to study the drying of colloidal suspension
with different liquid properties and nanoparticle concentration
under various temperatures. The models are briefly summa-
rized as below.

A. EMRT-MP LBM

For isothermal two-phase flow without phase change, the
LBM equation for the populations of discrete velocities that
incorporates the external force is

fi(x + viδt, t + δt )

= f ′
i ≡ (1 − β ) fi(x, t ) + β f mirr

i (x, t ) + Fi, (9)

where the equilibrium density populations f eq
i maximize the

entropy S[ f ] = −∑Q
i=1 fi ln( fi

Wi
) under fixed density and mo-

mentum ρ = ∑Q
i=1 f eq

i , ρu = ∑Q
i=1 vi f eq

i while Wi are the
lattice weights [53]. In D3Q27 LBM, the lattice weights
are W0 = 8

27 ,W1−6 = 2
27 ,W7−18 = 1

54 ,W19−26 = 1
216 . The liq-

uid kinematic viscosity v is determined by v = c2
s ( 1

2β
− 1

2 ),

where cs = δx/(
√

3δt ) is the lattice speed of sound and lattice
units of δx = δt = 1 are used with a lattice speed of c = 1.
β is a free parameter to adjust the fluid viscosity. The mirror
state population f mirr

i is constructed at each lattice site and
time step from the entropy maximization of the summarized
postcollision population f ′

i by relaxing high-order moments
properly [54]. The f mirr

i used in this paper is the same as that
in Ref. [29].

The fluid-fluid cohesive force Fc for phase separation and
fluid-solid adhesive force Fw for various wettability are incor-
porated in the last term of Eq. (9) as Fi = f eq

i (ρ, u + �u) −
f eq
i (ρ, u). The velocity increment is �u = Fδt/ρ with the to-

tal force F = Fc + Fw. The real velocity of the fluid including
the force term is u f = u + �u/2. To make the surface ten-
sion tunable, the multirange pseudopotential cohesive force is
applied [55]:

Fc = −ψ (x)
Q∑

i=1

w(|vi|2)[G1ψ (x + vi ) + G2ψ (x + 2vi )]vi,

(10)
where the interaction potential is ψ =√

2(PEoS − ρc2
s )/(G1 + 2G2)c2 and G1, G2 are the tuning

coefficients for realizing different surface tensions. PEoS is
the equation of state (EoS), and here we adopt the Carnahan-
Starling EoS PEoS = ρRT 1+bρ/4+(bρ/4)2−(bρ/4)3

(1−bρ/4)3 − aρ2 with the

attraction and repulsion parameters a = 0.4963R2T 2
c /pc and

b = 0.18727RTc/pc [56]. R is the gas constant and Tc and pc

represent the critical temperature and pressure, respectively.
In this paper, the parameters are set as a = 1, b = 4 and
R = 1. In this paper, G1 = −1 and G2 = 0 are set to obtain
a surface tension of σ = 1.05 × 10−2 in lattice units. The
fluid-solid adhesive force is represented as

Fw = −ψ (x)
Q∑

i=1

w(|vi|2)[G1ψ (ρw )I (x + vi )

+ G2ψ (ρw )I (x + 2vi )]vi, (11)

where I is the indicator function that equals unity at solid
nodes and zero at fluid nodes, ρw is the parameter to de-
termine surface wettability and w(|vi|2) are the weights in
Fc and Fw. The contact angle from around 0◦ to 180◦ can
be realized with the selection of ρw from liquid density ρl

to vapor density ρv [29]. For D3Q27 lattices, the weights
are w(1) = 1

6 ,w(2) = 1
12 and w(3) = 0. With this EMRT-MP

LBM, isothermal two-phase flow can be accurately simulated
in a large range of fluid viscosity with tunable surface tension
[29].

B. T-EMRT-MP LBM

To model nonisothermal/quasi-isothermal liquid drying
with phase change, the extended temperature equation that
incorporates heat convection/conduction and latent heat is
coupled to EMRT-MP LBM to form the T-EMRT-MP LBM.
By neglecting viscous heat dissipation, the extended temper-
ature equation derived from the local balance law of entropy
[57] is written as [58]

∂t T = −u f • ∇T + 1

ρcv

∇ • (λ∇T ) − T

ρcv

(
∂PEOS

∂T

)
ρ

∇ • u f ,

(12)
where ρ, λ, cv are the fluid density, fluid thermal conductivity,
and specific heat at constant volume. The first two terms on
the right-hand side of Eq. (12) represent heat convection and
conduction, respectively, while the last term corresponds to
the latent heat for phase change. This equation is solved with
the finite difference method with a second-order Runge-Kutta
scheme for time discretization T t+δt = T t + δt

2 (h1 + h2) with
h1 = F (T t ) and h2 = F (T t + δt ∗ h1) and F (T ) represents
the right-hand side of Eq. (12). δt is the time step in numerical
time discretization. For spatial discretization, isotropic central
schemes are employed to evaluate the first-order derivative
and the Laplacian, with the mesh the same lattice as used in
EMRT-MP LBM to avoid extra interpolations [52].

The two-way coupling between the EMRT-MP LBM and
extended temperature equation works as follows. At each
time step, flow variables like density, velocity, and pressure
are firstly computed by solving EMRT-MP LBM. Then they
are plugged into the extended temperature equation to update
the temperature field. Finally, the updated temperature is in-
corporated in the computation of flow field by the equation
of state for the next time step. The detailed explanation of
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how evaporation is considered is presented in Ref. [52]. The
T-EMRT-MP LBM is capable of simulating liquid drying at a
high temperature difference and a large thermal conductivity
ratio.

C. Tricoupled hybrid LBM

To model the transport and accumulation of a large amount
of nanoparticles in the liquid, we apply the Eulerian model
with a modified convection diffusion equation by considering
nanoparticles as a solute [43]:

∂φ

∂t
+ ∇ • (φup) = ∇ • (Dp∇φ), (13)

where φ and up represent the nanoparticle concentration
and transport velocity. Considering the two-phase flow, the
up is modified as up = u f ,m + �up from the liquid veloc-
ity. Here u f ,m = u f in liquid and u f ,m = 0 in vapor since
particles are present only within the liquid phase. This com-
ponent of the nanoparticle velocity takes into account the
convective delivery of nanoparticles within the liquid phase.
The particle velocity increment �up = Fpδt/ρp models the
fluid-particle interaction Fp which lets nanoparticles accumu-
late near the liquid-vapor interface, preventing the unphysical
occurrence of nanoparticles flowing into the gas phase dur-
ing evaporation. The particle concentration φ = np ∗ Vp/VL,

is the volume fraction of nanoparticle, where np, Vp, and
VL are number of particles, single nanoparticle volume, and
lattice volume, respectively. The fluid-particle interaction Fp

is modeled by making an analogy to the fluid-solid interaction
Fw in Eq. (11) while considering nanoparticle size and local
concentration:

Fp = −φ ∗ Cs,p ∗ ψ (ρp)
Q∑

i=1

w(|vi|2)[G1ψ
′(x + vi )

+G2ψ
′(x + 2vi )]vi, (14)

where Cs,p, ψ ′ are the particle size coefficient and mod-
ified potential. In this paper, Cs,p = 1 is set and ψ ′ =
ψ ′(ρpy(φ), T ) where y(φ) = ρl

ρv
+ 1

2 (1 − ρl

ρv
){1 − tanh[( φ

2 −
A)/B]} with A = 0.54 and B = 0.09, as explained in Ref. [43]
in detail. We note that, currently, we do not consider the
influence of nanoparticle surface wettability but assume the
nanoparticles to be fully wetting and immersed in the liquid.
In the future, we will improve the current model with consid-
ering the nanoparticle contact angle effect.

In Eq. (13), Dp is the diffusion coefficient derived using
the Stokes-Einstein equation as Dp = kBT/(6πμLRp), where
kB is the Boltzmann constant, Rp is particle radius, T and μL

are the temperature and viscosity of the liquid, respectively
[59]. In the experimental study of Ref. [9], the diameter of
large nanoparticle is 200–300 nm while the water dynamics
viscosity is μL = 4.656 × 10−4 N • s/m2 under the tempera-
ture of T = 313.15 K, leading to a diffusion coefficient Dp =
1.63 × 10−11 m2/s. In our simulations, the diffusion coeffi-
cient is set to Dp = 4.0 × 10−3 lattice units. To compare our
simulation results with experimental ones, we use the nondi-
mensional Peclet number Pep = UH

Dp
to evaluate the dominant

mechanism between nanoparticle convection and diffusion.
The characteristic velocity of nanoparticle U can be repre-

sented by the average receding speed of liquid. In experiment
and simulation, the speeds are U (exp) ≈ 2.8 × 10−5m/s and
U (sim) ≈ 6.7 × 10−3 lattice units. The heights of sample are
H (exp) = 60 μm in experiment and H (sim) = 90 lattices in
simulation. As a result, the Pelect numbers for experiment
and simulation are Pe(exp) = 1.03 × 102 	 1 and Pe(sim) =
1.34 × 102 	 1, respectively, thus these numbers are in the
same order of magnitude indicating the same mechanismat
play, i.e., that the convection is dominant over diffusion in
nanoparticle transport.

Similar to the extended temperature equation, Eq. (13) is
also solved by finite difference method with a second-order
Runge-Kutta scheme. Moreover, a zero-flux boundary con-
dition is enforced at the solid boundary, to make sure that
the total particle mass is conserved. For more details on the
zero-flux boundary condition in finite difference method, we
refer to Ref. [43], where the simulations are in 2D. In current
3D simulations, the modified weight factors Wi,m in Eq. (17)
of Ref. [43] are changed to

Wi,m =

⎧⎪⎨
⎪⎩

2/27, i ∈ {1, . . . , 6} i ∈ ∂S1

1/54, i ∈ {7, . . . , 18} i ∈ ∂S1

1/216, i ∈ {19, . . . , 26} i ∈ ∂S1

0, otherwise.

(15)

The summations in Eq. (16) in Ref. [43] are changed from
1 to 8 to 1 to 26. With the current zero-flux boundary condi-
tion, the 99.7% of total nanoparticle mass is conserved in the
simulations in this paper. The two-way coupling between T-
EMRT-MP LBM and particle transport and deposition model
is performed with the particle velocity being modified from
the fluid velocity obtained from T-EMRT-MP LBM and the
newly formed nanoparticle structures influencing the fluid
flow.

D. Validation of the tricoupled hybrid LBM

This tricoupled hybrid LBM has already been validated
with experimental results by 2D simulation of drying of
colloidal suspension in thin microporous architectures in
Ref. [43]. Here considering the 3D filler particle configura-
tion, we further validate it with the nanoparticle deposition in
a two-filler-particle system. The experimental work in Ref. [9]
was conducted at a drying temperature of 60 ◦C (333.15 K)
with initial alumina nanoparticle concentration (volume frac-
tion of nanoparticle to its water suspension) of around 4%.
With the room temperature at 25 °C (298.15 K), the difference
between the heating temperature and the environment is 35 K.
Given the water critical temperature (Tc) of 647 K, the ratio of
the temperature difference to the critical temperature becomes
35/647 ≈ 0.055. The sample is treated with oxygen plasma to
get a contact angle of around 30 ∼ 35◦. The liquid properties
under this drying temperature are given in Table S1 in the Sup-
plemental Material [12]. In current simulations of drying of
colloidal suspension, the initial nanoparticle concentration is
set φnp = 3.7% and the contact angle is set 30◦, values close to
the experimental ones. A liquid-vapor density ratio of ρl/ρv ≈
30 (ρl = 0.33) is used, under the equilibrium temperature
of Teq = 0.75Tc. The equilibrium temperature is considered
as the environment temperature set at the boundaries of
the four lateral sides, while the fixed drying temperature
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FIG. 3. Validation of the tricoupled hybrid LBM with drying of colloidal suspension and its nanoparticle deposition in a two-filler-particle
system. (a) Simulation setup with indications of the two mesh resolutions and simulated process of colloidal liquid drying and nanoparticle
deposition in the finer resolution system. (b) Illustration of experimental process of colloidal liquid drying and neck formation by nanoparticle
deposition between filler particles from Ref. [9]; (c),(d) Simulated necks (golden) in the coarser and finer resolution systems. (e) Cross section
of simulated necks (golden) in finer resolution system. Simulation results are in lattice units while experimental results are in physical units.

Td = (0.75 + 0.055)Tc = 0.805Tc is set for the whole system,
including the top cover, bottom substrate, colloidal suspen-
sion, and filler particles, to ensure temperature conditions
similar to those in the experiment. In this way, the drying
mechanisms are the same to the ones acting in the experi-
ment. The kinematic viscosities of liquid and vapor are set
vl = vv = 0.167 in lattice units to ensure the same two-phase
flow mechanisms as in the experiment. In both the experiment
and simulation, drying starts at the lateral sides and continues
towards the center. In the experiment, the filler particle diam-
eter ranges from 32 to 36 μm. Since the nanoparticles deposit
at the contact between filler particles and top, bottom plates,
and other filler particles, it is critical to model the spherical
shape of the filler particle accurately to obtain the realistic
deposition configurations. Therefore, two simulations with
different resolutions are compared, with the finer resolution of
64 and 72 lattices (1 μm = 2 lattices) and a coarser resolution
of 48 and 54 lattices (1 μm = 1.5 lattices), respectively for
the small and large filler particles, as shown in Figs. 3(c) and
3(d). We note that this small change of resolution is applied for
the whole sample and it does not affect the occurring mech-
anisms and is seen to influence only slightly the nanoparticle
deposition configuration. The simulated drying process and
neck formation in the two-filler-particle system with higher
resolution is shown in Fig. 3(a). Figure 3(b) illustrates the
experimental process of drying and deposition, and the final
neck formation between the two filler particles in Ref. [9].
The simulated necks with two different resolutions shown in
Figs. 3(c) and 3(d) agree both well with the experimental
result in terms of the general shapes and locations. Figure 3(e)
gives the cross section of the necks in the finer resolution
system. The necks show to be with a concave shape, i.e.,
thin in the middle and thick at the periphery, which is in
agreement with the experimental result in Fig. 3(b). The good
agreement demonstrates that the tricoupled hybrid LBM is

capable of accurately simulating colloidal liquid drying and
neck formation in the cavity with microsized filler particles.
A resolution of filler particle of 48 lattices is found to be ad-
equate for obtaining accurate simulation results. To illustrate
the simulation accuracy, we check the spurious current and
compare it with the drying velocity. A simulation is conducted
with the same setup but without considering drying. After
reaching equilibrium, the spurious current is plotted at the
central slice of x direction (Fig. S2a in the Supplemental
Material [12]), where we can see that the maximum value is
less than 3e-3 lattice units, located at the vapor phase close
to the liquid-vapor interface (Fig. S2b in the Supplemental
Material). In comparison, the vapor velocity in the drying case
here is around 0.16 lattice units (Fig. S2c in the Supplemental
Material), which is 53 times higher than the maximum spu-
rious current, indicating the spurious current has negligible
influence on our simulation accuracy. We also note that, in the
drying of multiple-filler-particle system in Sec. IV below, the
drying velocity is not that high, since the pores are quite small
not promoting fast drying. We have calculated the average
drying velocity as 0.023 lattice units, being eight times of
the maximum spurious current. Therefore, our simulation is
accurate in the case of drying of a multiple-filler particle
system.

IV. RESULTS AND DISCUSSIONS

This section has four subsections. In Sec. IV A, we simu-
late the assembly of microsized filler particles in the cavity.
As PTSs are fabricated by infiltrating epoxy between filler
particles, in Sec. IV B, we evaluate the thermal performance
of PTSs in terms of ETC. Subsequently in Sec. IV C, we
model the neck formation by drying of colloidal suspension
in between the assembled filler particles in order to fabricate
NTSs. Finally in Sec. IV D, the thermal performances of the
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formed necks and thus of the NTSs are evaluated. The thermal
performances of PTS and NTS, as well as the neck structures
are compared with existing experimental results.

A. Assembly of filler particles in the cavity

In the centrifugation process, i.e., the second step in the
fabrication of NTS, the cavity between the two chip layers is
filled with microsized particles. This is done by fixing the chip
at the periphery of a rotating disk and feeding filler particles
from the center of the disk with a nozzle. Upon entry, in this
way, the velocity of the filler particle depends on the rotating
speed of the disk. Different rotating speed leads to different
compaction and FPCs, and thus different filler particle vol-
ume fractions. In the work of Ref. [9], the cavity is around
14 000 × 12 000 × 60 μm3, the diameter of the filler particles
is 34 ± 2 μm, and the filler particle volume fraction around
47%.

In order to obtain a comparable assembly of filler parti-
cle, the centrifugation process is mimicked using the discrete
element method, as fully described in Ref. [60]. We use the
LIGGGHTS open source code (Version 3.3.1) for simulating
the filler particle assembly [61]. The motion for each indi-
vidual particle is tracked considering the balance of forces
and torques, with the detailed explanation in Ref. [61]. To
produce an assembly, 82 filler particles are randomly located
in a cavity of 2000 × 240 × 60 μm3, more precisely the sys-
tem counts 9, 23, 21, 21, and 8 particles with diameter of
32, 33, 34, 35, and 36 μm, respectively. The filler particles
are given an initial velocity of 0.12 mm/s along the length
direction, and the simulation time step is 1.5 × 10−4 s. All
the faces of cavity are considered as solid walls and the filler
particles are smooth and rigid. After 500 000 iterations, the
filler particles arrive at a static configuration. The simulation
is run with eight processors for 2 min. A particle bed of
size 240 × 240 × 60 μm3 is generated and employed in this
work. Due to the limitation of computation resources, this
final system is small compared to the actual chip cavities [9],
but care is taken below to ensure that it is employed as an
appropriate unit volume element.

Figure 4(a) illustrates the initial random distribution of
filler particles with the velocity direction, while Fig. 4(b)
illustrates the intermediate state during the assembly process.
Figure 4(c) displays the final compact FPC with 82 parti-
cles. The compact FPC is extracted as shown in Fig. 4(d),
resulting in a particle volume fraction V n,t

f p , i.e., total filler
particle volume V t

f p versus cavity volume Vcv , being 48.8%.
This value is very close to the experimental one of 47.0%.
Figure 4(e) shows the extracted FPC that is used below for the
evaluation of ETC and for the simulation of neck formation by
LBM in next subsections. This extraction is required because
discrete element method (DEM) tracks the configuration us-
ing the center location and diameter of each particle. Such
information is not suitable for LBM, which needs the actual
geometry, i.e., whether each discretization point lies inside the
pore space or not.

To check the influence of filler particle configuration on
the thermal performance of resulting PTS and NTS, two ad-
ditional FPCs with similar filler particle volume fraction V n,t

f p
of 48.0% and 47.1% are assembled using this method. FPC1

FIG. 4. Simulation of the assembly process of filler particles in
the cavity between two chip layers in 3D chip stacks using the
discrete element method. (a) Initial random distribution of filler par-
ticles. (b) Intermediate state during the assembly process. (c) Final
assembled compact filler particle configuration (FPC). (d) Extracted
cavity with the volume of compact FPC with dimensions (physical
units). (e) Extracted FPC for subsequent LBM simulations.

is shown in Fig. 4 and the additional FPCs are denoted as
FPC2 and FPC3, and shown in Fig. S3 in the Supplemental
Material. PTS2 contains 79 filler particles with 8, 21, 22, 20,
and 8 particles of diameter of 32, 33, 34, 35, and 36 μm,
respectively. PTS3 contains 80 filler particles with 8, 25, 24,
18, and 5 particles of diameter of 32, 33, 34, 35, and 36 μm,
respectively.

B. Thermal performance of the PTS

Using the assembled FPCs and assuming the pores be-
tween filler particles completely filled with epoxy, the PTS
is numerically produced. The three different FPCs give rise
to PTS1 to PTS3, as shown in Fig. 5(a). The thermal perfor-
mance of the PTSs is evaluated numerically in terms of ETC
using the thermal LBM introduced in Sec. II. In the experi-
ment of Ref. [9], the filler particles are alumina with thermal
conductivity of 30 W/mK, while the thermal conductivity of
epoxy is 0.21 W/mK. To calculate the ETC of PTSs, we
impose a temperature gradient over the sample from bottom
to top. The exact value of the temperature gradient is not
important for the calculation, since all the thermal properties
of the materials used are independent of temperature. Thus,
the temperatures of the bottom substrate and top cover are set
to Tbot = 2 and Ttop = 1. The four lateral sides are set to be
adiabatic, guaranteeing no heat loss. The dimensions of the
cavities are 360 × 360 × 90 lattice3, with the filler particle
diameter ranging from 48 to 54 lattices, corresponding to the
range from 32 to 36 μm in the experiments. After the produc-
tion of FPC, the diameters of all filler particles are decreased
by 1 lattice in simulations to avoid contact between filler
particles. This procedure succeeds in approximating the actual
situation after capillary filling with epoxy, as, in experiments,
it has been observed that the filler particles do not contact
with each other directly but are connected by a thin layer of
epoxy [9]. With the same preoccupation, the location of top
cover and bottom is also shifted by 1 lattice away from the
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FIG. 5. Evaluation of thermal performance of the percolating thermal structures (PTSs). (a) Simulation setups of three different PTSs with
similar filler particle volume fraction (V n,t

f p = 48.8%, 48.0%, 47.1%), with the top and bottom temperatures Ttop = 1 and Tbot = 2 and four
lateral sides adiabatic. (b) Temperature distribution with isolines in black at the slice of y = 30 in the three different PTSs, and white lines
indicating boundaries of filler particles. (c) Heat flux contours at the slice of y = 30 in different PTSs, with black lines indicating temperature
isolines and white lines indicating boundaries of filler particles. All variables are in lattice units.

filler particle to avoid contact between filler particle and top
cover/bottom substrate.

To verify that the results are mesh independent, a com-
parison of the ETC of a two-particle system is done at two
resolutions: a coarser resolution with filler particles of 48 and
54 lattices, and a finer resolution with ones of 64 and 72
lattices. The results are compared and a 3.7% difference of
ETC indicates that the coarser resolution of filler particle with
a diameter of at least 48 lattices is acceptable. Details of the
comparison is shown in Fig. S4 in the Supplemental Material.

Figures 5(b) and 5(c) show the temperature and heat flux
distribution for the three different PTSs at the slice of 30
lattices in the y direction. The temperature in the alumina filler
particles is very uniform, compared to the larger temperature
gradient in the epoxy, due to the large thermal conductivity
difference between alumina and epoxy (around 143 times
larger for alumina). Moreover, the heat flux in the filler
particles is much higher than that in the epoxy. At the near-
contact locations, i.e., where filler particles are close to the
top cover, bottom substrate or other filler particles, the heat
flux is markedly higher. These locations are “critical throats”
that determine the amount of heat transported from bottom
substrate to top cover. The calculated ETCs of the three PTSs
are λeff (PTSs) = 1.22, 1.21, 1.19 W/mK. The small varia-
tion of 2.4% indicates that the centrifugation method used
for generating filler particle configurations leads to PTS real-
izations with similar overall performance, although the local
temperature and heat flux are different due to the different
distribution of filler particles. Compared with the measured
ETC of 1.0 W/mK in average in the experiment of Ref. [9],
the simulation results overestimate the ETC by around 20%.

The experimental error was estimated to be around ±5.0%,
but sources of error are not much discussed in the paper.
From the simulation, there are three possible reasons for the
discrepancy. First, the size of the current cavity is not as
big as that in the experiment, although of equivalent height.
Second, the boundary conditions of the four lateral sides are
not adiabatic in the experiment, which leads to an additional
heat loss to the sides. Third, the thermal contact resistance
between the epoxy/filler particles/cover is not considered in
the simulations, which is reported to be around 0.3 W/mK
in Ref. [9]. The latter might be the major cause of discrep-
ancy. This indicates that further work would be necessary to
ascertain a proper thermal resistance at the contacts between
different materials, but such work is deemed out of the scope
of the current paper. Overall, considering this complex fabri-
cation and measuring process, from an engineering point of
view, the thermal LBM is quite acceptable in studying the
heat transport in such kind of microporous structures, if not
with absolute values, at least by comparing performance of
different systems.

C. Neck formation by colloidal nanoparticle
deposition in the FPC

The third step of the fabrication of NTS consists in neck
formation by colloidal nanoparticle deposition in the FPC.
We simulate this process by the tricoupled hybrid LBM
introduced in Sec. III. Taking the first filler particle configu-
ration (FPC1) for illustration, the simulation setup is shown
in Fig. 6(a). Except the geometrical information, i.e., the
sample size, filler particle number and distribution, all other
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FIG. 6. Drying of colloidal suspension in cavity with filler particle configuration 1 (FPC1), and the resultant neck formation in other two
neck-based thermal structures (NTSs). (a) Simulation setup of drying of colloidal suspension in FPC1. (b)–(g) Different stages during the
drying process of colloidal liquid in FPC1 and formation of necks by nanoparticle deposition, giving rise to the NTS1. (h) and (i) The resultant
neck formation in NTS2 and NTS3.

simulation parameters are set the same as in Sec. III D to
ensure the conditions similar to those in the experiment of
Ref. [9].

The drying process is shown in Figs. 6(b)–6(g). We can
see that the colloidal liquid recedes from the periphery to the
center of the FPC. In the experiment of Ref. [9], two drying
patterns are observed in sequence. As shown in Fig. S5a in the
Supplemental Material, at first, a dendritic pattern is observed
where the large pores are invaded from the two open ends
(inlet and outlet) to the central part of the system. Afterwards,
capillary bridges are formed between adjacent filler particles
and between filler particle and top/bottom plates until dry-
ing completes. In our simulation, we have observed both the
dendritic network [blue liquid in Figs. 6(c)–6(f) and the col-
lapse of capillary bridges [in red eclipses in Fig. 6(d)]. Figure
S5b in the Supplemental Material gives more illustrations.
Since our system(240 um × 240 um × 60 um) is small com-
pared to the experimental one (12 mm × 14 mm × 60 um), the
dendritic network is not as clear as in the experiment. The
capillary bridges have a shorter lifetime in our simulation.
However, our simulation generally captures well the main
mechanisms of colloidal dying and resultant neck formation.
To analyze and compare the drying rate for all three FPCs,
we use the total drying time t1 and initial liquid mass m1

of FPC1 as references. The three drying times are close to
each other, with a ±2% difference, as shown in the x axis
of Fig. 7. The normalized time during drying is calculated
as tN = t/t1 and the normalized liquid mass is defined as
mN = m(tN )/m1. The normalized drying rate E pN is calcu-
lated within each time period of �tN = 0.02, i.e., E pN =

(mN (tN + �tN ) − mN (tN ))/�tN . The normalized liquid mass
in Fig. 7(a) shows a concave shape for all the FPCs, indicating
drying becomes slower with time. The evaporation rates in
Fig. 7(b) illustrate a decreasing trend with a turning point “P”
at around tN = 0.1. Before this point, the drying rate is high
and decreasing quickly; while afterwards, it is lower with a
smaller decreasing speed. The explanation is as following. As
shown in the inset of Fig. 7(b), the turning point represents
the state where the liquid just recedes into the porous system,
i.e., the space between the filler particles, from the initial state
denoted by the blue-dashed box. From the initial state to the
turning point, the liquid interface is completely exposed to
the environment connected to the outlet boundary, making it
easy for vapor to go out and thus leading to a high drying
rate. Afterwards when the drying menisci enter the pores, it
is less straightforward for vapor to diffuse out, leading to a
smaller drying rate. With the drying interface farther away
from the outlet, the drying rate decreases as long as the dry-
ing continues. As described above, the local drying finishes
after the capillary bridges break. Specifically, it completes
at locations with smaller curvature radius, i.e., the “critical
throats” between two adjacent filler particles Lp−p, between
filler particle and top cover Lp−t , and between filler particle
and bottom substrate Lp−b, where the liquid pressures are
lower. Concurrently, the necks are formed by nanoparticle
depositions at locations Lp−p, Lp−t and Lp−b are denoted as
Neckp−p, Neckp−t , and Neckp−b, respectively. The formed
necks in the filler particle configurations FPC2 and FPC3 are
shown in Figs. 6(h) and 6(i). The deposition configurations
have similar features in the three NTSs to be discussed below.
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FIG. 7. (a) Normalized colloidal liquid mass and (b) evaporation rate during colloidal liquid drying in three filler particle configurations
(FPCs). Inset shows liquid configuration at point P, where the drying rate suddenly decreases since the liquid-vapor interface starts receding
into the pores inside the FPC. The dashed blue line shows initial liquid configuration when drying occurs.

In the experiment of Ref. [9], the average diameters of
the necks formed against flat surfaces, i.e., necks at the
top cover (Neckp−t ) and bottom substrate (Neckp−b) are
measured. Taking the slices at the top cover and bottom sub-
strate of the three simulated NTSs and integrating the neck
area, the total neck area is obtained. Dividing the total neck
area by the neck number at the top cover and substrate, the
average area of one neck is obtained. Assuming the neck
is circular, the average neck diameter can be obtained. The
normalized average diameter dn,a

neck at top and bottom, i.e., ratio
of the measured average neck diameter da

neck to the average
filler particle diameter da

f p, dn,a
neck (Neckp−t,p−b) = da

neck/da
f p, is

found to be around 40% experimentally and 39.4%, 41.7%,
and 42.2%, respectively, for the three simulated systems, thus
very similar to the experimental result.

In the experiment, it is hard to measure the average di-
ameter of necks between filler particles (Neckp−p), due to
the difficulty in extracting the irregularly distributed necks,
which can be easily damaged when removing the filler parti-
cles. Using the simulation results, we can extract and analyze
the necks easily. Taking NTS1 as an example, 261 necks
are extracted and shown in Fig. 8(a). The dimensions of the
necks at the top/bottom (Neckp−t , Neckp−b) and necks be-
tween filler particles (Neckp−p) are compiled and analyzed
separately. Similar to the normalized average neck diameter
dn,a

neck, the normalized average neck volume V n,a
neck is defined

as the ratio of average neck volume V a
neck to average filler

particle volume V a
f p, i.e., V n,a

neck = V a
neck/V a

f p. Figure 8(b) shows
that, on average, the normalized average neck volume at the
top/bottom of 0.79 is around 2.7 times of the neck volume of
0.29 between particles. In counterpart, there are 82 top/bottom
necks (Neckp−t,p−b) versus 179 interparticle necks (Neckp−p).
The higher neck volume for top/bottom necks is explained by
the higher void fraction near the top and bottom compared
to that in the middle, as shown in Fig. 9(a). The larger pore
volumes at the top and bottom indicate that more colloidal
suspension and thus more nanoparticles are available for local
deposition. Similarly, the dn,a

neck of necks at top/bottom is 1.8
times of those between filler particles with a slightly higher
variation shown in Fig. 8(c). In Fig. 8(c), the average value of
dn,a

neck at top/bottom equals to 44.3%. This value is calculated
based on the inertia tensor of the 3D neck structure. Con-
sidering the necks having the form of an ellipse, the inertia

tensor gives the longest and shortest diameter of the ellipse.
The average diameter of the neck is calculated as the square
root of the product of long and short diameters obtained from
the inertia tensor. This method for determining the average
neck diameter is slightly different from the method using the
top view of the necks based on a 2D slice. As described above,
the value obtained by the 2D slice method yields an average
neck diameter of 39.4%. The 4.9% deviation between two
different methods is caused by an inaccuracy of the calcula-
tion of inertia tensor, since the neck structure is very irregular.
The small deviation indicates that the postprocessing method
yields acceptable results. Figures 9(b)–9(d) compare the three
systems from NTS1 to NTS3, in terms of neck count, diameter

FIG. 8. Analysis of deposited necks in NTS1. (a) NTS1 counts
261 necks, shown here by removing the particles. Histograms of (b)
normalized average neck volume (V n,a

neck) and (c) normalized average
neck diameter (dn,a

neck) of necks between particle and flat substrate
and cover (Neckp−t,p−b), and between particles (Neckp−p), where the
“Distri.” values indicate mean value and standard deviation.
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FIG. 9. Comparison of the metrics of three filler particle configurations (FPCs) and the deposited necks in neck-based thermal structures
(NTSs). (a) Void fraction over the height of system. (b) Neck counts. (c) Neck diameter. (d) Neck volume.

dn,a
neck, and volume V n,a

neck. These values barely vary between
the different NTSs indicating the DEM-based centrifugation
method of assembling filler particles has little influence on
the formation of necks and is adequate for engineering ap-
plications. Further, the hybrid LBM allows more metrics to
be obtained, like the volume of all necks and the diameter of
necks between filler particles. We note that the comparison
of the diameter of the top/bottom necks between experiments
and simulations provides another aspect of validation of the
hybrid LBM.

The good agreement on neck location and diameters, in av-
erage equal to 40% of filler particle diameter, between current
simulations and experimental results in Ref. [9] is considered.
In terms of the simulation conditions, we remind the reader
that we aimed to match the relevant parameters with those in
the experiment. First, the assembly of filler particles is similar
and the resultant volume fractions are approximately the same
(48.8% in the simulation and 47% in experiment). The small
discrepancy (3.8%) results from a smaller number of filler
particles in a smaller simulation domain. Second, the initial
nanoparticle concentrations are very close, i.e., 3.7% in the
simulation and 4% in the experiment. Third, the normalized
differences between drying and environment temperatures are
the same, i.e., (Td − Ten)/Tc = 0.055. Fourth, the contact an-
gles are kept almost identical (30 ∼ 35◦). Due to the limitation
of numerical model, it is challenging that all the parameters
of liquid properties are identical to those in the experiment.
Nevertheless, with the given simulation parameters of fluid

density, viscosity, surface tension as well as nanoparticle dif-
fusion coefficient, the important nondimensional numbers that
describe fluid flows and mass transport, i.e., liquid Reynolds
number (⇐1), two-phase capillary number (1), vapor Peclet
number (1), and nanoparticle Peclet number (	1), are ac-
tually in ranges similar to those in the experiment, providing
assurance that the same mechanisms are at play. Namely, the
liquid flow is laminar (Stokes flow), the capillary force is
dominant between liquid and gas over viscous force, the vapor
transport is diffusive, and the nanoparticle transport is convec-
tive in the liquid. The good agreement between simulation and
experimental results including the same nanoparticle deposi-
tion location and neck diameters indicates that the choice of
those parameter values is reasonable.

We note that the reduction of filler particle diameter by
1 lattice from the original FPC is informed from the final
experimental results of NTS in Ref. [9], where the filler
particles generally do not contact directly, but are connected
by the nanoparticle deposited necks. The neck thickness is
measured to reach up to 2 μm, thus 5.8% of filler particle
diameter of 34 μm (Fig. S6 in the Supplemental Material). In
our simulations, by decreasing the filler particle diameter by
1 lattice, we obtain an average neck thickness of 1 to 2 lattice,
thus 1.9% to 3.9% of filler diameter, which is within the
thickness range in the experiment. In addition, the diameters
of the necks at the top and bottom of the sample are very close
to the experimental measurement, i.e., 40% of filler particle
diameter. Decreasing systematically the diameter of the filler
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FIG. 10. Calculation of effective thermal conductivity (ETC) of the nanocomposite material making the necks. (a) Distribution of
nanoparticles of two different sizes at initial state. (b) Final assembled nanoparticle deposition configuration by discrete element method.
(c) Extracted compact nanoparticle deposition configuration. (d) Simulation setup of the system with top cover and bottom substrate
temperatures Ttop = 1, Tbot = 2 and lateral sides adiabatic. (e) Temperature distribution with temperature isolines in black and nanoparticle
outlines in white at the slice of y = 33. (f) Heat flux distribution with temperature isolines in black and particle outlines in white at the slice of
y = 33. All variables are in lattice units.

particles by 1 lattice is a pragmatic choice and a better way
would require acquiring the experimental filler particle gap
distribution and incorporating them in the simulation. How-
ever, it is experimentally impossible yet to acquire the
geometry of the filler particles before colloidal deposition.

D. Thermal performance of the NTS

We evaluate the thermal performance of NTS and compare
it with PTS, in terms of the ETC. Given the configuration of
the systems, a multiscale approach is used, calculating first the
ETC of the nanocomposite materials forming the necks and
then using this obtained ETC for the global heat conduction
evaluation of the NTS, a mixture of micro and nanocomposite
materials.

1. ETC of the neck material

The ETC of the material forming the necks is first calcu-
lated here. The necks are structures made of nanoparticles
of two different diameters and infiltrated by epoxy. In the
experiment of Ref. [9], the nanoparticles in the colloidal sus-
pension are of two diameters, i.e., 40 nm (blue) and 250 nm
(red), as shown in Fig. 10(a). The volume ratio of the smaller
versus larger nanoparticles is 1.5. The assembly process of
nanoparticles is simulated similarly to the assembly process of
the filler particle configuration of PTS in Sec. IV A, as shown
in Figs. 10(a)–10(c). The resulting structure shows a good mix
of the two particle types, with a nanoparticle volume fraction
of 66.9%.

The extracted nanoparticle configuration shown in
Fig. 10(d) is employed to calculate the ETC of the neck

using the thermal LBM. The method described in Sec. IV B
is followed here also. The top cover and bottom substrate
temperatures are set as Ttop = 1 and Tbot = 2 while the four
lateral sides are adiabatic. All nanoparticles are alumina with
a thermal conductivity of 30 W/mK, while the void between
the particles is filled with epoxy with a thermal conductivity
of 0.21 W/mK. Both the nanoparticles and filler particles
are made of alumina due to its high thermal conductivity to
enhance the heat conduction. Since alumina is an electrical
insulator, it may be applied in computer chip assemblies.
The simulated temperature distribution with isolines (black
lines) at the slice of y = 33 lattices is shown in Fig. 10(e).
Since most of the nanoparticles are small, the temperature
distribution is generally uniform from bottom to top. The
flux distribution with temperature isolines (black lines) at
the slice of y = 33 lattices is shown in Fig. 10(f), where the
heat flux in the aluminum nanoparticles is much higher than
that in the epoxy matrix. With the simulated temperature
and flux fields, the ETC of the neck is calculated to be
λeff (neck) = 2.38 W/mK. We note that this material ETC
has not been measured experimentally to our knowledge.

2. ETC of the NTS

Having determined the ETC of the neck material, we can
evaluate the ETC of NTS, similarly to that of PTS, as shown
in Fig. 11(a). Figure 11(b) gives the temperature distribution
and isolines (in black) at the slice of y = 30. Figure 11(c)
compares the temperature isolines for NTS1 (green) and PTS1
(red). The NTS1 isolines are less dense at the necks, indicating
the local temperature gradients are smaller due to improved
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FIG. 11. Thermal performances of the neck-based thermal structure (NTS). (a) Simulation setup of NTS1 with the top and bottom
temperatures Ttop = 1 and Tbot = 2 and the four lateral sides adiabatic. (b) Temperature distribution with isolines (black) at the slice of y = 30
and the white lines denoting the boundaries of the filler particles. (c) Comparison of temperature isolines between NTS1 (green lines) and
PTS1 [red lines from Fig. 5(b)] at the slice of y = 30, with black lines being boundaries of filler particles. (d) Heat flux distribution at the slice
of y = 30, with black lines being temperature isolines and white lines denoting the boundaries of filler particles. (e) Subtraction of heat flux
distribution between NTS1 and PTS1 [from Fig. 5(c)] at the slice of y = 30. All variables are in lattice units.

heat conduction, compared to what is observed in PTS1. The
better heat conduction in NTS1 is also seen in Fig. 11(d)
on the heat fluxes, which are higher in the filler particles as
compared to the heat fluxes in PTS1 shown in Fig. 5(c). A
subtraction of the heat fluxes between NTS1 and PTS1 at the
slice of y = 30 is shown in Fig. 11(e), illustrating that the
heat conductions at the necks and filler particles around the
necks are greatly enhanced in NTS. The temperatures and heat
fluxes at the slice of y = 30 in NTS2 and NTS3 are shown in
Fig. S7 in the Supplemental Material.

The calculated ETCs for NTS1 to NTS3 are λeff (NTSs) =
2.75, 2.78, 2.71W/mK, respectively. Similar to PTSs, the
small variation of 2.5% also indicates that the filler particle
configurations have negligible influence on the overall thermal
performance of NTSs, although the local temperature and
heat flux are different depending on the distribution of filler
particles. Compared to the experimental result of 2.41 W/mK,
the simulated ETC has an overestimation of 14.1%. The devi-
ation is attributed to several possible reasons similar to those

identified in the PTS evaluation. Specifically, the size of
the sample may not be large enough. The adiabatic bound-
ary condition at the four lateral sides may not take into
account possible heat loss to the environment as occurs in
the experiment. The void space between filler particles and
nanoparticles may not be perfectly filled by epoxy. And
neglecting the thermal contact resistance between filler par-
ticles/bottom/top and epoxy may overestimate the ETCs.

Finally, the overall enhancement of the heat conduction
is assessed by comparing the ETCs of PTS and NTS be-
tween simulated results and also with experimental results.
Figure 12 shows that, compared to PTS, the heat conduction
of NTS is enhanced to 2.4 and 2.3 times in experimental and
simulation results. The NTS is shown to be a good strategy to
replace PTS between different layers of 3D chip stacks for an
improved heat conduction. We note that, by comparing simu-
lation results with experimental ones, the current combination
of computational models provides valid results for the study
the heat conduction in PTS and NTS of 3D chip stacks.

023311-13
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FIG. 12. Comparison of effective thermal conductivity (ETC)
between PTS and NTS of both simulations and experiments.

V. CONCLUSIONS

As innovative techniques, the percolating and neck-based
thermal structures (PTS, NTS) have been shown to enhance
heat conduction in 3D chip stacks by two- to threefold exper-
imentally. However, detailed explanations of the mechanisms
of colloidal liquid drying, neck formation, and its influence
on heat transport in multiscale porous structures have not
been provided yet. In this paper, we numerically modeled the
critical fabrication steps of PTS/NTS, evaluated their ther-
mal performance of the different systems, and revealed the
underlying mechanisms at play. First, we simulated the as-
sembly of filler particles using discrete element method, to
obtain three different filler particle configurations with very
similar volume fraction. Then we evaluated the thermal per-
formance of the resultant PTSs in terms of effective thermal
conductivity (ETC) using a thermal LBM. Afterwards, using a
tricoupled hybrid LBM, we simulated the neck formation by
nanoparticle deposition after drying of colloidal suspension
in the assembled filler particle configuration (FPC) to produce
NTSs. Finally, we calculated the ETC of neck materials, using
the methodology developed to asses PTS, and evaluated the
thermal performance of NTSs, providing detailed analysis of
temperature and heat flux at different locations.

The simulation results have shown that the drying process
is continuous as the drying fronts recedes from the periphery

to the center of the microporous structure. The drying rate
demonstrates a decreasing trend with a turning point in the
drying process. With regard to the neck formation, more necks
with smaller size are observed between filler particles while
fewer necks with larger size are seen at the top and bottom of
the structures. Moreover, the neck count, size, and distribution
are found not to be influenced by the filler particle configura-
tion, when the filler particle volume fraction remains constant.
Considering the heat conduction, the simulated ETCs of PTSs
and NTSs are around 15%–20% higher than the experimental
results, mainly due to neglecting thermal contact resistance.
Compared to PTSs, the NTSs enhance the heat conduction
by 2.4 times, which is found to be a result of the improved
heat flux through the necks, i.e., critical throats. Similarly, the
thermal performances of NTSs are not influenced by the FPCs
at a constant filler particle volume fraction.

The numerical studies in this paper have shown the ac-
curacy and capability of the tricoupled hybrid LBM and
thermal LBM for modeling the drying of colloidal suspen-
sion and heat conduction in microporous structures. The
coupled models can further be applied to study heat conduc-
tion enhancement in 3D chips in terms of the influences of
nanoparticle concentration, drying temperature, chip surface
wettability, and more, which are paths for future work. More
generally, these models show high potentials to study other
scientific/engineering problems related to drying of colloidal
suspension and heat conduction, such as surface coating, salt
transport/precipitation and food preserving.
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