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Analysis of the polarization effects in the gyrokinetic theory of magnetized plasmas
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By adopting the hybrid coordinates, in which the nonlinearity of polarization displacement is included in
the configuration space variables compared to the conventional gyrocenter coordinates, the polarization effects
are analyzed by using the modern gyrokinetic (GK) theory of magnetized plasmas. Based on the invariant
property, the velocity transformation between the gyrocenter and hybrid coordinates is calculated, and the
phase-space velocity in terms of the hybrid coordinates is obtained. The linear and nonlinear polarization
distribution functions are defined, and the evolutions for the polarization distribution functions are derived. It
is well known that the polarization density is important in the GK calculation of particle density. Analogously,
it is shown that the polarization current should be considered in the GK calculation of current density. In the
case with electrostatic fluctuations, the roles of the polarization current are illustrated in the derivations of the
Hasegawa-Mima equation and the dispersion relation for geodesic acoustic mode. In the case with magnetic
fluctuations, the procedure for the GK calculation of perpendicular current is clarified, the dispersion relation for
compressional Alfvén wave is derived, in which the effect of polarization current is discussed.
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I. INTRODUCTION

Anomalous transport is a key issue in magnetized fusion
plasmas. Kinetic description of the self-consistent anomalous
transport includes the evolution of particle phase-space distri-
bution function governed by the particle Vlasov equation and
the evolution of electromagnetic fluctuations governed by the
Maxwell’s equations. Since the motion of charged particles
appeared in the Vlasov equation depends on the electromag-
netic fields, the charge density and current density appeared in
the Maxwell’s equations depend on the particle distribution,
the Vlasov-Maxwell system is nonlinear [1,2].

Gyrokinetic (GK) theory is a powerful tool to study the
anomalous transport both theoretically [3–9] and numerically
[10–17]. Instead of the guiding center (GC) coordinates, the
aim of the GK theory is to seek a new coordinate system,
called as gyrocenter (GY) coordinates, in which the GY mag-
netic moment is constant, to decouple the fast gyromotion
from the slow GY motion. The modern GK theory is de-
veloped by the Lie-transform perturbation method [18–20],
where the phase-space transformation from the GC coordi-
nates to the GY coordinates is a Lie transform. In terms of GY
coordinates, the equations of motion are greatly simplified.
However, the GY orbit does not follow the real particle orbit;
the excursion is called as “polarization effects” [21].

The polarization effects play important roles in the GK the-
ory. Lee first proposed the definition for polarization density,
which denotes the excursion between real particle density and
GY density [21]; the polarization density has been success-
fully introduced in the GK Poisson equation in amounts of
GK simulation codes [10–17]. In Ref. [22], a new definition of

*zhangxm@ecust.edu.cn

GY is introduced to explicitly include the polarization drift in
the GY equations of motion, in this way, the proximity of the
GY to the actual particle position can be ensured for a longer
time; alternatively, the polarization effect is included in the
modification of the new GY phase-space volume, which leads
that the GK Poisson equation and the energy invariant are not
changed. Qin identified and developed the GK perpendicular
dynamics; the perpendicular current, including the linear po-
larization current, was calculated in the GC picture; it is found
that the physics of compressional Alfvén wave (CAW) can
be recovered from the viewpoint of polarization current [23].
Later, Lee argued that the unique treatment of polarization
effects in the GK theory is the key to add and suppress shear
and compressional Alfvén waves without resorting to addi-
tional geometrical simplifications [24]. By considering the
nonlinear terms in the polarization drift, the turbulent poloidal
Reynolds stress can be formally added into the GK equation,
which can be used to study the effects of poloidal Reynolds
stress on zonal flows [25]. Brizard revealed that the exact
energy conservation for the nonlinear GK Vlasov-Maxwell
system relies on the connection between GC ponderomotive
Hamiltonian and GY polarization and magnetization effects
[26].

In our previous work [25], we introduced the hybrid (HY)
coordinates, where the velocity space variables are the same as
those in GY coordinates, and the configuration space variables
explicitly include the polarization excursions, as is consid-
ered in Ref. [22]. In this work, we analyze the polarization
effects in the GK theory with the help of HY coordinates. The
transformation of distribution function and particle velocity
between GY and HY coordinates is illustrated. The linear and
nonlinear polarization distribution function and polarization
drift are distinguished, and the evolutions for the polarization
distribution functions are illustrated. The GK derivation of the
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dispersion relation for CAW in the slab geometry is shown, in
which the polarization current is clarified.

The remaining part of this paper is organized as follows. In
Sec. II, a brief review of the fundamentals in the GK theory is
presented, and the HY coordinates are introduced; in Sec. III,
the phase-space velocity in terms of the HY coordinates is
illustrated, and the evolutions for the polarization distribution
functions are discussed; in Sec. IV, the dispersion relation
for CAW in the slab geometry is derived, in which the po-
larization current is discussed; Sec. V is the conclusions and
discussions.

II. FUNDAMENTALS

In this section, we first present a brief review of the GK
theory (more details can be found in Refs. [8,27]); we then
present a review for the HY coordinates (more details can be
found in Ref. [25]).

A. Review of the modern GK theory

In terms of the particle coordinates z = (x, v), with x and
v the particle position and velocity, respectively, the particle
Vlasov equation is written as

∂t f + v · ∂x f + e

m
(E + v × B) · ∂v f = 0. (1)

Here, f (z, t ) is the particle distribution function, e and m
are the particle charge and mass, respectively; E and B are
the electric and magnetic field, respectively. Generally, it is
convenient to carry out the analysis in the GC coordinates
Z = (X , v‖, μ, ξ ) with the coordinate transformation

x = X + ρ0(μ, ξ ), (2a)

v = v(v‖, μ, ξ ). (2b)

Here, X is the GC position, ρ0 is the gyroradius, v‖ is the
GC parallel velocity, μ is the GC magnetic moment, and ξ

is the gyroangle. In Eq. (2a), the spatial dependence in ρ0
is ignored. In the case without fluctuations, μ̇ = 0, the fast
gyromotion is decoupled from the slow GC motion.

We introduce the GC Hamiltonian theory in the un-
perturbed (UP) electromagnetic field. The UP fundamental
one-form (the GC extended Lagrangian) written in terms of
the extended GC coordinates is �̂0 = �0 − H0dτ , with the
extended UP symplectic part and Hamiltonian

�0 = (mv‖b0 + eA0) · dX + m

e
μ dξ − U dt, (3a)

H0 = 1

2
mv2

‖ + μB0 − U . (3b)

Here, (−U, t ) are the conjugate energy-time coordinates, τ
is an independent parameter. b0 = B0/B0 with B0 = ∇ × A0

the UP magnetic field. The UP Lagrange two-form is ω̂0 =
ω0 − dH0 ∧ dτ ,

ω0 = 1

2
εi jkeB∗,k

0 dX i ∧ dX j + mb0idv‖ ∧ dX i

+ m

e
dμ ∧ dξ + d (−U ) ∧ dt, (4)

with B∗
0 = B0 + m

e v‖∇ × b0, ∧ the exterior product, εi jk the
permutation tensor, b0i the component of b0. The components

of the inverse of Lagrange tensor J0 = ω−1
0 , known as the UP

Poisson tensor, are the fundamental Poisson brackets J i j
0 =

{Zi, Z j}. The UP GC equation of motion is Ż i
0 = {Zi, H0},

with the Poisson bracket given by

{ f , g} = B∗

mB∗
‖

·
(

∇ f
∂g

∂v‖
− ∇g

∂ f

∂v‖

)
− b0

eB∗
‖

· (∇ f × ∇g)

+ e

m

(
∂ f

∂ξ

∂g

∂μ
− ∂g

∂ξ

∂ f

∂μ

)
+ ∂ f

∂t

∂g

∂U
− ∂g

∂t

∂ f

∂U
. (5)

Here, B∗
‖ = B∗

0 · b0 denotes the Jacobian of the GC coordi-
nates.

We then discuss the the Hamiltonian theory with the per-
turbed electric potential δφ and vector potential δA, which
are the functions of real space r and time t . The fundamental
one-form is separated into the UP part �̂0 and the perturbed
part �̂1,

�̂1 ≡ �1idZi = δA · d (X + ρ0) − δφ dt, (6)

and the first-order Lagrange two-form is

ω1 = (∂i�1 j − ∂ j�1i )dZi ∧ dZ j (7a)

= eδEi
(
dX i ∧ dt + ∂μρ i

0dμ ∧ dt + ∂ξρ
i
0dξ ∧ dt

)
+ εi jkeδBk

(
∂μρ i

0dμ ∧ dX j + ∂ξρ
i
0dξ ∧ dX j

+ 1

2
dX i ∧ dX j

)
− eρ2

0

2μ
b0 · δB dμ ∧ dξ, (7b)

where δE = −∇δφ − ∂tδA, δB = ∇ × δA.
The Lie transform [18–20] is a method to simplify the

equations of motion by transforming the GC coordinates Z
to the GY coordinates Z̄ = (X̄ , v̄‖, μ̄, ξ̄ ), in which μ̄ is a con-
stant. We introduce the ordering parameter εδ ∼ eδφ

T ∼ ev·δA
T ,

where T is the UP temperature. To O(ε2
δ ), the transformations

between GC and GY coordinates are

Z̄ = Z + G1 + G2 + 1
2 G1 · ∇6G1(Z), (8a)

Z = Z̄ − G1 − G2 + 1
2 G1 · ∇6G1(Z̄ ). (8b)

Here, G1 and G2 are the first- and second-order generating
vector fields, respectively; note that Gt

n = 0, which indicates
that the time variable is not changed in the Lie transform. The
symbol “∇6” denotes the partial derivative with respect to the
six phase-space variables. From Eqs. (2a) and (12), it is easy
to derive the transformation between the configuration space
coordinates x and the GY coordinates

x = X̄ + ρ̄ − Gr
1 − Gr

2 + 1
2 G1 · ∇6Gr

1(Z̄ ). (8c)

Here, ρ̄ ≡ ρ0(μ̄, ξ̄ ), Gr
n = GX

n + Gρ
n with Gρ

n ≡ Gμ
n ∂μ̄ρ̄ +

Gξ
n∂ξ̄ ρ̄. From Eq. (8c), it is obvious that except for the gyro-

radius ρ̄, the excursions between particle position x and GY
position X̄ relate to the polarization vectors Gr

n, namely, Gr
n

represent the polarization effects.
The push-forward transformation of the fundamental one-

form reads as [8,19] ˆ̄� ≡ �̄ − H̄ dτ = �̄idZ̄ i − H̄ dτ , with
�̄ = �̄0 + �̄1 + �̄2, H̄ = H̄0 + H̄1 + H̄2. For the usual GK
symplectic transformation, the transformed two-form is for-
mally the same as the UP one, that is, �̄0 = �0, �̄1 = �̄2 = 0;
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on the other hand, H̄n’s are set to be independent of the
gyroangle ξ̄ to decouple the fast gyromotion from the GY
motion, then the generating vector fields are explicitly written
in a generic form [27]

Gi
n = Gi

n,A + Gi
n,Y , (9)

with

GX
n,A = − b0

B∗
‖

× δAn, (10a)

Gv‖
n,A = eB∗

0

mB∗
‖

· δAn, (10b)

Gμ
n,A = e2

m
δAn · ∂ξ̄ ρ̄, (10c)

Gξ
n,A = −e2

m
δAn · ∂μ̄ρ̄, (10d)

GU
n,A = 0; (10e)

GX
n,Y = − b0

eB∗
‖

× ∇Sn − B∗
0

mB∗
‖

∂Sn

∂ v̄‖
, (11a)

Gv‖
n,Y = B∗

0

mB∗
‖

· ∇Sn, (11b)

Gμ
n,Y = e

m
∂ξ̄ Sn, (11c)

Gξ
n,Y = − e

m
∂μ̄Sn, (11d)

GU
n,Y = δψn − ∂t Sn. (11e)

Here, δψ1 = δφ, δψ2 = 1
2 Gr

1 · δE; δA1 = δA, δA2 =
1
2 Gr

1 × δB. Sn’s are the nth-order gauge function used for
removing the gyroangle dependence of the extended La-
grangian, which satisfies(

d

dt

)
0

Sn = eδ̃�n. (12)

Here, (d/dt )0 means differential along the UP orbit, δ̃�n =
δ�n − 〈δ�n〉 with 〈·〉 the gyroaverage, and the effective po-
tential δ�n is defined as

δ�n = δψn − ( ˙̄X 0 + ˙̄ρ0) · δAn, (13)

with ˙̄ρ0 = 
∂ξ̄ ρ̄, 
 = eB0/m. Note that in Eq. (12), Sn and
δ�n are evaluated in the GY coordinates. The Hamiltonian is
[8,28]

H̄0(Z̄ ) = 1
2 mv̄2

‖ + μ̄B0 − Ū , (14a)

δH̄1(Z̄ ) = e〈δ�1〉, (14b)

δH̄2(Z̄ ) = − 1
2

〈
Gr

1 · ∇δH̄1 + eδA · {r, δH̄1}
〉
. (14c)

In the GY coordinates, the GK Vlasov equation is written
as

∂t F̄ + ∇6 · ( ˙̄ZF̄ ) = 0. (15)

Here, the divergence is read as ∇6 · a = 1
B∗

‖
∂i(B∗

‖ai ), F̄ (Z̄, t ) is

the GY distribution function, ˙̄Z are the phase-space velocity

calculated as

˙̄Z = {Z̄, H̄0 + δH̄1 + δH̄2}. (16)

B. Review of the HY coordinates

We begin with the velocity moment integral in the particle
coordinates, which is written as

n[λ](r) =
∫

d6z δ(z; r) f (z)λ(z). (17)

Here, the four factors in the integral represent the volume
element, the “location” function, the distribution function,
and the moment function, respectively. As is known, d6z =
d3x d3v, δ(z; r) = δD(x − r) with δD the standard Dirac func-
tion, which represents that the velocity moment should be
evaluated at the field position r; note that Eq. (17) is the
standard definition for the velocity moment. The particle and
current density are obtained by taking λ = 1 and ẋ, respec-
tively.

Analogous to Eq. (17), the velocity moment integral in the
GY coordinates can be formally written as

n[λ](r) =
∫

JZ̄ (Z̄ )d6Z̄ �̄(Z̄; r)F̄ (Z̄ )�̄(Z̄ ). (18)

The transformation for the four factors in Eqs. (17) and (18)
can be obtained based on the scalar invariance property. In
detail, the volume element in the GY coordinate is written
as [4]

JZ̄ d6Z̄ = B∗
‖d3X̄ d v̄‖dμ̄ d ξ̄ ,

and the “location” function is [8,22,25]

�̄(Z̄; r) =δD(z; r)

=δD − Gi
1∂iδD − Gi

2∂iδD + 1
2 Gj

1∂ j
(
Gi

1∂iδD
)
,

where the argument of the Dirac function is X̄ + ρ̄ − r. After
some straightforward integration by parts, Eq. (18) is formally
rewritten as [25]

n[λ](r) =
∫

d6Z̄ δD(X̄ + ρ̄ − r) ×
{

B∗
‖F̄�̄

+ ∇ ·
[
Gr

1B∗
‖F̄�̄ + 1

2
∇ · (

Gr
1Gr

1B∗
‖F̄�̄

)
+

(
Gr

2 − 1

2
Gj

1∂ jG
r
1

)
B∗

‖F̄�̄
]}

. (19)

It should be noted that “∇” denotes the divergence in the
configuration space, not in the phase space.

We further introduce the HY coordinates Zh =
(X h, v̄‖,h, μ̄h, ξ̄h), the transformation between the GY and
HY coordinates are

Zh = Z̄ − G1h − G2h + 1
2 G1 · ∇6G1h(Z̄ ), (20a)

Z̄ = Zh + G1h + G2h − 1
2 G1 · ∇6G1h + G1h · ∇6G1h(Zh),

(20b)

where Gnh = (Gr
n, 0), that is, the velocity space variables in

Zh coordinates are the same as those in Z̄ coordinates, from
which one obtains that the gyroradius in Zh coordinates is the
same as that in Z̄ coordinates. According to Eqs. (8c) and
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(20a), it is obvious that x = X h + ρ̄. Since Gr
n are absorbed

into X h, X h can be regarded as the true GC that follows the
particle orbit. We mention that the concept is the same as
that in Ref. [22]. However, compared to the coordinates used
in Ref. [22], the nonlinearity of polarization displacement is
included in Eq. (20a); besides, the HY coordinates can be
used in the cases with electrostatic and electromagnetic fluc-
tuations. In the following, we denote G11h ≡ − 1

2 G1 · ∇6G1h

to simplify the notation.
Similarly, the velocity moment integral in the HY coordi-

nates can be formally written as

n[λ](r) =
∫

Jhd6Zh�h(Zh; r)Fh(Zh)�h(Zh), (21)

where d6Zh = d3X hd v̄‖dμ̄ d ξ̄ . According to the scalar invari-
ance, the volume element is determined by

Jhd6Zh(Zh) = B∗
‖d6Z̄[Z̄ (Zh)], (22)

where the Jacobian is calculated as [25]

Jh = B∗
‖[Z̄ (Zh)]

∣∣∣∣ ∂Z̄

∂Zh

∣∣∣∣[Z̄ (Zh)]

= B∗
‖

{
1 + ∇6 · (G1h + G2h + G11h)

+ 1

2
∇6 · [∇6 · (G1hG1h)]

}
. (23)

Obviously, the Jacobian is time dependent, and includes the
polarization effects. The “location” function is obtained as

�h(Zh; r) = δ[z(Zh); r] = δD(X h + ρ̄ − r), (24)

and the distribution function is obtained as

Fh(Zh) = F̄ [Z̄ (Zh)]

= F̄ + (G1h + G2h + G11h) · ∇6F̄

+ 1
2 (G1h · ∇6G1h) · ∇6F̄

+ 1
2 (G1h · ∇6)(G1h · ∇6F̄ ). (25)

Combining Eqs. (23) and (25) yields

JhFh = B∗
‖(Fh,0 + Fh,1 + Fh,2), (26)

where

Fh,0 = F̄ , (27a)

Fh,1 = ∇6 · (G1hF̄ ), (27b)

Fh,2 = F (1)
h,2 + F (2)

h,2 + F (3)
h,2 , (27c)

with

F (1)
h,2 = ∇6 · (G2hF̄ ), (28a)

F (2)
h,2 = ∇6 · (G11hF̄ ), (28b)

F (3)
h,2 = 1

2
∇6 · ∇6 · (G1hG1hF̄ ). (28c)

Note that Gnh represents the polarization effects, Fh,1 and
Fh,2 can be defined as the linear and nonlinear polarization
distribution function, respectively.

By combining Eqs. (23)–(25), Eq. (21) can be rewritten as

n[λ](r) =
∫

B∗
‖d6ZhδD(X h + ρ̄ − r)(Fh,0 + Fh,1 + Fh,2)�h.

(29)

Note that in Eq. (29), the distribution function and the moment
function are separated, the form of the moment integral is
similar to that in Eq. (17). We mention that Eq. (29) is more
convenient to calculate the velocity moments compared to
Eq. (19), especially for the first- and second-order velocity
moments. Additionally, the distribution function (accompa-
nied with the Jacobian) has been divided in terms of the
polarization effects, when the moment function �h is divided
analogous to the distribution function, the polarization effects
in the velocity moments can be easily distinguished. We will
discuss this issue in Sec. III C in detail.

III. VELOCITY TRANSFORMATION BETWEEN GY AND
HY COORDINATES

The velocity transformation between two coordinates can
be obtained based on the scalar invariance, which obeys
[19,29]

Ż i
1(Z1) = Ż j

2

∂Zi
1

∂Z j
2

[Z2(Z1)], (30)

which should be understood as follows. For a vector field
with the basic vectors fixed, the component of this vector
field can be written in Z1 coordinates or in Z2 coordinates. In
Z1 coordinates, the function for the component is Ż i

1, which
is evaluated at Z1; in Z2 coordinates, the function for the
component is Ż j

2
∂Zi

1

∂Z j
2

, which is evaluated at Z2. Z1 and Z2

represent the same point in the phase space, which leads that
the values of component calculated in Z1 and Z2 coordinates
are the same.

Thus, in practical calculation, there are two steps to obtain

Ż i
1 in Z1 coordinates: (i) calculate the expression for Ż j

2
∂Zi

1

∂Z j
2

,

which is evaluated at Z2, this step can be regarded as the
push-forward of the function; (ii) take the Taylor expansion of

Ż j
2

∂Zi
1

∂Z j
2

around Z1, this step can be regarded as the pull-back

of the coordinates. Both in these two steps, the coordinate
transformation between Z1 and Z2 is necessary.

A. Velocity transformation between GC and GY coordinates

We begin with the brief case about the velocity trans-
formation between GC and GY coordinates to clarify the
manipulation of Eq. (30). In detail, the first step is to obtain
the GC velocity in terms of the Z̄ coordinates, which is

Ż(Z̄ ) ≡ ˙̄Z · ∇7Z (31a)

= ˙̄Z − ˙̄Z · ∇7
(
G1 + G2 + 1

2 G1 · ∇7G1
)
. (31b)

Here and in the following, we define ∇7 = ∇6 + ∂t ; corre-
spondingly, we add an artificial dimension, which corresponds
to the time t , to the vectors such as ˙̄Z and Gn, when they are
written to dot product with ∇7. Recall that Gt

n = 0, ṫ = ˙̄t = 1,
it is obvious that ˙̄Z · ∇7 = ˙̄Z · ∇6 + ∂t , G1 · ∇7 = G1 · ∇6.
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The existence of the terms with time derivative is due to the
fact that the coordinate transformation between Z and Z̄ is
time dependent.

The second step is to take the Taylor expansion of Eq. (31b)
around Z according to the coordinate transformation shown in
Eq. (8b). Note that

˙̄Z (Z̄ ) = ˙̄Z (Z) + (G1 + G2) · ∇7
˙̄Z

+ 1
2 G1 · ∇7(G1 · ∇7

˙̄Z ),

˙̄Z · ∇7Gn(Z̄ ) = (1 + G1 · ∇7)( ˙̄Z · ∇7Gn)(Z),

then the GC velocity in Z coordinates, expressed by the phase-
space velocity in Z̄ coordinates, is obtained as

Ż(Z) = ˙̄Z + G1 · ∇7
˙̄Z − ˙̄Z · ∇7G1

+ G2 · ∇7
˙̄Z − ˙̄Z · ∇7G2 + 1

2 G1 · ∇7(G1 · ∇7
˙̄Z )

+ 1
2

˙̄Z · ∇7(G1 · ∇7G1) − G1 · ∇7( ˙̄Z · ∇7G1). (32)

By using ∇7 · ˙̄Z ≡ 1
B∗

‖
∂i(B∗

‖
˙̄Zi ) = 0 and ∇7 · Gn ≡

1
B∗

‖
∂i(B∗

‖Gi
n) = 0 [8,27], Eq. (32) can be rewritten in a

concise form

Ż(Z) = ˙̄Z + ∇7 · (T1 + T2)

+ 1
2∇7 · (G1∇7 · T1 − T1 · ∇7G1), (33)

where we have defined Tn = Gn
˙̄Z − ˙̄ZGn, which is an anti-

symmetric tensor. Further, by using the identity

∇7 · (T1 · ∇7G1)] = ∇7 · [(∇7 · T1)G1],

Eq. (33) can be rewritten as

Ż(Z) = ˙̄Z + ∇7 · T1 + ∇7 · T2 + ∇7 · T11. (34)

Here, T11 = 1
2 G1(∇7 · T1) − 1

2 (∇7 · T1)G1, which is also an

antisymmetric tensor. Note that ∇7 · ˙̄Z = 0, it is obvious ∇7 ·
Ż = 0.

B. Velocity transformation between
GY and HY coordinates

We then deal with the velocity transformation between GY
and HY coordinates. For simplicity, we define

G0 ≡ G1h + G2h + G11h,

then Eqs. (20a) and (20b) are rewritten as

Zh = Z̄ − G0(Z̄ ), (35a)

Z̄ = Zh + G0 + G0 · ∇6G0(Zh). (35b)

Note that to O(ε2
δ ), G0 · ∇6G0 = G1h · ∇6G1h; also note

that Gt
0 = 0. In the following, we denote A00 ≡ G0 · ∇6G0 to

simplify the notation.
The first step is to push forward the function Żh to the Z̄

coordinates, which is

Żh(Z̄ ) = ˙̄Z · ∇7Zh(Z̄ ) = ˙̄Z (Z̄ ) − ˙̄Z · ∇7G0(Z̄ ).

The second step is to take the Taylor expansion of Żh(Z̄ )
around Zh by using Eq. (35b) to pull back the coordinates.

Note that
˙̄Z (Z̄ ) = ˙̄Z (Zh) + G0 · ∇7

˙̄Z + A00 · ∇7
˙̄Z

+ 1
2 G0G0 : ∇7∇7

˙̄Z,

˙̄Z · ∇7G0(Z̄ ) = (1 + G0 · ∇7)( ˙̄Z · ∇7G0)(Zh),

then we obtain

Żh(Zh) = ˙̄Z + G0 · ∇7
˙̄Z − ˙̄Z · ∇7G0

+ A00 · ∇7
˙̄Z + 1

2 G0G0 : ∇7∇7
˙̄Z

− G0 · ∇7( ˙̄Z · ∇7G0). (36)

Equation (36) can be manipulated similar to the calculation
from Eq. (32) to (33), however, one should take notice of ∇7 ·
G0 	= 0. After some straightforward calculation, Eq. (36) is
finally calculated as

Żh(Zh) = {
1 − g0 − 1

2∇7 · ∇7 · (G0G0) + g2
0

} ˙̄Z

+ (1 − g0)t0 + 1
2∇7 · (G0t0 − t0G0)

+ 1
2∇7 · (A00

˙̄Z − ˙̄ZA00), (37)

where g0 ≡ ∇7 · G0, t0 ≡ ∇7 · T0 with T0 ≡ G0
˙̄Z − ˙̄ZG0.

Here, we mention that by replacing ∇7 with ∇6 + ∂t , the
time derivative in Eq. (37) can be explicitly expressed, which
is −∂t G0 − G0 · ∇6(∂t G0); this term can be regarded as the
Taylor expansion of −∂t G0(Z̄ ) around Zh by keeping up to
O(ε2

δ ).
Combined with the Jacobian shown in Eq. (23), Eq. (37)

can be rewritten as

Żh(Zh) = J−1
h0

{ ˙̄Z + t0 + 1
2∇7 · (G0t0 − t0G0)

+ 1
2∇7 · (A00

˙̄Z − ˙̄ZA00)
}
, (38)

where

Jh0 = 1

B∗
‖

Jh = 1 + g0 + 1

2
∇7 · ∇7 · (G0G0).

By using ∇7 · ˙̄Z = 0, it is easy to find that

∇7 · (Jh0Żh) = 0, (39a)

which is alternatively written as

∂t Jh + ∂i
(
JhŻ i

h

) = 0, (39b)

with i summed over the six phase-space variables. By neglect-
ing the nonlinear parts in the Jacobian Jh and the phase-space
velocity Ż i

h, the Liouville theorem shown in Eq. (39b) reduces
to Eq. (19) in Ref. [22] in the electrostatic case. Note that in
Ref. [22], the Liouville theorem is derived based on the Lie
transform for the phase-space coordinates with polarization
drift; in our method, the Liouville theorem is derived based
on the transformation between GY and HY coordinates. The
equivalent results are due to the fact that the physical meaning
of the coordinates adopted in [22] and our work are the same.

To end this section, we show that, mathematically speak-
ing, Eq. (34) is similar to Eq. (38). For further explanation,
we take Gnh = Gn, the HY coordinates Zh are reduced back to
the GC coordinates Z. Note that

g0 = ∇6 · (
G1 + G2 − 1

2 G1 · ∇6G1
) = − 1

2∇6 · ∇6 · (G1G1),
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then according to Eq. (23), Jh0 = 1. Additionally,

t0 =∇7 · (T1 + T2) − 1
2∇7 · [(G1 ·∇7G1) ˙̄Z − ˙̄Z (G1 · ∇7G1)],

in which the last term is canceled out with the last term in
Eq. (38) by keeping up to O(ε2

δ ), then one can easily find that
Eq. (38) is reduced back to Eq. (34).

C. The GK equation in the HY coordinates

Generally, the form of the Vlasov equation in Z coordi-
nates is written as [18]

∂t (JZFZ ) + ∂i(Ż iJZFZ ) = 0, (40)

where JZ , FZ , and Ż denote the Jacobian, the distribution
function, and the phase-space velocity in Z coordinates. We
adopt Z as the Zh coordinates. The distribution function (ac-
companied with the Jacobian) is shown in Eq. (26); similarly,
the phase-space velocity in Eq. (38) is rewritten as

Żh = Żh,0 + Żh,1 + Żh,2, (41)

Żh,0 = ˙̄Z, (42a)

Żh,1 = −∂t G1h − g1h
˙̄Z + t1h, (42b)

Żh,2 = Ż
(1)
h,2 + Ż

(2)
h,2 + Ż

(3)
h,2, (42c)

with

Ż
(1)
h,2 = −∂t G2h − g2h

˙̄Z + t2h, (43a)

Ż
(2)
h,2 = −∂t G11h − g11h

˙̄Z + t11h, (43b)

Ż
(3)
h,2 = −G1h · ∇6(∂t G1h) + g2

1h
˙̄Z

− 1
2∇6 · ∇6 · (G1hG1h) ˙̄Z − g1ht1h

+ 1
2∇6 · (G1ht1h − t1hG1h)

+ 1
2∇6 · (G1h · ∇6G1h

˙̄Z − ˙̄ZG1h · ∇6G1h). (43c)

Here, gnh ≡ ∇6 · Gnh, tnh = ∇6 · Tnh with Tnh ≡ Gnh
˙̄Z −

˙̄ZGnh. Obviously, the linear and nonlinear polarization effects
are included in Żh,1 and Żh,2, respectively.

We argue that Eq. (40) can be naturally separated according
to the ordering of polarization effects. In detail, the ordering
of O(G0

1h) reads as

∂t F̄ + ∇6 · ( ˙̄ZF̄ ) = 0. (44)

The form is exactly the same as the GK equation shown in
Eq. (15); note that the functions in Eq. (44) are evaluated at
Zh. Obviously, we can conclude that no any polarization effect
is included in Eq. (15). The ordering of O(G1

1h) reads as

∂t Fh,1 + ∇6 · ( ˙̄ZFh,1 + Żh,1F̄ ) = 0, (45)

which shows the evolution of the linear polarization distribu-
tion. The ordering of O(G2

1h) reads as

∂t F
(1)

h,2 + ∇6 · ( ˙̄ZF (1)
h,2 + Ż

(1)
h,2F̄

) = 0, (46a)

∂t F
(2)

h,2 + ∇6 · ( ˙̄ZF (2)
h,2 + Ż

(2)
h,2F̄

) = 0, (46b)

∂t F
(3)

h,2 + ∇6 · ( ˙̄ZF (3)
h,2 + Żh,1Fh,1 + Ż

(3)
h,2F̄

) = 0, (46c)

which shows the evolution of the nonlinear polarization dis-
tribution. Note that the forms of Eqs. (46a) and (46b) are the
same as that of Eq. (45) since the roles of G2h and G11h are the
same as that of G1h in the coordinates transformation from Z̄
to Zh, as are shown in Eqs. (20a) and (20b).

Here, we make some remarks about Eqs. (44)–(46):
(i) By using Eq. (44) and the definition of Fh,1 shown in

Eq. (27b), Eq. (45) can be obtained by directly calculating
∂t Fh,1, as well as the illustration for Eqs. (46a) and (46b);
with the help of Eqs. (44) and (45) and the definition of F (3)

h,2
shown in Eq. (28c), Eq. (46c) can be obtained by directly
calculating ∂t F

(3)
h,2 ; more details are shown in Appendices A

and B. In other words, Eqs. (44)–(46) exactly equal to Eq. (44)
combined with the definitions of Fh,1 and Fh,2.

(ii) As is known, in terms of particle coordinates, the
self-consistent evolution of electromagnetic turbulence is gov-
erned by the particle Vlasov equation and the Maxwell
equations. In terms of the Zh coordinates, the distribution
function can be obtained by solving Eq. (44) to obtain F̄ and
by introducing the definitions of Fh,1 and Fh,2; the velocity
moments can be obtained according to Eq. (29).

(iii) The particle density is calculated as

n(r) =
∫

B∗
‖d6ZhδD(X h + ρ̄ − r)(F̄ + Fh,1 + Fh,2). (47)

Here, the integrals for F̄ , Fh,1, and Fh,2 denote GY, linear,
and nonlinear polarization density, respectively. For the elec-
trostatic case, by adopting the long-wave-limit approximation
G1h ≈ Gρ

1 = ∇⊥δφ/B0
, then the linear polarization density
is calculated as ∇ · (ng∇⊥δφ/B0
) with ng the GY density,
which reproduces the result in [21]. In Ref. [30], it is demon-
strated that in the orbit computation, by considering the G1G1

terms, the short-time I-transform method which involves inte-
grating only along the UP orbit agrees with the conventional
method which integrates along the full orbit. We mention that
consideration of the nonlinear polarization density in the GK
Poisson equation may be beneficial for the nonlinear evolution
of turbulence.

(iv) Analogously, the contributions from Żh,1 and Żh,2

should be added in the calculation of the current density,
namely,

j(r) =
∫

B∗
‖d6ZhδD(X h + ρ̄ − r)

× ( ˙̄Z + Żh,1 + Żh,2)(F̄ + Fh,1 + Fh,2). (48)

It is shown that the velocity and distribution function are both
divided in terms of the polarization orderings, then the polar-
ization effects in the current can be easily clarified. Obviously,
the integral for ˙̄ZF̄ denotes the GY current density, the linear
polarization current density contains the contribution from the
part of polarization drift (Żh,1F̄ ) and the part of polarization
distribution ( ˙̄ZFh,1); the rest contributes to the nonlinear po-
larization current density.

Here, we give two examples to clarify the polarization
effects in the case with electrostatic fluctuations. The first
example is about the Hasegawa-Mima equation [31], which is
a popular model to describe drift waves. For ions, by adopting
the long-wave-limit approximation, the continuity equation is
obtained by taking the velocity integral of Eqs. (44) and (45),
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which is

∂tδn̂i − ρ2
s ∂t∇2

⊥φ̂ + ρ3
s cs∇∇2

⊥φ̂ · ∇φ̂ × b0

− ρscs∇φ̂ × b0 · ∇ ln n0 = 0 (49)

Here, the equilibrium distribution function is adopted as the
Maxwellian distribution. δn̂i is normalized by the equilibrium
density n0, φ̂ = eδφ/T , cs = √

T/m and ρs = cs/
. For elec-
trons, the adiabatic assumption is adopted, that is, δn̂e = φ̂.
Then, by taking the quasi-neutrality condition, Eq. (49) is
rewritten as

∂t
(
1 − ρ2

s ∇2
⊥
)
φ̂ − ρ3

s csb0 × ∇φ̂ · ∇∇2
⊥φ̂

− ρscs∇φ̂ × b0 · ∇ ln n0 = 0, (50)

which is the Hasegawa-Mima equation [31]. It is strange at the
first sight that there exists a nonlinear term (∼φ̂2) in Eq. (50).
In fact, Eq. (50) can be read from the viewpoint of polariza-
tion, that is, the term with ∂t∇2

⊥φ̂ comes from ∂t G1h in Żh,1,
and the nonlinear term (∼φ̂2) comes from g1h

˙̄Z in Żh,1; both of
these two terms relate to the linear polarization effect.

The second example is about the geodesic acoustic mode
(GAM), which has been extensively studied in the past
decades [32–36]. The dispersion relation for GAM is gov-
erned by ∇ · j = 〈 jr〉F = 0, with 〈·〉F denoting the magnetic
surface average. From Eq. (48), the perturbed current den-
sity consists of two parts: one part is the perturbed GY
diamagnetic current due to ˙̄Z0F̄1, with F̄1 the perturbed GY
distribution function; the other part is the perturbed polar-
ization current due to ˙̄Z0Fh,1 + Żh,1F̄0. Thus, the dispersion
relation for GAM is

〈vdrF̄1 + vdrFh,1 + upF̄0〉F = 0. (51)

Here, vdr denotes the radial diamagnetic drift velocity, up =
−∂t Gr

1h denotes the radial linear polarization drift velocity.
At last, we mention that the long-wave-limit approxima-

tion is not necessary in the GK calculation based on the HY
coordinates, the HY coordinates may be used in the issues
with short wavelength, such as the short-wavelength effects
on the residual zonal flow [37,38] and the polarization effects
on energetic particles [39] or impurities [40]. We leave these
issues as a future work.

IV. POLARIZATION EFFECTS IN THE DISPERSION
RELATION FOR CAW

Effects of the perpendicular magnetic potential fluctuation
δA⊥ (or the parallel magnetic perturbation δB‖) are usually
neglected in a low-β plasma [41], with β the ratio of ki-
netic pressure to magnetic pressure. However, in the finite-β
case, the δA⊥ effects are important. For example, the GTC
simulation results show that δA⊥ can play an important role
in drift-Alfvén instabilities in tokamaks, especially as β in-
creases [42]. The theoretical analysis indicates that neglect of
δA⊥ can cause enhanced stability on MHD instabilities [43].
In a high-β plasma in National Spherical Torus Experiment
(NSTX), the CAWs are often observed during neutral beam
injection [44,45]. The evolution of δA⊥ fluctuation is gov-
erned by the perpendicular Ampère’s law, in which the current
relates to the perpendicular velocity moment. In this section,

we derive the dispersion relation for CAWs to (i) show the
application of the perpendicular GK theory in the case with
magnetic fluctuations and (ii) discuss the polarization effects
in the perpendicular current.

For simplicity, we adopt the slab geometry, that is, (x, y, z)
are used to denote the radial, poloidal, and toroidal direc-
tions, respectively; the GC and GY coordinates are labeled as
(X,Y, Zg) and (X̄ , Ȳ , Z̄g), respectively. The background mag-
netic field B0 = B0ez is spatially uniform, where (ex, ey, ez )
are the unit vectors. The UP Hamiltonian is H̄0 = 1

2 mv̄2
‖ +

μ̄B0, and the UP phase-space velocities are ˙̄X 0 = v̄‖ez, ˙̄ξ = 
.
We assume the perturbed magnetic potential as δA⊥ =

exAx(y, t ). The Fourier transformation is

Ax(y, t ) =
∑

k

Akei(ky−ωt ) (52a)

≡
∑

k

eiMAk

∑
n

Jn(α)e−inξ . (52b)

Here, Eqs. (52a) and (52b) denote the Fourier decomposi-
tion in the particle and GC coordinates, respectively. M =
kY − ωt , the wave vector is k = key, ρ0 = v⊥



(ex cos ξ −

ey sin ξ ), Jn is the nth Bessel function with the argument
α = kρ0. The first-order effective potential is

δ�1 = −ρ̇0 · δA⊥
∣∣
Z=Z̄ ≡

∑
k

eiM̄�k, (53a)

�k = iv̄⊥Ak

∑
n

J ′
ne−inξ̄ . (53b)

In Eq. (53a), the symbol “|Z=Z̄” denotes that the function is
evaluated at Z̄ . M̄ = kȲ − ωt , v̄⊥ = √

2μ̄B0/m, the “prime”
superscript denotes the derivative to α.

The first-order Hamiltonian is

δH̄1 = −iev̄⊥
∑

k

eiM̄AkJ1, (54)

which gives the first-order drift velocity as

δ ˙̄X 1 = − v̄⊥
B0

∑
k

eiM̄kAkJ1ex. (55)

According to Eq. (12), the first-order gauge function is
solved as

S1 ≡
∑

k

eiM̄Sk, (56a)

Sk = −ev̄⊥Ak




∑
n 	=0

e−inξ̄

ω̂ + n
J ′

n, (56b)

where ω̂ = ω/
.
From {r, r} = 0, it is obvious that Gr

1A = 0, then we only
need to deal with Gr

1Y . According to Eqs. (11a)–(11d), it is
found that

GX
1Y,k = −Ak

B0

∑
n 	=0

e−inξ̄

n + ω̂
iαJ ′

n, (57a)

GY
1Y,k = 0, (57b)
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Gμ

1Y,k = ev̄⊥Ak

B0

∑
n 	=0

e−inξ̄

n + ω̂
inJ ′

n, (57c)

Gξ

1Y,k = eAk

mv̄⊥

∑
n 	=0

e−inξ̄

n + ω̂
(αJ ′

n)′, (57d)

from which we obtain

Gρ

1Y,k = (a1ex + a2ey)
Ak

B0
, (58a)

a1 = i

2

∑
n 	=0

e−inξ̄

n + ω̂

[
(αJn+1)′e−iξ̄ + (αJn−1)′eiξ̄

]
, (58b)

a2 = 1

2

∑
n 	=0

e−inξ̄

n + ω̂

[
(αJn+1)′e−iξ̄ − (αJn−1)′eiξ̄

]
. (58c)

Note that

(d/dt )0GX
1Y = − v̄⊥

B0

∑
k

eiM̄kAk

∑
n 	=0

J ′
ne−inξ̄ , (59)

then we obtain

δẋ1 ≡ δ ˙̄X 1 − (d/dt )0GX
1Y ex (60a)

= −iv̄⊥ sin ξ̄

B0

∑
k

eik(Ȳ +ρ̄y )−iωt kAkex, (60b)

that is, the perturbed potential δA⊥ appeared in δẋ1 should be
evaluated at Ȳ + ρ̄y.

The polarization drift velocity is

up = −(∂t + 
∂ξ̄ )Gρ
1Y ≡

∑
k

eiM̄up,k, (61a)

up,x,k = −eAk

2m

∑
n 	=0

e−inξ̄

n + ω̂

[
(ω̂ + n + 1)(αJn+1)′e−iξ̄

+ (ω̂ + n − 1)(αJn−1)′eiξ̄
]
, (61b)

up,y,k = ieAk

2m

∑
n 	=0

e−inξ̄

n + ω̂

[
(ω̂ + n + 1)(αJn+1)′e−iξ̄

− (ω̂ + n − 1)(αJn−1)′eiξ̄
]
. (61c)

For the case ω̂ � 1, by keeping up to the leading order of
kρ0, Eqs. (61b) and (61c) are reduced to

up,x,k = eAk

m
ω̂2, (62a)

up,y,k = − ieAk

m
ω̂, (62b)

which are transformed back to the real space as

up = −∂tδA⊥ × b0

B0
− ∂2

t δA⊥
B0


. (62c)

Note that the perturbed electric field is δE⊥ = −∂tδA⊥,
thus in Eq. (62c), the first term represents the E × B drift,
which is equal to ions and electrons; the second term repre-
sents the polarization drift, which is proportional to 1/
, thus,
ions dominate this term.

The linear dispersion relation for CAW is governed by the
perpendicular Ampère’s law

−∇2Ax(r) = μ0e
∫

d6ZhδD(X h + ρ̄ − r)

× ( ˙̄XF̄ + ˙̄XFh,1 + Ẋh,1F̄ ), (63)

with μ0 the permeability of vacuum. In the following, the
equilibrium distribution function is adopted as

F̄0 = n0

π3/2v3
th

e−v̂2
‖−v̂2

⊥ , (64)

where vth = √
2T/m is the thermal velocity, v̂‖ and v̂⊥ are the

parallel and perpendicular velocity normalized to vth, respec-
tively. By taking the linearization of Eq. (15), one can easily
find that F̄1 = 0, then F̄ = F̄0.

In Eq. (63), since the fluctuations relate to y, the three-
dimensional Dirac function is reduced to δD(Yh + ρ̄y − y),
then, after the integrals in the configuration space, the factor
eikYh in the fluctuations should be replaced by eikye−ikρ̄y . Ac-
cording to Eq. (41), the radial velocity is ex · ( ˙̄ρ + δẋ1 + up)
by keeping up to O(εδ ), from which the perturbed radial
current density is calculated as

jx =
∑

k

ei(ky−ωt )( jD,x,k + jL,x,k + jp,x,k). (65)

Here,

jD,x,k = e
∫

d3v̄ ẋ1,kF̄0 (66)

is the current contributed from the first-order drift velocity;∫
d3v̄ = ∫

B0d v̄‖dμ̄ d ξ̄ . According to Eq. (60b), ẋ1,k is peri-
odic of ξ̄ , thus jD,x,k = 0 by taking the ξ̄ integral,

jL,x,k = e
∫

d3v̄ ˙̄ρxikG
ρy

1Y,ke−ikρ̄y F̄0 (67a)

is the current contributed from the Larmor motion and the
polarization distribution. Note the facts that

˙̄ρxe−ikρ̄y = iv̄⊥
∑

l

J ′
l (α)eil ξ̄ ,

1

2π

∫
d ξ̄ Jl e

i(l−n)ξ̄ = Jn,

1√
π

∫ ∞

−∞
d v̂‖e−v̂2

‖ = 1,

Eq. (67a) is calculated as

jL,x,k = e2n0

m
Ak

∑
n 	=0

2n

ω̂2 − n2
I (1)

n+1. (67b)

Here, I (1)
n+1(α0) ≡ ∫ ∞

0 dx x2e−x2 d (xJn+1 )
dx

dJn+1

dx , where the argu-
ment of the Bessel function is α0x with α0 = kvth/
,

jp,x,k = e
∫

d3v̄ up,x,ke−ikρ̄y F̄0 (68a)

is the current contributed from the polarization drift. Similarly,
Eq. (68a) is finally calculated as

jp,x,k = −Ak
e2n0

m

∑
n 	=0

ω̂2 − n(n + 1)

ω̂2 − n2
I (2)

n+1. (68b)
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Here, I (2)
n+1(α0) = 2

∫
dx x3e−x2

J2
n+1, where the argument of

the Bessel function is α0x.
Thus, the perturbed current in the linear Ampère’s law con-
tains two parts, both of which relate to the polarization effects:
one part is from the contribution of polarization distribution
function ( jL,x), and the other part is from the contribution
of polarization drift velocity ( jp,x). Note that the polarization
effects are proportional to 1/
, the perturbed current due
to the contribution of electrons can be neglected, then the
dispersion relation governed by the linear Ampère’s law is

1 = 
2

k2v2
A

∑
n 	=0

1

ω̂2 − n2

{
2nI (1)

n+1 − [ω̂2 − n(n + 1)]I (2)
n+1

}
,

(69)

with vA =
√

B2
0/μ0n0m is the Alfvén velocity.

We analyze Eq. (69) in the long-wave-limit approximation.
For n = −1, I (1)

0 = − 1
4α2

0 , I (2)
0 = 1 − α2

0; for n = −2, I (1)
−1 =

1
4α2

0 , I (2)
−1 = 1

2α2
0; the other nth terms are the modulation of

O(α3
0 ). By adopting ω̂ � 1 and by keeping up to O(α2

0 ),
Eq. (69) is reduced to be

ω2 = k2
(
v2

A + c2
s

)
. (70)

Note that the Alfvén velocity term is from the contribution of
jp,x, one-half of the acoustic velocity term is from the contri-
bution of jp,x, and the other one-half is from the contribution
of jL,x.

At last, we mention that the perturbed current can also be
derived by taking the velocity integral in the GC coordinates,
as is illustrated in Ref. [23]. In our opinion, each of these
two methods has its own advantages. The method in Ref. [23]
avoids the calculation of polarization vector; the manipula-
tion is relatively simpler. Our method is more convenient to
analyze the polarization effects from the polarization vector
qualitatively and quantitatively. Both of these two methods
reveal the fact that the polarization effects should be included
in the calculation of perpendicular current. It should be noted
that all the quantities in our method can be obtained from the
standard modern GK theory [8]; our method can be directly
used to compute the fluxes in GK simulations.

V. CONCLUSIONS AND DISCUSSIONS

In conclusion, the polarization effects in the GK theory are
analyzed. The velocity transformation between two coordi-
nate systems obeys the scalar invariance property. We first
calculate the velocity transformation between the GY and
GC coordinates to illustrate the key points in the procedure
of velocity transformation. Then, the velocity transformation
is manipulated between the GY and HY coordinates. The
velocity in the HY coordinates is obtained, and is divided in
terms of the polarization vector Gnh, as is shown in Eq. (41).
In the HY coordinates, we define the linear and nonlinear
polarization distribution functions, which relate to Gnh; the
evolutions for the polarization distribution functions are de-
rived. As is known, the polarization particle density should be
considered in the GK calculation of particle density. Analo-
gously, the polarization current should be considered in the
GK calculation of current density. Two examples, derivations
of the Hasegawa-Mima equation and the dispersion relation

for GAM, are shown to address the importance of polarization
current in the electrostatic case.

In the case with perpendicular magnetic potential fluctu-
ations, the importance of polarization current is illustrated
in the derivation of the dispersion relation for CAW. First,
the linear polarization vector induced by the perpendicular
magnetic potential is derived, from which the polarization
drift is calculated; in the low-frequency limit, the polarization
drift velocity is found to be the same as that from the GC
theory [23]. Then, the perpendicular current is calculated; it is
found that the perpendicular current consists two parts, both
of which relate to the polarization effects: one part relates
to the contribution of polarization distribution function, the
other part relates to the contribution of polarization drift ve-
locity. Finally, the dispersion relation for CAW is derived,
as is shown in Eq. (69), which is analyzed by adopting the
long-wave-limit approximation in the low-frequency case. It
is found that the current from the contribution of polarization
drift velocity contributes to the Alfvén velocity term and one-
half of the acoustic velocity term, and the current from the
contribution of polarization distribution function contributes
to the other one-half of the acoustic velocity term.

At last, we mention that the nonlinear polarization effects
in the distribution function and phase-space velocity are the-
oretically illustrated. It is demonstrated that, by keeping up to
O(ε2

δ ), the GK equation [Eq. (44)] combined with the defini-
tions of Fh,1 and Fh,2 equal to the particle Vlasov equation,
consideration of the nonlinear polarization effects in the GK
simulation may be beneficial for the nonlinear evolution of
turbulence. Since these nonlinear terms are expressed in terms
of the quantities from the standard GK theory [8], they can be
easily revealed in the GK simulation in principle. We note that
the G1G1 term has been demonstrated to be beneficial to the
GC orbit calculation [30]; this part has been added into the
orbit module of NLT code [16,17]. Based on this experience,
we will try to add the contribution of the Fh,2 term in the
NLT code to numerically evaluate the influence of Fh,2 on the
nonlinear behavior of turbulence in the future work.
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APPENDIX A: DERIVATION OF EQ. (45) FROM ∂t Fh,1

In this Appendix, we show an alternative way to obtain
Eq. (45) by directly calculating ∂t Fh,1. Note that Fh,1 = ∇6 ·
(G1hF̄ ), then

∂t Fh,1 = ∇6 · (∂t G1hF̄ ) + ∇6 · (G1h∂t F̄ ). (A1)

With the help of Eq. (44), we obtain

∇6 · (G1h∂t F̄ ) = −∇6 · [G1h∇6 · ( ˙̄ZF̄ )] (A2a)

= −∇6 · [∇6 · ( ˙̄ZG1hF̄ ) − ˙̄ZF̄ · ∇6G1h].

(A2b)
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By using the identity ∇6 · ∇6 · (FG) = ∇6 · ∇6 · (GF ),
Eq. (A2) is rewritten as

∇6 · (G1h∂t F̄ ) = −∇6 · [∇6 · (G1hF̄ ˙̄Z ) − ˙̄ZF̄ · ∇6G1h]

(A3a)

= −∇6 · [Fh,1
˙̄Z + F̄ (G1h · ∇6

˙̄Z − ˙̄Z · ∇6G1h)]

(A3b)

= −∇6 · [
Fh,1

˙̄Z + F̄ (t1h − g1h
˙̄Z )

]
. (A3c)

Substituting Eq. (A3c) into Eq. (A1) yields

∂t Fh,1 + ∇6 · ( ˙̄ZFh,1 + Żh,1F̄ ) = 0, (A4)

which is exactly the same as Eq. (45).

APPENDIX B: DERIVATION OF EQ. (46) FROM ∂t Fh,2

In this Appendix, we show an alternative way to obtain
Eq. (46) by directly calculating ∂t Fh,2. Equations (46a) and
(46b) can be easily illustrated following the manipulation
shown in Appendix A. In the following, we show the calcula-
tion for Eq. (46c). Note that

F (3)
h,2 = 1

2∇6 · ∇6 · (G1hG1hF̄ ) = 1
2∇6 · (Fh,1G1h + F̄A11),

where A11 = G1h · ∇6G1h. In the following, we denote
F (3),1

h,2 ≡ ∇6 · (F̄A11), F (3),2
h,2 ≡ ∇6 · (Fh,1G1h). Similar to the

derivations in Eqs. (A3a)–(A3c), it is found that

∇6 · (A11∂t F̄ ) = −∇6 · [
F (3),1

h,2
˙̄Z + F̄ (t11 − g11

˙̄Z )
]
, (B1)

where t11 = ∇6 · (A11
˙̄Z − ˙̄ZA11), g11 = ∇6 · A11. Then

∂t F
(3),1

h,2 + ∇6 · [
F (3),1

h,2
˙̄Z + F̄ (t11 − g11

˙̄Z − ∂t A11)
] = 0.

(B2)
Note that

∂t F
(3),2

h,2 = ∇6 · (∂t Fh,1G1h) + ∇6 · (Fh,1∂t G1h),

by using Eq. (45), the first term can be calculated as

∇6 · (∂t Fh,1G1h)

= −∇6 · [∇6 · ( ˙̄ZFh,1 + Żh,1F̄ )G1h] (B3a)

= −∇6 · [∇6 · (Fh,1G1h
˙̄Z + F̄G1hŻh,1)]

+∇6 · (Fh,1
˙̄Z · ∇6G1h + F̄ Żh,1 · ∇6G1h) (B3b)

= −∇6 · [F (3),2
h,2

˙̄Z + Fh,1(t1h − g1h
˙̄Z + Żh,1)]

−∇6 · {
F̄ [t2 − g1hŻh,1 + (∇6 · Żh,1)G1h]

}
, (B3c)

with t2 = ∇6 · (G1hŻh,1 − Żh,1G1h). Then, we obtain

∂t F
(3),2

h,2 + ∇6 · {
F (3),2

h,2
˙̄Z + 2Fh,1Żh,1

− F̄ [t2 − g1hŻh,1 + (∇6 · Żh,1)G1h]
} = 0. (B4)

Combining Eqs. (B2) and (B4) yields

∂t F
(3)

h,2 + ∇6 · ( ˙̄ZF (3)
h,2 + Żh,1Fh,1 + Ż2F̄

) = 0, (B5)

where

Ż2 = 1
2

[
t11 − g11

˙̄Z − ∂t A11

+ t2 − g1hŻh,1 + (∇6 · Żh,1)G1h
]

= { − 1
2∇6 · (g1hG1h + A11) + g2

1h

} ˙̄Z

− g1ht1h + 1
2∇6 · (G1ht1h − t1hG1h)

+ 1
2∇6 · (A11

˙̄Z − ˙̄ZA11) − G1h · ∇6(∂t G1h),

which is exactly the same as Ż
(3)
h,2 shown in Eq. (43c). Thus,

we have proved that Eq. (B5) is exactly the same as Eq. (46c).
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