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We present a finite-temperature density-functional-theory investigation of the nonequilibrium transient elec-
tronic structure of warm dense Li, Al, Cu, and Au created by laser excitation. Photons excite electrons either
from the inner shell orbitals or from the valence bands according to the photon energy, and give rise to isochoric
heating of the sample. Localized states related to the 3d orbital are observed for Cu when the hole lies in the
inner shell 3s orbital. The electrical conductivity for these materials at nonequilibrium states is calculated using
the Kubo-Greenwood formula. The change of the electrical conductivity, compared to the equilibrium state, is
different for the case of holes in inner shell orbitals or the valence band. This is attributed to the competition
of two factors: the shift of the orbital energies due to reduced screening of core electrons, and the increase of
chemical potential due to the excitation of electrons. The finite-temperature effect of both the electrons and the
ions on the electrical conductivity is discussed in detail. This work is helpful to better understand the physics of
laser excitation experiments of warm dense matter.
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I. INTRODUCTION

Warm dense matter (WDM), referring to the intermediate
state between condensed matter and ideal plasmas, has at-
tracted numerous studies in recent years. It is not only because
WDM bridges the gap between atomic physics, condensed-
matter physics, and plasma physics, but also because these
extreme WDM conditions are found in a wide range of appli-
cations [1,2]. WDM can be characterized by the ion coupling
parameter, � = Z2e2/(r̄kBT ) ∼ 1, and the electron degener-
acy parameter, � = kBT/EF ∼ 1, where � is the ratio of the
Coulomb energy to the thermal energy, and � is the ratio of
the thermal energy to the Fermi energy. The WDM regime
typically covers a wide range of temperature from several
thousand kelvin to tens of millions of kelvin, and a density
range from near solid density to a thousand times of solid
density. The properties of WDM, such as equation of state
(EOS), thermal and electrical conductivity, etc., are of great
importance to model the structure and understand the forma-
tion of celestial bodies [3–6], such as the earth, brown dwarfs,
and giant planets. In addition, the deuterium-tritium fuel for
inertial confinement fusion (ICF) passes through the WDM
regime before ignition [7,8].

One of the widely used techniques to produce WDM
in the laboratory is isochoric heating of a solid sample,
e.g., [9], with the choice of available sources such as opti-
cal lasers [10–12], ion beams [13–15], or x-ray free-electron
lasers (XFELs) [16–18]. With the development of intense
ultrafast optical lasers, the intensity can be as high as
1022 W/cm2 and the pulse duration can be less than 50 fs
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[19–22]. During the pulse, the laser energy is transferred to the
electrons via photoexcitation of valence electrons to the con-
duction band with negligible movement of the much heavier
ions. In order to ensure spatial homogeneity, the thickness of
the target sample is usually very small, typically on the order
of 10 nm. The intensity of the laser beam is usually on the
order of 1013 W/cm2 for such isochoric heating experiments.
Compared to high intensity ultrafast optical lasers, the XFEL
has a much higher photon energy, which delivers the XFEL
energy to the sample via photoionization of core electrons.
XFEL radiation can also penetrate deeper into the sample (on
the order of 10 μm), and the intensity of the beam can be
as high as 1020 W/cm2 [23], allowing even severe depletion
of certain inner shells [16,24]. The holes that are created by
photoexcitation or photoionization will be refilled via Auger
decay or other collisional processes. However, the lifetime of
such a vacancy is typically comparable to the pulse duration
(for example, the lifetime of a hole in the L shell is estimated
to be in the range of 10 fs, for rare gas atoms [25], 40 fs for
Al [26], and 34.5 fs for Cu [27].), which is short compared
with any electron-phonon coupling time (on a picosecond
scale) [28]. As a result, the isochoric heating technique can
create a variety of nonequilibrium transient states of matter in
the laboratory including nonequilibrium electronic density of
states and nonthermal melting, e.g., [29].

On the other hand, theoretical investigation of such a
nonequilibrium transient state faces great challenges. Atomic
kinetic simulations are widely used to interpret the exper-
imental results [30,31], but the quality of their parameters
under such exotic conditions is not well examined. Nonequi-
librium Green functions are a powerful tool to study the
ultrafast dynamics of scattering processes in atoms and con-
densed matter, e.g. [32–34], but the high computational cost
allows to study only simple model systems. Time-dependent
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density-functional theory (TD-DFT) is a feasible theoreti-
cal tool for the investigation to WDM [35,36] including the
nonequilibrium dynamics, because it explicitly solves the
time-dependent Kohn-Sham equations to obtain the temporal
evolution of the wave function [37]. The nonequilibrium dy-
namics of the electronic structure obtained by TD-DFT breaks
down into two relaxation channels, i.e., the density of states
reorganization and the redistribution of the electron num-
ber [38]. However, TD-DFT calculation is also very expensive
and the knowledge of its exchange-correlation functional is
limited. In addition, the dynamics such as Auger decay and
electron temperature cannot be treated directly in TD-DFT.

Here we concentrate on a simpler and much faster
approach: finite-temperature density-functional theory
(FTDFT). It does not rely on any fitting parameters from
the experiment and has been widely used to study the
properties of WDM [39–41]. However, FTDFT is constructed
for the calculation of equilibrium states, and the presence
of a hole is usually accounted for in FTDFT by a specially
designed pseudopotential with the configuration of an
ionized atom [42]. The hole is, therefore, fixed in the frozen
core of a particular atom serving as an impurity in the
system [43,44].

In this work, we have modified the original Kohn-Sham-
Mermin scheme to allow for a nonequilibrium electron
distribution function within FTDFT to study transient exotic
states that were described above. With the manually intro-
duced redistribution of the electron occupations, this modified
FTDFT treatment of nonequilibrium states has a much better
efficiency compared to the more advanced TD-DFT coun-
terpart. The electronic structures of the metallic systems of
lithium, aluminum, and copper with a variable number of
holes in their inner shell orbitals are investigated theoretically
by the modified code, corresponding to the nonequilibrium
transient state immediately after photoionization by an XFEL
pulse. For comparison, we also present the electronic struc-
ture of copper and gold with variable numbers of holes in
the valence band, which can be realized via photoexcitation
by means of a high intensity ultrafast laser. The electri-
cal conductivity—a widely used diagnostic technique for
WDM [45]—is also calculated to demonstrate the effect of
such holes on transport properties. Clearly such a treatment
neglects relaxation processes and gives, at best, only interme-
diate states of the system after excitation. Nevertheless, we
expect that this approach allows one to study important trends
of nonequilibrium behavior which have been confirmed in
experiments [24]. Support for such a separation of relaxation
phases is also based on similar approaches in other fields,
including the three-step model of photoionization, e.g., [46],
and the modeling of so-called hollow atoms where core elec-
trons are removed by the impact of a highly charged ion,
e.g., [47].

The paper is organized as follows: in Sec. II, the theoretical
method together with the numerical details used in this work
is described. In Sec. III, results and discussions are presented,
including the electronic structure and electrical conductivity
of metallic systems with variable numbers of holes in both
inner shell and valence band, and for electron temperatures of
300 K and 1 eV, respectively. Our conclusions are summarized
in Sec. IV.

II. METHODOLOGY AND NUMERICAL DETAILS

In this section we describe the methodology and numerical
details of this work. FTDFT calculations are performed with
the population of electrons manually controlled in the self-
consistent field (SCF) cycle to create holes in different bands.
Then the Kubo-Greenwood formula is used to calculate the
electrical conductivity with the wave functions obtained by
the FTDFT calculation.

A. Finite-temperature density-functional theory
and molecular dynamics

Since the energy transfer between the electrons and the
ions is much slower than the evolution of the electron subsys-
tem, a two-temperature system [48–50] can be used, where
the electrons are described by FTDFT with a fixed ion
configuration. FTDFT calculations are performed using the
plane-wave-pseudopotential open-source package QUANTUM

ESPRESSO (QE) [51,52] with minor modifications to realize
the manual control of the occupation numbers. In the Kohn-
Sham-Mermin scheme [53,54], the electrons are considered
to be in thermal equilibrium and their occupation numbers
follow the Fermi-Dirac distribution. In order to investigate
the nonequilibrium state such as the one of the WDM system
created by isochoric heating, we force the occupation numbers
of the relevant orbitals to be zero in every SCF step, which
manually creates holes in the inner shell orbitals or the valence
band. The total number of electrons in the calculation system
remains unchanged by adding the same number of electrons
as that of holes to the chemical potential. Similarly to the
original SCF process, the new chemical potential is computed
self-consistently, which, in return, determines the occupation
numbers of all Kohn-Sham orbitals, except for those that were
forced to zero. By this way, we can go beyond the frozen core
assumption and create holes in the valence band directly in our
DFT calculations, contrary to the common practice of creating
holes during the generation of pseudopotentials and treating
the corresponding atom as an impurity in the DFT calculation.

We consider the metallic systems of lithium, aluminum,
copper, and gold as illustrating examples for our nonequi-
librium FTDFT calculations. Cubic boxes with periodic
boundary conditions are used for the four elements men-
tioned above, and the system sizes are set to 128 atoms
for body-centered cubic (BCC) Li, and 108 atoms for the
remaining face-centered cubic (FCC) materials to guaran-
tee the convergence with respect to finite-size effect. Except
for the molecular dynamics calculations, the atoms are fixed
in their perfect lattice configurations with varying elec-
tronic temperature. We use the projector augmented wave
(PAW) formalism [55] for the FTDFT calculation with the
local density approximation (LDA) [56] to the exchange-
correlation interaction throughout. Finite-temperature effects
in the exchange-correlation functional are examined by com-
parison with the newly constructed GDSMFB functional [57].
The minimum threshold of the occupation numbers is 10−6,
in all our calculations, to ensure convergence for the number
of included bands.

For Li, both K-shell and L-shell electrons (i.e., 1s22s1)
are treated as valence electrons, and the plane-wave cutoff
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energy is set to be 100 Ry. For Al, we use a pseudopotential
with both L-shell and M-shell electrons (i.e., 2s22p63s23p1)
included as valence electrons with a plane-wave cutoff energy
of 100 Ry. For Cu, two different pseudopotentials are applied
for comparison. One includes 11 electrons as the valence
electrons (i.e., 3d104s1), and the other includes 19 electrons
(i.e., 3s23p63d104s1). We use 80 Ry for the plane-wave cutoff
energy for the former pseudopotential, and 120 Ry for the lat-
ter one. Eleven valence electrons (i.e., 5d106s1) are considered
for the calculation of Au, and the cutoff energy for plane-wave
basis is 100 Ry. Unshifted Monkhorst-Pack K-point meshes
are applied for the sampling of the Brillouin zone [58], with
4 × 4 × 4 size for Li, Al, and Cu with valence electrons and a
size of 8 × 8 × 8 for 11-valence-electrons Cu and Au for the
better description of the electronic structure near the chemical
potential. The convergence with respect to both plane-wave
cutoff energy and K-point grid size is carefully checked for
all our calculations.

To demonstrate the effect of the ionic structure on the
electrical conductivity, we also perform FTDFT calculations
combined with molecular dynamics (MD) simulations based
on the Born-Oppenheimer approximation [59]. The FTDFT-
MD calculation of Cu is carried out using a pseudopotential
with 11 valence electrons, as an illustrating example. We
apply a canonical (NV T ) ensemble, where the ions, controlled
by an Andersen thermostat, share the same temperature as
the electrons. A time step of 1 fs is used, and the system is
thermalized for more than 1 ps to reach equilibrium before
the ionic trajectories of the last 2000 MD steps are kept for
electronic structure calculation.

B. Kubo-Greenwood formula for electrical conductivity

The electrical conductivity calculations are performed by
using the KGEC code [60]. The wave functions with holes
in the system obtained in the previous modified FTDFT
calculation are plugged into the KGEC code with similar mod-
ification of manually controlled occupation numbers for the
corresponding orbitals. Using the Kubo-Greenwood linear re-
sponse formula, the real part of the electrical conductivity
above the direct current (DC) limit can be calculated as

σ1(ω) = 2πe2h̄3

m2
e�

�kwk�nn′
	 fn′k,nk

	εnk,n′k
〈�nk|∇|�n′k〉

× 〈�n′k|∇|�nk〉δ(	εnk,n′k − h̄ω), (1)

which, near the DC limit, takes the following form:

σ1(ω) = 2πe2h̄3

m2
e�ω

�kwk�nn′	 fn′k,nk〈�nk|∇|�n′k〉

× 〈�n′k|∇|�nk〉δ(	εnk,n′k − h̄ω). (2)

Here σ1 is the real part of the electrical conductivity as a
function of frequency ω. The constants e, h̄, me, and � rep-
resent the electron charge, Planck’s constant, electron mass,
and cell volume, respectively. The numbers n and n′ denote
the band index. Together with the Brillouin zone wave vector
k they become a pair index for Bloch states. The coefficient
wk is the integration weight of the respective k point, and �nk
is the wave function. 	εnk,n′k = εnk − εn′k and 	 fn′k,nk =
f (εn′k ) − f (εnk ) are the differences of Kohn-Sham eigenval-

ues and nonequilibrium occupation numbers obtained by the
previous FTDFT calculation, respectively. δ is the Dirac delta
function, which is broadened (we use a Lorentzian form) in
all our calculations.

III. RESULTS AND DISCUSSIONS

A. Electronic structure calculations

The electronic structure of Li, Al, Cu, and Au with a
nonequilibrium distribution of electrons is investigated using
the modified FTDFT calculation scheme described in Sec. II A
corresponding to a transient exotic state created by the iso-
choric heating with XFEL or ultrashort optical laser as the
source. The samples are supposed to be at ambient conditions,
before the impact of the XFEL or the optical laser pulse. This
means an electron temperature of 300 K is used for BCC Li
at a solid density of 0.535 g/cm3, FCC Al at a solid density
of 2.70 g/cm3, FCC Cu at a solid density of 8.92 g/cm3, and
FCC Au at a solid density of 19.3 g/cm3.

First we consider the nonequilibrium electronic structure
created by the XFEL, using Li, Al, and Cu as illustrating
examples. XFEL sources have a tunable photon energy with
a pulse duration on the order of 10 fs, whereas the intensity
can be as high as 1017 W/cm2 for such isochoric heating
experiments [24]. Li has a K edge of 54.7 eV [61], which lies
in the ultraviolet range accessible to free-electron lasers such
as FLASH, LCLS, etc. The LI edge of Al is 117.8 eV, and the
MI edge of Cu is 122.5 eV, both of which are in the soft x-ray
range of an XFEL. With a careful choice of the photon energy,
one can create holes by predominant photoionization of 1s
electrons of Li, 2s electrons of Al, or 3s electrons of Cu to their
Fermi levels (or chemical potentials for the finite-temperature
case) with other transitions being of minor importance. Also,
electrons excited to higher energies are found to relax to the
chemical potential within a few femtoseconds [24].

We calculate the density of states (DOS) of such nonequi-
librium transient states, as plotted in Fig. 1. The black solid
lines show the calculated DOS without holes, whereas the
red ones correspond to the DOS in which 10 electrons were
removed from the inner shell orbitals (1s for Li, 2s for Al, and
3s for Cu), leaving a hole behind on each of 10 atoms. Even
though the electrons do not leave the sample, which remains
neutral, those atoms with a hole can be considered “ionized,”
carrying a localized positive charge. The blue lines show the
DOS with 32 holes in the system. The fraction of (singly)
ionized atoms, for the case of Li is, therefore, 7.8% for the
red lines and 25.0% for the blue lines. For both aluminum and
copper this fraction becomes 9.2% for the red lines and 29.6%
for the blue lines. The DOS of the occupied states are shown
by the shaded areas to demonstrate the positions of the holes.
The positions of their corresponding chemical potentials are
marked with vertical dashed color lines and their values are
also labeled in the legends. The peak features of the DOS far
below the chemical potential correspond to the contribution of
inner shell orbitals.

There is a noticeable shift of these atomlike features to-
wards lower energy, due to the presence of the holes. We
attribute this blue shift to the reduced screening of the core
electrons, which makes stronger the Coulomb potential that
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FIG. 1. Density of states of (a) BCC Li, (b) FCC Al, and (c) FCC
Cu with a perfect lattice structure at ambient condition. The black
solid lines show the calculated DOS with the occupied DOS shown
as shades. The positions of their chemical potentials are marked with
the vertical dashed black lines and labeled in the legends. The red
lines represent the same quantity as the black lines but are calculated
with 10 electrons removed from the inner shell orbitals (1s for Li, 2s
for Al, and 3s for Cu). For the blue lines, the number of such holes
is increased to 32. For a better display, the DOS for the inner shell
orbitals and for the valence band use different scales corresponding
to the left and right axes.

the remaining electrons feel [24]. Note that the shift of the or-
bital energies cannot be observed by the conventional FT-DFT
calculations within an impurity model, because the energy ref-
erence is ill defined for different pseudopotentials. Moreover,
The shift of the 1s orbital for Li is 22.61 eV, which is substan-
tially smaller than the shift of 34.1 eV estimated by a separate
DFT calculation for an isolated atom using the atomic code
ld1.x distributed with QE. The same is observed for aluminum

(a shift of 16.85 eV for the 2s level in a solid, as compared to a
shift of 25.7 eV in an atomic calculation). Finally, for copper
a shift of 5.26 eV is found for the 3s level in the solid, as com-
pared to a shift of 14.7 eV in an atomic calculation. Therefore,
the frozen core approximation should be applied with caution
for such calculations. Except for Li, the position of the chemi-
cal potential rises as the number of atoms with holes increases,
mainly as a consequence of the increasing number of electrons
(which equals the number of holes, since the system remains
neutral) that are excited to the states near chemical potential.
The increase of the number of excited electrons competes with
the blueshift of orbital energies, resulting in the modification
of band structure. As a result, the chemical potential first drops
slightly with the creation of ten 1s holes, and then rises with
32 ionized atoms involved for Li (cf. the numbers inside the
figure).

Note that the position of the atomic-like line shifts towards
lower energy is almost insensitive to the fraction of atoms with
core holes. This also suggests that the shift has to be under-
stood as an atomic process. We calculate the local density of
states (LDOS) of Li, Al, and Cu with 10 holes in the system, as
shown in Fig. 2, to better understand the effect of the holes on
the electronic structure. The LDOS is obtained by projecting
the one-electron eigenstates onto the local atomic orbitals,
which indicates the contribution to the electronic structure of
a specific atom. In Fig. 2(a), 128 Li atoms are placed in a
BCC structure with an electron temperature of 300 K, among
which 10 atoms have a core hole. The atom which has a hole
in its K shell is represented by red color, whereas the atom
without any hole is represented by black color. Solid lines
show the LDOS for the 1s orbitals, while the dashed ones
show those of the 2s orbitals, and the dotted ones show those
of the 2p orbitals. In Figs. 2(b) and 2(c), 108 Al (Cu) atoms
are packed with FCC structure with electrons also at 300 K,
and 10 atoms having a core hole. Similarly to Li, the LDOS
of Al (Cu) on the atom with a hole in the 2s (3s) orbital is
plotted with red color, while the LDOS on the atom without
holes is plotted with black color. Solid, dashed, dotted, and
dash-dotted lines represent the LDOS for 2s (3s), 2p (3p),
3s (3d), and 3p (4s) orbitals, respectively. The shift of the 1s
orbital of Li with (red solid line) or without a hole (black solid
line) is clearly shown in Fig. 2(a). So are the shifts of both
2s and 2p orbitals of Al, in Fig. 2(b), and the shifts of both
3s and 3p orbitals of Cu, in Fig. 2(c). As discussed above,
this blueshift is because of the reduced screening of the core
electrons.

More interestingly, we also observe the localization of the
valence band due to the reduced screening [62]. For Li, the
LDOS of the 2s band on an atom with a 1s hole (red dashed
line) has more peak structures than that on an atom without
any hole (black dashed line), as shown in Fig. 2(a). The peak
feature is also more significant for the M band of Al (red
dotted line) with the presence of a 2s hole compared to its
counterpart without a hole (black dotted line) in Fig. 2(b). For
Cu, the appearance of a sharp peak indicates the localization
of the 3d orbital (black and red dotted lines), as shown in
Fig. 2(c). In fact, experiments have taken advantage of such a
shift and of the localization of the valence band to circumvent
the Inglis-Teller effect [63] and to study ionization potential
depression (IPD) [64,65].
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FIG. 2. LDOS of Li, Al, and Cu with perfect lattice structure at
room temperature calculated with 10 atoms having a hole in their
inner shells. (a) LDOS of BCC Li of atoms with (red color) and
without (black color) a hole in the 1s orbital. (b) LDOS of FCC Al
of atoms with (red color) and without (black color) a hole in the 2s
orbital. (c) LDOS of FCC Cu of atoms with (red color) and without
(black color) a hole in the 3s orbital. The LDOS for the inner shell
orbitals and for the valence band are shown with different scales (left
and right axis, respectively) for better display.

We now investigate the electronic structure of Cu and Au
with a nonequilibrium distribution of electrons, which corre-
sponds to the transient exotic state created by the isochoric
heating by an ultrashort optical laser pulse. We consider a
laser with a pulse duration shorter than 50 fs and an intensity
of the order of 1013 W/cm2. An optical laser with 400 or
800 nm wavelength has a photon energy of 3.1 or 1.55 eV,
respectively. Both of them can create holes in the valence band
of Cu or Au by photoexcitation. We calculate the DOS of such

FIG. 3. Density of states of (a) Cu and (b) Au with perfect lattice
structure at room temperature. As in Fig. 1, the black solid lines show
the calculated DOS, while the shaded area shows the corresponding
occupied DOS. The positions of the chemical potential are marked
with the vertical dashed lines and are labeled in the legend. The red
(blue) lines represent the same quantity as the black lines but are
calculated with 10 (32) electrons removed from their valence bands
(3d for Cu and 5d for Au).

a nonequilibrium transient state immediately after the pulse,
as plotted in Fig. 3.

The black solid lines show the calculated DOS without
holes, the red ones show the DOS with 10 electrons excited
from the valence band by the laser, and the blue ones show the
DOS with 32 excited electrons. In this case, the electron in the
valence band is no longer localized within one particular atom,
therefore the average ionization degree of the atoms in the
system is estimated to be increased by 0.09 (10/108), for the
red lines, and 0.30 (32/108) for the blue ones. The occupied
DOS are shown as the shaded areas with the same color
as the DOS. The positions of their corresponding chemical
potentials are marked with vertical dashed colored lines, and
their values are given in the legends. This time, without the
competing effect of the shift of inner shell orbitals towards
lower energy, the rise of the position of chemical potential is
more evident.

B. Electrical conductivity

The electrical conductivity, often being linked to the
thermal conductivity via the Wiedemann-Franz law, is an
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important transport property of WDM [70], as well as a useful
diagnostic technique for the change of the electronic structure
of the system [45]. Based on linear respond theory, the Kubo-
Greenwood formula is widely used to study the electrical
conductivity of WDM [71], because the probe laser is usually
weak and will not change the electronic structure significantly.
The probe pulse can have a duration that is similar to that of
the pump laser (or the XFEL), on the order of 10 fs, which
is comparable to the estimated lifetime of the hole. We show
in Fig. 4 the calculated electrical conductivity of the transient
exotic state of Li, Al, and Cu created by the isochoric heating
by an XFEL pulse corresponding to the electronic structure
calculation in Sec. III A. The black lines represent the elec-
trical conductivity of Li, Al, and Cu without holes, while the
red and blue lines represent the cases with 10 atoms and 32
atoms having a hole in their inner shell orbitals, respectively.
For reference, experimental measurements for metal films at
room temperature [66–68] are also shown as dots in the figure.
Further, because of the discrete energy eigenvalues due to the
finite simulation volume, the width of the Dirac delta function
in Eqs. (1) and (2) is widened to achieve the best agreement
with the experimental data [72]. For Li, a double-peak feature
appears between 2.8 and 3.4 eV due to the more localized L
band with 10 holes in the system, and the peak near 2.8 eV
becomes even higher for the case with 32 holes. The presence
of holes in the inner shell of both Al and Cu gives rise to a
smoothening effect for the conductivity, that is attributed to
the broadening of the energy levels due to different degrees of
ionization of the atoms.

The electrical conductivity near the DC limit is zoomed
into in the inset. An initial drop of the DC conductivity in
the case of 10 ionized atoms is observed for all these three
materials. For Li, the DC conductivity further decreases when
the number of ionized atoms in the system is increased to 32,
while it rises for both Al and Cu. The contribution of the DC
conductivity comes from the transition between valence states
with energies close to each other, and the different behavior
is attributed to the competition between lowering of orbital
energies, due to the presence of holes, which increases the
energy difference of orbitals, and the rise of the chemical
potential, due to excited electrons, which means more valence
states with close energies near the chemical potential. As a
result, the change of the DC conductivity due to inner shell
holes depends sensitively on the electronic structure of the
material near its chemical potential.

In order to show the effect of holes created in the valence
band, we also calculate the electrical conductivity of the tran-
sient exotic state of Cu and Au that is created via isochoric
heating by an optical laser. The atoms remain in a FCC lattice
structure with an electron temperature of 300 K. The black
lines in Fig. 5 represent the electrical conductivity of Cu and
Au without holes, while the red (blue) line corresponds to 10
(32) electrons in the valence band excited by the pump laser.
We also show experimental data (dots) at room temperature
for reference [68,69].

We first notice that the electrical conductivity starts to rise
at around 1.5 eV for Cu without holes. When 10 holes appear

FIG. 4. Calculated real part of electrical conductivity of Li, Al,
and Cu placed in their perfect lattice structures at room temperature
with variable number of holes in their inner shells. Experimen-
tal measurements are plotted as purple dots for comparison. Inset:
Zoom-in of the DC limit. (a) Li: the black line corresponds to the
case without holes, while the red and blue lines represent the ones
with 10 and 32 atoms having an electron removed from the 1s orbital,
respectively. (b) The same for Al: the red and blue lines correspond
to the cases of 10 and 32 atoms having an electron removed from the
2s orbital, respectively. (c) The same for Cu: the red and blue lines
correspond to the cases with 10 and 32 atoms having an electron
removed from the 3s orbital, respectively. Experimental data are
marked with purple dots [66–68].
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FIG. 5. Calculated real part of the electrical conductivity of Cu
and Au placed in their perfect lattice structures at room temperature
with variable number of holes in their valence bands. Experimental
measurements are plotted as purple dots for comparison [68,69].
Inset: Zoom into the DC limit. (a) Cu: the black line represents the
AC conductivity without holes, while the red (blue) line represents
the one with 10 holes (32 holes) in the 3d orbital. (b) The same for
Au: red (blue) line represents the case with 10 (32) holes in the 5d
orbital.

in the valence band, this rise shifts towards higher energies,
and this shift is larger when the number of holes is increased
to 32. This effect is attributed to the shift of the chemical
potential because the major contribution to the rise of elec-
trical conductivity at that energy range is the transition of 3d
electrons to states around the chemical potential. A similar
shift of the conductivity is observed for Au. The rise of the
chemical potential is more significant for the photoexcitation
by an ultrafast laser than for photoionization by an XFEL.
Thus, a stronger shift of the conductivity towards higher
frequency is observed in the former case. Even though the cal-
culated electrical conductivity with holes in the valence band
shows better agreement with the experimental measurement,
we cannot claim that the result is actually more accurate. The
reason is that DFT is known for notoriously underestimating
the band gap. Therefore, we can only predict the shift due to
the presence of holes without the exact value of such a shift.

Finally, we also zoom into the electrical conductivity near
the DC limit; see the inset. Contrary to the calculation for the

FIG. 6. Real part of the electrical conductivity of FCC Cu at an
electron temperature of 1 eV with variable number of holes in the
inner shell. Black line: no holes; red (blue) line: 10 (32) electrons
removed from the 3s orbital, resulting in 10 (32) atoms having one
hole. Inset: zoom into the static limit.

case of inner shell holes, the DC conductivity increases when
the number of holes in the valence band grows. Similar to
what we have discussed for the DOS, this is caused by the
rise of the chemical potential due to the increasing number of
excited electrons.

C. Finite-temperature effect

In this subsection, the finite-temperature effect on the
nonequilibrium transient WDM states is discussed. This
includes the effect of the finite temperature of the elec-
tronic subsystem, the finite-temperature exchange-correlation
(FTXC) interaction and the structure of the ions. Using copper
as an illustrating example, we first perform the calculations of
the electrical conductivity with holes in its inner shell, at an
electron temperature of 1 eV, as shown in Fig. 6. Note that
the atoms are still placed in a perfect FCC lattice structure for
this case. Compared to the case of an electronic temperature
of 300 K, shown in Fig. 4(c), the electrical conductivity at
1 eV, with or without holes, has less structure. Particularly, in
all cases it rises up between 0.5 and 1.5 eV, after which the
curves become overall flatter. At the same time, the effect of
holes in the inner shell orbital on the electrical conductivity
is similar at electronic temperatures of both 300 K and 1 eV.
For the holes in the valence band, as shown in Fig. 7, however,
the higher electronic temperature of 1 eV wipes out nearly all
the effects caused by the holes, and only a small shift of the
electrical conductivity is observed. This difference is due to
the fact that the electronic temperature of 1 eV has a negligible
effect on the 3s orbital which lies ∼70 eV below the chemical
potential but considerably affects the band structure slightly
below the chemical potential, which mainly consists of 3d
electrons.

In DFT, many-body effects of the electrons are accounted
for by the exchange-correlation functional, Exc. In particular,
if the exact functional was to be used, one could reproduce
the exact solution of the original many-body problem of inter-
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FIG. 7. Same as Fig 6, but for the case that the holes are created
in the valence band. The holes are not bounded to specific atoms in
this case.

est. For practical applications, however, this term has to be
approximated. In practice, it turned out to be successful to
solve the special case of the spatially uniform (but Coulomb
interacting) electron gas (UEG) using exact quantum Monte
Carlo (QMC) simulations, first provided by Ceperley and
Alder [73]. These data were then used to construct approxi-
mate exchange-correlation functionals Exc(rs) for ground state
DFT simulations of real, more complicated materials. As a
result, how the exchange-correlation is constructed is crucial
to the accuracy of the DFT method.

Common functionals based on the data for zero temper-
ature are adequate for many condensed matter applications,
but need to be carefully examined when it comes to
WDM [74–76]. In this case finite-temperature and entropic
effects in the exchange-correlation functional are becom-

FIG. 8. Finite-temperature effect of the exchange-correlation po-
tential on the electrical conductivity of FCC Cu at an electronic
temperature of 1 eV. Blue curve: finite-temperature exchange-
correlation functional based on the GDSMFB parametrization [57].
Red curve: zero-temperature functional with the Perdew-Zunger
(PZ) parametrization [56].

FIG. 9. Effect of the ionic structure on the electrical conductivity
of Cu at T = 1 eV. Red: FCC Cu at an electronic temperature of 1 eV.
Blue: Cu with a temperature of 1 eV for both ions and electrons. The
error bars are smaller than the line width. The electrical conductivity
of Cu at 300 K [the same as the black line in Fig. 5(a)] is also plotted
as a black line for reference.

ing important, and, instead of Exc, an accurate exchange-
correlation free energy, Fxc, has to be provided as an input
for FTDFT. Based on the recently reported ab initio QMC
data for the UEG at finite temperature [77–79], an FTXC
free-energy functional has been parameterized by Groth et al.
(GDSMFB) [57]. Here we compare the electrical conduc-
tivity calculated with this new functional to the well-known
zero-temperature functional parameterized by Perdew and
Zunger [56]. The results are shown in Fig. 8 to explore the
finite-temperature effect on the exchange-correlation func-
tional for the nonequilibrium transient state. Only little
differences are observed between the two calculations. This
is, of course, due to the relatively low temperature. We note
that finite-temperature effects on the DC conductivity as high
as 15% were reported in Ref. [80] for cases where � ∼ 0.5–1.

The effect of the ionic structure is also investigated by
combining FTDFT without holes and MD simulation, where
the temperatures of both the ions and the electrons are set to
1 eV. The electrical conductivity, calculated by averaging over
five snapshots randomly taken from the trajectory, is shown
in Fig. 9. The statistical errors of the real part of the electri-
cal conductivity due to the different ionic configurations are
found to be negligible (they are smaller than the line width).
The liquid-like ionic structure further elevates the electrical
conductivity below 3 eV compared to its increase due to
electronic temperature alone. In addition, the DC conductivity
decreases by an order of magnitude compared to that of the
perfect FCC structure.

IV. CONCLUSION

Using lithium, aluminum, copper, and gold as illustrating
examples, we have presented a theoretical investigation of the
nonequilibrium transient states generated by isochoric heat-
ing technique. We developed a modified FTDFT method by
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introducing a nonequilibrium distribution of electrons into the
simulation. The effect of holes created by the photoexcitation
of electrons, in either the inner shells or the valence band, on
the electronic structure was discussed in detail. These cases
can be realized by choosing either an XFEL pulse or a short
laser pulse as pump source.

The presence of holes in the inner shell results in the lo-
calization of the valence band due to the reduced screening of
core electrons. In contrast, the presence of holes in the valence
band mainly increases the chemical potential because of the
increased number of excited electrons. The electrical conduc-
tivity of such a nonequilibrium transient state was calculated
by applying the Kubo-Greenwood formula, with a special
treatment for the DC limit. The two competing effects that
were mentioned above, i.e., the lowering of orbital energies
due to the presence of holes and the rise of the chemical
potential due to excited electrons, are the key factors for the
change of the electrical conductivity. The hole in the valence
band results in a shift of the conductivity towards higher
frequency because of the dominating latter factor, while the
effect of holes in the inner shell on the electrical conductivity
is material dependent due to the competition of both factors.

We also discussed finite-temperature effects on the electri-
cal conductivity. A finite electronic temperature results in an
increase of the conductivity for low frequency. On the other
hand, the disorder in the ionic structure, further appearing
when the lattice is heated, also increases the conductivity.
The hole in the valence band is more easily affected by
the finite temperature compared to that in the inner shell,
because of its relatively small energy with respect to the
chemical potential. Finally the finite-temperature effect on the
exchange-correlation energy is found to be small, for temper-
atures up to 1 eV discussed in this work.

We also note that our work is qualitatively different
from earlier calculations of optical excitation of holes in

semiconductors, e.g., [31,48,81]. In our case a significantly
greater portion of excited (ionized) atoms may be involved,
giving rise to strong (transient) deviations of the band struc-
ture from the ground state behavior. Our results can give
insight into the physical processes that can be expected in
WDM experiments such as isochoric heating by means of
ultrashort laser pules or free electron lasers. Of particular
interest will be to extend the analysis to preheated sam-
ples that are highly ionized or in the plasma phase [65].
Then our analysis will give access to the modification of the
band structure due to excitation of core electrons in dense
plasmas. While we have discussed the manifestation of the
nonequilibrium band structure in conductivity measurements,
a more direct experimental probe should be possible via pho-
toemission spectroscopy. Using an x-ray probe pulse with a
controlled time delay a time-resolved investigation of the de-
scribed nonequilibrium effects should be possible, including
relaxation processes that are not included in the present study.
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