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The total entropy production quantifies the extent of irreversibility in thermodynamic systems, which is

nonnegative for any feasible dynamics. When additional information such as the initial and final states or
moments of an observable is available, it is known that tighter lower bounds on the entropy production exist
according to the classical speed limits and the thermodynamic uncertainty relations. Here we obtain a universal
lower bound on the total entropy production in terms of probability distributions of an observable in the time

forward and backward processes. For a particular case, we show that our universal relation reduces to a classical
speed limit, imposing a constraint on the speed of the system’s evolution in terms of the Hatano-Sasa entropy
production. Notably, the obtained classical speed limit is tighter than the previously reported bound by a constant
factor. Moreover, we demonstrate that a generalized thermodynamic uncertainty relation can be derived from
another particular case of the universal relation. Our uncertainty relation holds for systems with time-reversal
symmetry breaking and recovers several existing bounds. Our approach provides a unified perspective on two
closely related classes of inequality: classical speed limits and thermodynamic uncertainty relations.

DOLI: 10.1103/PhysRevE.102.062132

I. INTRODUCTION

Irreversibility is one of the cornerstones for understand-
ing the physical mechanisms of nonequilibrium systems and
closely connected to the energy dissipation. Typically, the
irreversibility is measured by the relative entropy between the
probability distributions of system trajectories in the forward
and the time-reversed processes [1]. If the dynamics obey
the local detailed balance condition, this relative entropy is
thermodynamically related to the total entropy production.
According to the second law of thermodynamics, the total
entropy production is expected to be nonnegative. Although
this zero lower bound is universally valid, it is irrelevant as to
how far from equilibrium a given system is.

Recently, one of the most sought-after challenges is to
tighten the constraints on the total entropy production. In-
spired by research pertaining to the quantum regime, classical
speed limits (CSLs) have been derived for Markov jump
processes [2], Fokker-Planck dynamics [3-6], and Liouville
dynamics [7,8]. For Markov jump processes, the CSL implies
that given a distance between the initial and final distribu-
tions, the faster the speed of evolution, the more entropy
production is required. The CSL can be interpreted as a lower
bound of the total entropy production in terms of the state
transformation speed. Another class of constraints, known as
thermodynamic uncertainty relations (TURs), has been dis-
covered for both classical and quantum regimes [9-18] (see
Ref. [19] for a review). For time-reversal symmetric systems,
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TURs impose a lower bound on the average entropy pro-
duction in terms of current precision, which is quantified by
the ratio of the variance to the square of the average of the
current. TURs have a wide range of practical applications,
particularly for inferring dissipation without requiring the de-
tailed knowledge of the underlying dynamics of the system
with time-reversal symmetry [20-23]. In light of these results,
the question arises whether there exists a universal relation
that reveals the origin of the trade-offs among irreversibility,
precision, and the speed at which a system evolves.

In this paper, we derive a universal relation between the
irreversibility of a system and its physical observable. Specif-
ically, we prove that the degree of irreversibility of the system
is lower bounded by a quantity involving the probability
distributions of the observable in the forward and backward
processes. Recognizing the similarity between CSL and TUR
in the sense of constraints on the irreversibility, we show that
these trade-offs can be derived from the universal relation.
First, by quantifying the irreversibility using the Hatano-Sasa
entropy production, we obtain a CSL for continuous-time
Markov jump processes. The operational time is bounded
from below by a combination of the Hatano-Sasa entropy pro-
duction, the dynamical activity, and the distance between the
initial and final states. Notably, the obtained bound is tighter
by a specific constant factor than that reported in Ref. [2]. Sec-
ond, as another corollary of the universal relation, we obtain a
generalized TUR for systems in which the time-reversal sym-
metry is broken. The degree of irreversibility is constrained
from below by the average and variance of the observable in
both forward and backward processes, reflecting the presence
of the time-reversal symmetry breaking. Our TUR can be con-
sidered as a generalization of TURs, since it recovers several
TURs for the time-reversal symmetric systems considered in
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Refs. [15,24]. The derived TUR can be applied to estimate
the entropy production in systems with broken time-reversal
symmetry. From the unified perspective on CSL and TURs,
we strengthen existing relations and extend their applicability
to a broader range of systems. We hope that this study will
provide a promising avenue for deriving more types of trade-
offs.

II. LOWER BOUND ON THE IRREVERSIBILITY

We start by considering a stochastic system evolving in the
phase space during the time interval of [0, 7]. Let w be the
trajectory and Pr(w) be the probability of observing w in a
time-forward process. The conjugate of this forward process
is a backward process with the time-reversed trajectory w'.
Here the superscript | denotes the time-reversal operator,
which reverses the order of the states in time, and changes
their sign according to their parities (such as their velocities
or in the presence of a magnetic field). Let Pg(w') denote
the probability that the system could take the time-reversed
trajectory o' during the backward process. Hereafter we use
the subscripts F and B to refer to the forward and backward
processes, respectively.

We define a trajectory-dependent quantity, o, which en-
codes the irreversibility of the trajectory w as

Pr(w)

o(w)=1n Po(@h)’

(D

Depending on the setup of the backward process, we have
different physical interpretations of o [1]. If the backward
process is the time reversal of the forward process and the
dynamics obey the local detailed balance condition, o is
equivalent to the total entropy production [25]. When the
dynamics of the backward process are the dual ones [26],
o corresponds to the nonadiabatic contribution of the total
entropy production. In the presence of measurements and
feedback, o includes the total entropy production and an in-
formation term [27,28].

The quantity of interest is the average of o over the ensem-
ble of trajectories, which can be expressed as

Pr(w)
P = PF@lIPe@Dl. ()

(o)=Y Pr(w)In

where D denotes the relative entropy, and (-) denotes the
ensemble average. In general, it is infeasible to fully deter-
mine the probability of all trajectories, due to the presence of
hidden degrees of freedom and the existence of exponentially
rare events. Moreover, it is impractical to directly calculate
the relative entropy due to heavy computational costs of pro-
cessing high-dimensional data. In what follows, we derive an
accessible lower bound on the ensemble average of .

Let us consider an observable ¢(w), which is a trajectory-
dependent quantity. The observable has the probability
distribution P(¢p) = )~ P(w)8(¢, ¢(w)), where 8(x, y) is the
Kronecker delta [6(x, y) = 1 for x =y, and 0 otherwise]. We
assume that the observable in the backward process is the
same as the forward one, ie., ¢'(0") = ¢p(w"), and @7 is
uniquely determined if ¢ is given. Following the chain rule
for the divergence of a joint probability distribution [29], we

obtain
D[Pr(w)||Ps(0")] + D[Pr(¢|w)||Ps(¢p" )]
= D[Pe(9)|IPa(¢")] + D[Pr(w|$)||Ps(0'|¢T)], (3)

where D[P(y[0)||Q(y[0)] = Y-, P(x) 3, P(ylx) In gg'lj‘j) is the
conditional divergence between the joint probability distribu-
tions P(x, y) and Q(x, y). Due to the nonnegativity of the con-
ditional divergences and Pr(¢|w) = Pg(¢'|0") = 8(¢, p(w)),
Eq. (3) yields the following information-processing inequality
[29]:

D[Pi(w)||P3(")] = DIP:(¢)|Ps(¢")]. “)

Hence, the most information about the irreversibility that
one can extract from the observable is the relative en-
tropy D[P:(¢)||Ps(¢")]. When ¢(w) is a reduced trajectory,
D[Pr(¢)||Ps(¢)] is equivalent to the coarse-grained rel-
ative entropy [30-32]. By noting that plng —p+gqg=

I 6(p—q)*
0 T-6)pt0q do, we find

' 0(Pe(9) — Pa(9"))?
D[P, Pe(of =/ do,
[Pe()||Ps ()] A §¢: XS

where Py (¢)=(1—0)Pr(¢)+60Ps(¢"). We apply the Cauchy-
Schwartz inequality to arrive at

. /1 0{ 1fo(@)Pe(9) — Pa(pDII)’
" >, fo(@)2Po(@)

where fy(¢) is any function of ¢ and 6 that satisfies
3 " f2(¢)?Py(¢p) # 0. This universal relation connects the de-
gree of reversibility and statistical values of the observable,
illustrating the fact that details of the process are incompletely
represented by the observable. This result holds not only
for classical stochastic dynamics but also for deterministic
systems, non-Markovian processes, and quantum trajectories.
Since the term on the right-hand side of Eq. (5) is nonnegative,
this relation tells us more about the degree of irreversibility
than the second law of thermodynamics does. We will show
that, by choosing an appropriate function fy(¢), one can ob-
tain a tighter bound for the CSL and a generalized TUR.

de, (5

III. CLASSICAL SPEED LIMIT

We consider a continuous-time Markov process with dis-
crete states {1, ..., N}. The time evolution of the probability
pn(t) to find the system in the state n at the time ¢ is described
by the following master equation:

Pu®) =D Run(t)pu(0), (6)

where the transition from the state m to the state n occurs
at rate R, (). The transition rates satisfy the normalization
condition, Zn R,,» = 0, to ensure the conservation of the total
probability. We assume that the transition rate from the state n
to state m (£ n) is nonnegative. The total entropy production
rate is given by [1]

le’[ (t )pl’[ (t)

E(t) = ZRmn(t)p”(t)ln W

n,m

(N
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We assume that a unique instantaneous stationary distri-
bution p}*(¢) exists, which satisfies ), R.up}; = 0. The total
entropy production rate can be decomposed as [26,33]

() = A0 + 2850, (8)

where XA (¢) denotes the adiabatic entropy production rate
given by

Riun (1) Py (1)

9
Ry () P35 (1) ®

SA) =) Run(@)pa(0)In

and $15(¢) is the nonadiabatic contribution, also known as the
Hatano-Sasa entropy production rate:
Pon(1)pn()

1) =) Ry (t)pa(t)In 10
()= Ru()p O o 10

n,m

The Hatano-Sasa entropy production rate is less than or equal
to the total entropy production rate, due to the nonnegativity
of the adiabatic contribution. The equality is attained if the
transition rates satisfy the detailed balance condition.

Now let us consider a backward process with the dual
dynamics [1], whose transition rates are defined as

SS
R = P (1
P

By the definition (11), the escape rates of the original and dual
dynamics are equal, R,, = R,,. Since the transition rates of
the dual dynamics also satisfy the normalization condition,
Yo R,,, = 0, we obtain

ZRng

m(#n)

Ry = —Ry, = Z R (12)
m(#n)

Let At) =), 2m R, (t)pn(t) denote the dynamical activity,
which describes the frequency of jumps [34,35]. The dynam-
ical activities in the dual dynamics and the original ones are

equal:
Y Rupa=A (13

A = Z Z Rmnpn =
n m(#n)

n m(#n)

Indeed, dual dynamics provide another way to express the
Hatano-Sasa entropy production rate:

=YY Rupaln

n m(zn)

mnpn

nmpm

(14)

To be consistent with the previous notation, we denote w,,,
as the forward transition from the state n to state m (n # m)
and introduce a auxiliary probability distribution Pr(w,,) =
A~'R,,pn. The auxiliary probability distribution of the back-
ward transition ], is then defined as Ps(w],,) = A™'Rynpum.-
Then we can rewrlte the Hatano-Sasa entropy production rate
as

= AD[Pi(@mn)| Py (@},,)]. (15)
We set the function fy(¢) = 1 in Eq. (5) to determine

1O( X, IPr() — Pa(¢D)’
>, ()

DIPe (@)l [Pa(@), )] > / a.
0

(16)

Providing that Z¢P9 (@)= Z¢[(l —0)Pe(¢) + 0Ps(9p")] = 1,
we immediately obtain

2
uhs > é[; |Pe() —PB(¢*>|} : (17)

which is a lower bound on the Hatano-Sasa entropy pro-
duction rate in terms of the dynamical activity and the total
variation distance between the distributions of the observable.
We choose the observable ¢(w,,,) to be the trajectory itself,
i.e., ®(Wpmn) = wmy. In that case, the total variation distance

becomes
> 1Pe(g) — Pa(¢")| = Z > IRmnpn —
¢ n m(#n)

Runpnl. (18)

Applying the triangle inequality, we get

v ZAEHS > Z Z |Rmnpn -

n m(#n)

53

n

Roumpml

Z Rumpm — Rmnpn
m(#n)

= 1pl, (19

Integrating over time from¢# = 0 to ¢t = 7, we find

Z 1Pa(0) = pu(D)] < Z/o a0 dt
/,/2A(t)ZHS(t)dt ZHS (20)

where THS = [ ¥H5(#)dt is the Hatano-Sasa entropy pro-
duction, and (A), = 7! for A(t)dt is the time average of
the dynamical activity. We can rewrite Eq. (20) to obtain the
minimal time required for the system to evolve from the initial
to the final configuration as

LpO).pO) _
2ZHS(Ay, T

where L£(p, q) := >, |pn — gl is the total variation distance
between distributions p and ¢. In Eq. (21), the dynamical
activity contributes as a timescale of the state transformation,
which is similar to role of the Planck constant in the quantum
speed limit [2]. The bound in (21) does indeed constrain the
Hatano-Sasa entropy production by the speed of evolution,
even when the detailed balance condition is not fulfilled. We
stress that this speed limit is tighter than the relation found
in Ref. [2], where the transformation time was bounded by
c¢*t, where ¢* ~ 0.896. The stronger inequality gives us the
edge over many applications, such as for entropy production
estimations, model validations, and design criteria for meso-
scopic devices.

t = 21

IV. THERMODYNAMIC UNCERTAINTY RELATION

Inspired by Ref. [36], we derive a TUR for systems
with time symmetry breaking. Let us consider an observable
¢(w) satistying ¢(w) = ep(w’), where the parity operator is
€ = 1 (—1) for an even (odd) observable under time reversal.
We note that the observable does not have to be a current. The
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average of the probability distribution P (¢) can be expressed
in the form

ATEDIRIACH
¢
= DL = )P(9) + 0Pa(¢))]
¢

=D (1= 0)¢pP:($) + be¢ Pa(e!)
¢

=1 -6){¢)r +0e(d)s, (22)

where we applied P;(¢) = (1 — 6)Pe(¢) + 6Ps(¢p") in the
second line and ¢ = €4 in the third line. Replacing fy(¢) =
¢ — (¢)y in Eq. (5), we obtain

o) >/19{Z¢|(¢— )o)[Pr(ep) — Pa(@D]I} »
= Y@ — (#)6)Ps($)
(23)

According to the triangle inequality, the numerator of the
integrand is bounded by

{Zl«b

2
OIP($) — Po(@ >]|}
2
e{Z«p — ($))Pr($) — PB<¢T>]}
]

2
= 9{Z¢[PF(¢) —PB(¢T>]}
[

=0((p)r — €(p))*. 24)

Here we used Z¢ Pr(¢) = Z¢ Ps(¢™) = 1 in the third line.
The denominator of the integrand in Eq. (23) is actually equiv-
alent to the variance of the probability distribution Py(¢). Of
note, the denominator can be rewritten in terms of the averages
and variances of the observable in the forward and backward
processes:

Pho =Y (¢ —
¢

=) (¢~
¢

)6)2 Py ()

#)0)*[(1 — 0)Pr(¢) + 0P ("]

= (1 = 0)(($H)F — 2(D)r(9)o)
+0((¢%)B — 2()s(P)e) + ()2
= (1 = 0)(P)r + 0(P)s+0(1 — O)((P)r—e(d)B)>,
(25)

where ((-)) denotes the variance, and the final line follows from
Eq. (22). Thus, by combining Egs. (23), (24), and (25), we
obtain a TUR:
1 0 _ 2
(o) > / ({P)r — €{@)B)
0 (Pho

We stress that the right-hand side of Eq. (26) contains only the
averages and variances of an observable in the forward and

de, (26)

backward processes. By simplifying the terms in the lower
bound, Eq. (26) can be explicitly written as

ot > LA U a0 L (O

~2 b a—>b (2

Where a= ((¢ F —€(@)B) + (#)r + (P)p and b=
Va2 . We note that the average and variance
of an observable in the backward process are experimentally
accessible for some specific systems. Typically, in a system
driven by an external time-dependent control protocol, the
backward process is realized using the forward process’s final
distribution as the initial distribution and time reversing the
control protocol in the forward process. A common choice of
observables is the work, whose probability distribution in the
backward process has been experimentally obtained in both
classical regime [37-39] and quantum regime [40].

We remark that our result is valid for a wide variety of sys-
tems with broken time-reversal symmetry, including magnetic
fields, time-antisymmetric external protocols, feedback, and
underdamped Langevin dynamics. This framework could be
extended to other phenomena containing symmetry breaking,
such as the breaking of space inversion by external factors in
equilibrium states [41]. In the general settings, we find that,
unlike conventional TURs, the observable in the backward
process is indispensable. This perspective is consistent with
those reported in Refs. [42-44]. However, the previous TURs
involves the sum of the entropy productions in the forward and
backward processes (o )r + (o), making it infeasible to infer
the entropy production (o)p alone. Of note, our method also
yields a lower bound for (o)g. Combining this bound with
Eq. (25), we obtain a tighter bound on the sum of the entropy
productions than those presented in Refs. [42—44]. It is also
worth emphasizing that the observable could be symmetric
under time reversal, which cannot be handled by the previous
approaches. There was another attempt to modify the TUR
for systems with time-dependent driving, which considered
the response of the observable to a small change of speed and
timescale in Ref. [45]. Nonetheless, this method was restricted
to overdamped Langevin dynamics and required a precise
control of the system as well as measurements.

Now we will show that some conventional TURs can
be recovered via our the derived TUR. Let us consider the
special case where the control protocol is time-symmetric,
Pr(w) = Pg(w), and the observable ¢ is odd under time rever-
sal, i.e., p(w) = —¢(w"). In this case, we have (¢)r = (@)
and (@)r = (@))s. Then our TUR reduces to the form

I 8@ +1
T

g@)  g@)—1
where g(¢) = /1 + <<¢»2F. This can be rewritten as
(P)r

(D)
2 (o)rF 2
G 2 e ()] ey @

where csch(x) is a hyperbolic cosecant, and £(x) is the inverse
of the function x tanh(x). Equation (27) is exactly the tightest
lower bound introduced in Refs. [15,24].

Let us examine the conditions for equality in our TUR.
From Egs. (5) and (24), the equality will be attained only
if the following two conditions are met. The first condition

b

<0>F =
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is Pr(w|¢p) = Pg(w'|¢T) for all w and ¢. The second is the
existence of a function k(6) such that

Pr(¢) — Pa(¢")
(¢ — (@)o)Ps(®)

for all ¢ and 6 € [0, 1]. We remark that the above equality
constraints may be satisfied regardless of the magnitude of
(0)r, which offers a significant advantage in terms of esti-
mating the irreversibility of stochastic processes. In the next
section, we illustrate that equality conditions are satisfied by
the generalized Szilard engine with measurement errors [27],
in which we choose the work as the observable.

k() = (28)

V. ILLUSTRATION

Here we show that the equality conditions of the universal
relation [Eq. (5)] and the derived TUR [Eq. (26)] may be
satisfied even in the far-from-equilibrium regime. We consider
a generalized Szilard engine with measurement errors [27],
which consists of the following five steps:

Step 1. Prepare a molecule in a box that has a volume equal
to 1.

Step 2. Insert a barrier into the middle of the box. We
denote the location of the molecule after insertion by the state
x € {0, 1}. The state x reads O (1) if the molecule is in the left
(right) of the barrier.

Step 3. Measure the location of the molecule with an error
probability £ € (0, 1). The measurement outcome is denoted
by y € {0, 1}. The outcome y reads O (1) if the molecule is
measured to be in the left (right) of the barrier.

Step 4. According to the measurement outcome y, slowly
expand the volume of the part in which the molecule is located
until the volume reaches v € (1/2, 1).

Step 5. Remove the barrier from the box for the engine to
return to its the initial state.

The forward process is described by the joint probability dis-
tribution Pgr(x, y) of the position and measurement outcome:

Pr(x,y) =80, y)(I = )/2 4+ [1 = 8(x, y)1§/2,

where § is the Kronecker delta [§(x,y) = 1 for x =y, and 0
otherwise].

To evaluate the extracted work, we consider the molecule
as an ideal gas. In this case, the extracted work during this
period can be found from g~' [V~'dV, where V and B
denote the volume and the inverse temperature, respectively.
The extracted work is then given by

AW (x,y) = In(2) + 8(x, y) In(v) + [1 — 8(x, y)]In(1 — v).
(30)
The average and variance of the work can be calculated as

BW)r =In(2) + (1 — §)In(v) + & In(1 — v),

(29)

€2y

BHW)r = (1 — &)[Inv — In(1 — v)]*.

The backward process is set up as in the following:

(32)

Step 1. Prepare the box with a molecule.

Step 2. Insert the barrier into the box such that it divides
the box into two parts with volumes v and 1 — v. According
to the measurement outcome y =0 or y = 1 in the forward
process, the left part has the volume v or 1 — v, respectively.

Step 3. Slowly move the barrier toward the middle of the
box.

Step 4. Measure the location of the molecule without error.
The measurement outcome x reads 0 (1) if the molecule is in
the left (right) of the barrier.

Step 5. Remove the barrier from the box.

The joint probability distribution Pg(x, y) of the position and
measurement outcome in the backward process is given by

Pe(x,y) = 8(x, y)v/2 +[1 = 8(x, I —v)/2.  (33)

In the backward process, the extracted work for the given
x, y is equal to —W (x, y). The average and variance of the
extracted work in the backward experiment are given by

BW)g = —In(2) — vIn(w) — (1 — v)In(1 — v), (34)

BH(WHg = v(1 — v)[Inv — In(1 — v)]%. (35)

The irreversibility of the dynamics is evaluated using the
probabilities of the forward and backward processes as

PF(X,)’)
PB(xvy)'

o(x,y)=1In (36)

As noted in Ref. [27], the irreversibility can be decomposed
as o(x,y) = —BW(x,y)+ I[x : y], where I[x : y] = In %ﬁ)
denotes the mutual information between x and y. The average

of o over the forward distribution Pg(x, y) reads

{(0)r = Dxo[Pr(x, y)||Ps(x, y)]

5 +(1—g)1n1_§.
1—v v

=£ln (37)

A. Illustration of the universal relation

As an illustration of the universal relation, we use the
extracted work as an observable. Equation (5) implies that

1 . . 2
(G)F>/ 01> w | fo(W)IPe(W) — Pg(—W)]l} . (8)
0

Yow fo(W)2Py(W)

We show that this inequality is saturated with the function
Jo(W) satistying

JoWx, y) =W, y) -1 =) W)e +6W)s.  (39)

In this case, the right-hand side of Eq. (38) can be expressed
in the form

/1 (Y| + 11—y D*(1 —v—§)? »
0o 1—0)E1 —&)+0v(l —v)+0(1 —6)1—v—&P

where ¥ = £(1 —6) + 6(1 — v). By noticing &, v, 6 € [0, 1],
we find that 0 < ¢ < (1 —60)+4+0 =1. Thus, the lower
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bound in Eq. (38) can be simplified as follows:

/1 01 —v — &) d@:/l— fl-t-v)  (-00-f-v
0o 1=0)EA =8 +6v(l—v)+6(1—-0)1—-v—E§) o §+0-§-v)p A-§-(1-§-v)o
B g 1—¢
=£&In +(1—=-&)In——=. (40)
1—v v
From Egs. (37), (38), and (40), we find that the irreversibility and the extracted work fulfill the following relation:
i WHIPe(W) — Py(—W)]|}
(G)F:/ {2w Lo W)LPeC )= ol M L, @
0 2w fa(W)2Ps(W)
Hence, our universal relation is tight in the sense that the equality condition can be satisfied even for large values of (o).
B. Illustration of the TUR
The derived TUR [Eq. (26)] implies that (o )f is lower bounded by
/' O((W)E + (W)p)* J0 — /' 0(1 —v—§)° d0
0 (Whe 0o 1=0)E0 -8 +0v(l—v)+0(1-0)(1—-v—E&)
1—
=£&In d +(1—-&)In 5. (42)
1—v v

From Egs. (37) and (42), we find that our TUR is saturated
with the observable of the extracted work,

[N OW)E+ (W)p)?
(o)F =
0 (W he

We remark that the equality of the derived TUR can be at-
tained even when the magnitude of the irreversibility (o) is
arbitrarily large. This suggests that the irreversibility can be
accurately inferred using the averages and variances of the
extracted work in the forward and backward processes.

de. (43)

VI. CONCLUSION AND DISCUSSION

In this paper, we identified the physical essence of a re-
lation between the irreversibility and a physical observable.
From the derived universal relation, we obtained two bounds
on the degree of irreversibility in the forms of the CSL and
TUR, which illustrate the nature that large dissipation is re-
quired to achieve high speed and exquisite precision. As a
future study, it would be interesting to apply these relations
to derive the physical limits of the heat engine performance
[46] and irreversible computations [47,48]. We remark that
the universal relation can be further generalized by noticing

(

that multiple observables can provide more information about
the trajectory distributions of the forward and backward pro-
cesses. In the upcoming paper [49], we propose a method for
estimating entropy production with high accuracy by extend-
ing the derived TUR to include multiple observables.

We anticipate that the work presented here will shed light
on ways to derive rigorous relations among many physical
quantities. Since our approach deploys the monotonicity of the
relative entropy under information processing, its application
is not restricted to systems that contain the notion of time
evolution. This perspective suggests that our method can be
used to derive relations between relevant characteristics of
the broken symmetry in the configurations of both classical
and quantum systems, such as magnetic systems and nematic
liquid crystals [41,50]. Such relations are important not only
in physics but also in the machine-learning field, in which the
evaluation of the relative entropy between the probability dis-
tributions of the data and model is a major problem [51-53].

ACKNOWLEDGMENT

This work was supported by the Ministry of Education,
Culture, Sports, Science and Technology (MEXT) KAKENHI
Grant No. JP19K12153.

[1] U. Seifert, Stochastic thermodynamics, fluctuation theorems
and molecular machines, Rep. Prog. Phys. 75, 126001 (2012).

[2] N. Shiraishi, K. Funo, and K. Saito, Speed Limit for Classical
Stochastic Processes, Phys. Rev. Lett. 121, 070601 (2018).

[3] E. Aurell, C. Mejia-Monasterio, and P. Muratore-Ginanneschi,
Optimal Protocols and Optimal Transport in Stochastic Ther-
modynamics, Phys. Rev. Lett. 106, 250601 (2011).

[4] E. Aurell, K. Gawdzki, C. Mejia-Monasterio, R. Mohayaee, and
P. Muratore-Ginanneschi, Refined second law of thermodynam-
ics for fast random processes, J. Stat. Phys. 147, 487 (2012).

[5] A. Dechant and Y. Sakurai, Thermodynamic interpretation of
Wasserstein distance, arXiv:1912.08405 (2019).

[6] S. Ito and A. Dechant, Stochastic Time Evolution, Informa-
tion Geometry, and the Cramér-Rao Bound, Phys. Rev. X 10,
021056 (2020).

[7] M. Okuyama and M. Ohzeki, Quantum Speed Limit is Not
Quantum, Phys. Rev. Lett. 120, 070402 (2018).

[8] B. Shanahan, A. Chenu, N. Margolus, and A. del Campo, Quan-
tum Speed Limits Across the Quantum-to-Classical Transition,
Phys. Rev. Lett. 120, 070401 (2018).

062132-6


https://doi.org/10.1088/0034-4885/75/12/126001
https://doi.org/10.1103/PhysRevLett.121.070601
https://doi.org/10.1103/PhysRevLett.106.250601
https://doi.org/10.1007/s10955-012-0478-x
http://arxiv.org/abs/arXiv:1912.08405
https://doi.org/10.1103/PhysRevX.10.021056
https://doi.org/10.1103/PhysRevLett.120.070402
https://doi.org/10.1103/PhysRevLett.120.070401

UNIFIED APPROACH TO CLASSICAL SPEED LIMIT AND ...

PHYSICAL REVIEW E 102, 062132 (2020)

[9] A. C. Barato and U. Seifert, Thermodynamic Uncertainty Rela-
tion for Biomolecular Processes, Phys. Rev. Lett. 114, 158101
(2015).

[10] T. R. Gingrich, J. M. Horowitz, N. Perunov, and J. L. England,
Dissipation Bounds All Steady-State Current Fluctuations,
Phys. Rev. Lett. 116, 120601 (2016).

[11] P. Pietzonka, A. C. Barato, and U. Seifert, Universal bounds on
current fluctuations, Phys. Rev. E 93, 052145 (2016).

[12] J. M. Horowitz and T. R. Gingrich, Proof of the finite-time
thermodynamic uncertainty relation for steady-state currents,
Phys. Rev. E 96, 020103(R) (2017).

[13] A. Dechant and S. I. Sasa, Fluctuation-response inequality
out of equilibrium, Proc. Natl. Acad. Sci. USA 117, 6430
(2020).

[14] Y. Hasegawa and T. Van Vu, Uncertainty relations in stochastic
processes: An information inequality approach, Phys. Rev. E
99, 062126 (2019).

[15] Y. Hasegawa and T. Van Vu, Fluctuation Theorem Uncertainty
Relation, Phys. Rev. Lett. 123, 110602 (2019).

[16] T. Van Vu and Y. Hasegawa, Uncertainty relations for
time-delayed Langevin systems, Phys. Rev. E 100, 012134
(2019).

[17] T. Van Vu and Y. Hasegawa, Thermodynamic uncertainty re-
lations under arbitrary control protocols, Phys. Rev. Res. 2,
013060 (2020).

[18] Y. Hasegawa, Quantum Thermodynamic Uncertainty Relation
for Continuous Measurement, Phys. Rev. Lett. 125, 050601
(2020).

[19] J. M. Horowitz and T. R. Gingrich, Thermodynamic uncertainty
relations constrain non-equilibrium fluctuations, Nat. Phys. 16,
15 (2020).

[20] J.Li, J. M. Horowitz, T. R. Gingrich, and N. Fakhri, Quantifying
dissipation using fluctuating currents, Nat. Commun. 10, 1666
(2019).

[21] S. K. Manikandan, D. Gupta, and S. Krishnamurthy, Inferring
Entropy Production from Short Experiments, Phys. Rev. Lett.
124, 120603 (2020).

[22] T. Van Vu, V. T. Vo, and Y. Hasegawa, Entropy production esti-
mation with optimal current, Phys. Rev. E 101, 042138 (2020).

[23] S. Otsubo, S. Ito, A. Dechant, and T. Sagawa, Estimating en-
tropy production by machine learning of short-time fluctuating
currents, Phys. Rev. E 101, 062106 (2020).

[24] A. M. Timpanaro, G. Guarnieri, J. Goold, and G. T. Landi, Ther-
modynamic Uncertainty Relations from Exchange Fluctuation
Theorems, Phys. Rev. Lett. 123, 090604 (2019).

[25] U. Seifert, Entropy Production Along a Stochastic Trajectory
and an Integral Fluctuation Theorem, Phys. Rev. Lett. 95,
040602 (2005).

[26] M. Esposito and C. Van den Broeck, Three Detailed Fluctuation
Theorems, Phys. Rev. Lett. 104, 090601 (2010).

[27] T. Sagawa and M. Ueda, Nonequilibrium thermodynamics of
feedback control, Phys. Rev. E 85, 021104 (2012).

[28] P. P. Potts and P. Samuelsson, Detailed Fluctuation Relation
for Arbitrary Measurement and Feedback Schemes, Phys. Rev.
Lett. 121, 210603 (2018).

[29] T. M. Cover and J. A. Thomas, Elements of Information Theory
(Wiley-Interscience, Hoboken, NJ, 2006).

[30] R. Kawai, J. M. R. Parrondo, and C. Van den Broeck, Dissipa-
tion: The Phase-Space Perspective, Phys. Rev. Lett. 98, 080602
(2007).

[31] E. Roldan and J. M. R. Parrondo, Estimating Dissipation from
Single Stationary Trajectories, Phys. Rev. Lett. 105, 150607
(2010).

[32] E. Rolddn and J. M. R. Parrondo, Entropy production and
Kullback-Leibler divergence between stationary trajectories of
discrete systems, Phys. Rev. E 85, 031129 (2012).

[33] T. Hatano and S. I. Sasa, Steady-State Thermodynamics of
Langevin Systems, Phys. Rev. Lett. 86, 3463 (2001).

[34] M. Baiesi, C. Maes, and B. Wynants, Fluctuations and Response
of Nonequilibrium States, Phys. Rev. Lett. 103, 010602 (2009).

[35] M. Baiesi, C. Maes, and B. Wynants, Nonequilibrium linear
response for Markov dynamics, I: Jump processes and over-
damped diffusions, J. Stat. Phys. 137, 1094 (2009).

[36] T. Nishiyama and I. Sason, On relations between the relative
entropy and x2-divergence, generalizations and applications,
Entropy 22, 563 (2020).

[37] D. Collin, F. Ritort, C. Jarzynski, S. B. Smith, I. Tinoco, and C.
Bustamante, Verification of the Crooks fluctuation theorem and
recovery of RNA folding free energies, Nature (London) 437,
231 (2005).

[38] J. Camunas-Soler, A. Alemany, and F. Ritort, Experimental
measurement of binding energy, selectivity, and allostery using
fluctuation theorems, Science 355, 412 (2017).

[39] T. M. Hoang, R. Pan, J. Ahn, J. Bang, H. T. Quan, and T. Li,
Experimental Test of the Differential Fluctuation Theorem and
a Generalized Jarzynski Equality for Arbitrary Initial States,
Phys. Rev. Lett. 120, 080602 (2018).

[40] T. B. Batalhdo, A. M. Souza, L. Mazzola, R. Auccaise, R. S.
Sarthour, I. S. Oliveira, J. Goold, G. De Chiara, M. Paternostro,
and R. M. Serra, Experimental Reconstruction of Work Distri-
bution and Study of Fluctuation Relations in a Closed Quantum
System, Phys. Rev. Lett. 113, 140601 (2014).

[41] D. Lacoste and P. Gaspard, Isometric Fluctuation Relations for
Equilibrium States with Broken Symmetry, Phys. Rev. Lett.
113, 240602 (2014).

[42] K. Proesmans and J. M. Horowitz, Hysteretic thermodynamic
uncertainty relation for systems with broken time-reversal sym-
metry, J. Stat. Mech. (2019) 054005.

[43] P. P. Potts and P. Samuelsson, Thermodynamic uncertainty re-
lations including measurement and feedback, Phys. Rev. E 100,
052137 (2019).

[44] G. Falasco, M. Esposito, and J. C. Delvenne, Unifying thermo-
dynamic uncertainty relations, New J. Phys. 22, 53046 (2020).

[45] T. Koyuk and U. Seifert, Thermodynamic uncertainty relation
for time-dependent driving, arXiv:2005.02312 (2020).

[46] P. Pietzonka and U. Seifert, Universal Trade-Off between
Power, Efficiency, and Constancy in Steady-State Heat Engines,
Phys. Rev. Lett. 120, 190602 (2018).

[47] A. Bérut, A. Arakelyan, A. Petrosyan, S. Ciliberto, R.
Dillenschneider, and E. Lutz, Experimental verification of
Landauer’s principle linking information and thermodynamics,
Nature (London) 483, 187 (2012).

[48] M. Gavrilov, R. Chétrite, and J. Bechhoefer, Direct measure-
ment of weakly nonequilibrium system entropy is consistent
with Gibbs-aShannon form, Proc. Natl. Acad. Sci. USA 114,
11097 (2017).

[49] V. T. Vo, T. Van Vu, and Y. Hasegawa (unpublished).

[50] P. 1. Hurtado, C. Pérez-Espigares, J. J. Del Pozo, and P. L.
Garrido, Symmetries in fluctuations far from equilibrium,
Proc. Natl. Acad. Sci. USA 108, 7704 (2011).

062132-7


https://doi.org/10.1103/PhysRevLett.114.158101
https://doi.org/10.1103/PhysRevLett.116.120601
https://doi.org/10.1103/PhysRevE.93.052145
https://doi.org/10.1103/PhysRevE.96.020103
https://doi.org/10.1073/pnas.1918386117
https://doi.org/10.1103/PhysRevE.99.062126
https://doi.org/10.1103/PhysRevLett.123.110602
https://doi.org/10.1103/PhysRevE.100.012134
https://doi.org/10.1103/PhysRevResearch.2.013060
https://doi.org/10.1103/PhysRevLett.125.050601
https://doi.org/10.1038/s41567-019-0702-6
https://doi.org/10.1038/s41467-019-09631-x
https://doi.org/10.1103/PhysRevLett.124.120603
https://doi.org/10.1103/PhysRevE.101.042138
https://doi.org/10.1103/PhysRevE.101.062106
https://doi.org/10.1103/PhysRevLett.123.090604
https://doi.org/10.1103/PhysRevLett.95.040602
https://doi.org/10.1103/PhysRevLett.104.090601
https://doi.org/10.1103/PhysRevE.85.021104
https://doi.org/10.1103/PhysRevLett.121.210603
https://doi.org/10.1103/PhysRevLett.98.080602
https://doi.org/10.1103/PhysRevLett.105.150607
https://doi.org/10.1103/PhysRevE.85.031129
https://doi.org/10.1103/PhysRevLett.86.3463
https://doi.org/10.1103/PhysRevLett.103.010602
https://doi.org/10.1007/s10955-009-9852-8
https://doi.org/10.3390/e22050563
https://doi.org/10.1038/nature04061
https://doi.org/10.1126/science.aah4077
https://doi.org/10.1103/PhysRevLett.120.080602
https://doi.org/10.1103/PhysRevLett.113.140601
https://doi.org/10.1103/PhysRevLett.113.240602
https://doi.org/10.1088/1742-5468/ab14da
https://doi.org/10.1103/PhysRevE.100.052137
https://doi.org/10.1088/1367-2630/ab8679
http://arxiv.org/abs/arXiv:2005.02312
https://doi.org/10.1103/PhysRevLett.120.190602
https://doi.org/10.1038/nature10872
https://doi.org/10.1073/pnas.1708689114
https://doi.org/10.1073/pnas.1013209108

VO, VAN VU, AND HASEGAWA PHYSICAL REVIEW E 102, 062132 (2020)

[51] C. M. Bishop, Pattern Recognition and Machine Learning [53] X. Nguyen, M. J. Wainwright, and M. 1. Jordan, Esti-

(Springer, Berlin, 2006). mating divergence functionals and the likelihood ratio by
[52] I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning convex risk minimization, IEEE Trans. Inf. Theory 56, 5847
(MIT Press, Cambridge, MA, 2016). (2010).

062132-8


https://doi.org/10.1109/TIT.2010.2068870

