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Biased lattice random walks (BLRW) are used to model random motion with drift in a variety of empirical
situations in engineering and natural systems such as phototaxis, chemotaxis, or gravitaxis. When motion is
also affected by the presence of external borders resulting from natural barriers or experimental apparatuses,
modelling biased random movement in confinement becomes necessary. To study these scenarios, confined
BLRW models have been employed but so far only through computational techniques due to the lack of an
analytic framework. Here, we lay the groundwork for such an analytical approach by deriving the Green’s
functions, or propagators, for the confined BLRW in arbitrary dimensions and arbitrary boundary conditions. By
using these propagators we construct explicitly the time-dependent first-passage probability in one dimension
for reflecting and periodic domains, while in higher dimensions we are able to find its generating function. The
latter is used to find the mean first-passage passage time for a d-dimensional box, d-dimensional torus or a
combination of both. We show the appearance of surprising characteristics such as the presence of saddles in
the spatiotemporal dynamics of the propagator with reflecting boundaries, bimodal features in the first-passage
probability in periodic domains and the minimization of the mean first-return time for a bias of intermediate
strength in rectangular domains. Furthermore, we quantify how in a multitarget environment with the presence
of a bias shorter mean first-passage times can be achieved by placing fewer targets close to boundaries in contrast
to many targets away from them.
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I. INTRODUCTION

Random walk models have been ubiquitously applied
across a variety of disciplines both with continuous space-
time variables, i.e., Brownian walks [1], and with discrete
variables (in space and time), i.e., lattice random walks (LRW)
[2]. Due to their simplicity, LRW have been used as null mod-
els to understand the stochastic dynamics in polymer chains
[3], record statistics [4], population genetics [5], foraging
behavior in animals [6], diffusion on the surface of stars [7],
energy transfer in molecules [8,9], and protein transport along
DNA [10,11], to name just a few. LRW have also inspired
many theoretical approaches to study coverage times [12,13],
resetting random walks [14], and anomalous dynamics in dis-
ordered systems [15].

For many real systems, the use of LRW has provided a
convenient way to extract information about the statistics of
an important quantity, the so-called first-passage probability,
or a related one, the so-called first-return probability. They
measure the probability that a random variable has reached or
returned to a given value for the first time. These quantities
represent a work-horse in random search processes and, more
generally, in transport calculations [16–18]. In many empirical
scenarios, when natural or artificial barriers resulting from
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experimental apparatuses affect the dynamics, LRW models
need to be modified to account for the presence of bound-
aries. The effects on the first passage statistics become quite
significant when the spatial domain is bounded as exemplified
by the mean return time (MRT) and mean first-passage time
(MFPT) becoming finite as compared to infinite when space
is unbounded. Explicit expressions for the MRT have been es-
tablished long ago [19], those for the MFPT up to 3D for both
rectangular and periodic lattices have been known for some
time [20,21], while the analogous ones in higher-dimensional
cases have been found more recently [22].

Despite the large amount of analytic studies on LRW
in confined space and their related first-passage statistics
[18,23,24], there has been no attempt to generalise the ex-
pressions for the MRT or the MFPT when motion is not
completely random but possesses a bias in some direction,
the so-called biased lattice random walks (BLRW). Similarly
there has been no analytic progress for the first-passage and
return probability, with studies on confined BLRW having
been mainly computational [25–28]. This is somewhat sur-
prising given that there are significant areas of research where
BLRW models are employed. They include biological sys-
tems such as cell migration due to concentration gradients
(chemotaxis) [25,26], bacteria drifting toward a light source
(phototaxis) [27], or upwards movement of single-celled algae
in response to gravity (gravitaxis) [29]. In engineering it is
worth mentioning the application of BLRW to study routing
protocol for wireless sensor networks [30], to analyze the
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degradation of pavement [28] and to model field-driven
translocation of tracer particles [31].

With the only closed-form results for BLRW in finite
domains pertaining to the generating function of the 1D prop-
agator with two absorbing boundaries [32], there is a need
to develop a general framework that allows to derive analyt-
ically various transport quantities. Here we are able to do so
by extending the LRW techniques in Ref. [22] to construct
analytically the confined time-dependent propagator and its
generating function for BLRW in arbitrary dimensions and
arbitrary boundary conditions. These propagators are then
used to study first-passage and first-return statistics and obtain
analytic expressions for the MRT and MFPT.

The remainder of the paper is organized as follows.
Section II deals with BLRW in 1D; it develops a symmetriza-
tion procedure that allows to impose different boundary
conditions and find the propagator generating functions. The
time-dependent propagators are also presented. The derivation
of time-dependent first-passage probabilities and mean first-
passage times using the propagator expressions form Sec. III.
In Sec. IV we treat the problem in higher dimensions, us-
ing a hierarchical procedure to obtain BLRW propagators
in arbitrary dimensions and arbitrary boundary conditions.
Using these results we derive the MFPT in d-dimension with
reflecting boundaries (d-box), periodic boundaries (d-torus),
or a mixture of periodic and reflecting boundaries. Last, a
summary of the findings are presented in Sec. V.

II. TIME-DEPENDENT PROPAGATORS
IN ONE DIMENSION

We start by considering the dynamics of a random walker
with bias on a 1D infinite lattice. It is conveniently described
by utilizing two parameters q and g. The parameter q controls
the “diffusivity,” with q = 0 representing a walker that never
moves, while q = 1 a walker that moves at each time step. We
take the probability of jumping to the neighboring site on the
left as q

2 (1 + g), while the probability of jumping to the right
as q

2 (1 − g), and 1 − q as the probability of not moving. The
parameter g controls the strength of the bias. When g = 0, the
movement is diffusive, whereas the cases g = 1 and g = −1
are, respectively, the ballistic limit to the left and right. The
dynamics are governed by the Master equation

P(n, t + 1) = (1 − q)P(n, t ) + q

2
(1 − g)P(n − 1, t )

+ q

2
(1 + g)P(n + 1, t ), (1)

with n representing the lattice site and t the discrete
time variable. The solution of Eq. (1) can be obtained by
Fourier transforming, P̂(κ, t ) =∑∞

n=−∞ P(n, t )e−iκn, subse-
quently by finding the generating function and finally by
inverse transforming to real space to obtain [32]

P̃n0 (n, z) = η f
n−n0

2 α−|n−n0|

zq sinh
[
acosh

(
η

β

)] , (2)

with P̃(n, z) =∑∞
t=0 P(n, t )zt and with n0 indicating the

localized initial condition P(n, 0) = δn,n0 , where δ is a
Kronecker delta. For convenience we have employed the

following notation:

f = 1 − g

1 + g
, η = 1 + f

2
√

f
, β = zq

1 − z(1 − q)
,

α = exp

[
acosh

(
η

β

)]
, (3)

and the subscript notation Pn0 to denote a localized initial
condition at n = n0. The absence of a bias, that is g → 0,
implies that f , η → 1, and one recovers the expression of the
propagator of the so-called lazy lattice walker [22], that is a
Polya’s walk where the walker may also stay put at each time
step.

A. Symmetrization procedure in presence of boundaries

When imposing boundary conditions, the method of im-
ages is an intuitive and effective technique to solve the Master
equation. However, when the dynamics are spatially asym-
metric, the method breaks down. If one wishes to employ it,
the Master equation needs to be made symmetric first. This
can be accomplished using a technique used originally by
Montroll [33]. That technique was used to construct the propa-
gator for a biased continuous-time random walk in presence of
a single boundary. Here we extend that technique to multiple
boundaries and discrete time. Applying the transformation

Q(n, t ) = f − n
2 P(n, t )ωt − μ f − n+1

2 P(n + 1, t )ωt (4)

to Eq. (1), or applying its equivalent in z domain,

Q̃(n, z) = f − n
2 P̃(n, zω) − μ f − n+1

2 P̃(n + 1, zω), (5)

where μ � 0 and ω−1 = 1 − q + q
η
, results in a symmetrized

dynamics given by

Q(n, t + 1) = ω(1 − q)Q(n, t )

+ qω

2η
[Q(n − 1, t ) + Q(n + 1, t )]. (6)

To transform back from the symmetric probability Q̃(n, z)
to the original P̃(n, z), one exploits the recursive nature of
transformation Eq. (5) to write

P̃(n, z) = f
n
2

∞∑
j=0

μ j Q̃
(

m + j,
z

ω

)
, (7)

where Q̃(n, z) is the general solution to Eq. (6) in z domain.
The corresponding initial condition of Q(n, t ) is related to that
of P(n, t ) via Q(n, 0) = f − n

2 P(n, 0) − μ f − n+1
2 P(n, 0). The

general solution of Eq. (6) is given by

Q̃(n, z) =
∞∑

m=−∞
Q(m, 0)H̃m(n, z), (8)

where [22]

H̃n0 (n, z) = ηϕ−|n−n0|

zωq sinh
[
acosh

(
1
ζ

)] (9)

is the propagator of Eq. (6) and with

ζ = zωq

η[1 − zω(1 − q)]
(10)
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FIG. 1. Schematic diagram showing the effect of the symmetrizing transformation Eq. (4) or Eq. (5) on a single reflecting (leftmost) or a
single absorbing (rightmost) boundary with the lattices displayed vertically. The red circles represent sites in the bulk of the domain, the blue
circles represent sites adjacent to a reflecting boundary shown as a dashed black line and the green circles are absorbing sites. A reflecting
boundary is a constraint imposed on two sites: With the barrier between the sites n and n + 1, the flux between them must be zero. In so
doing the probability of not moving at these sites becomes 1 − q

2 (1 − g) or 1 − q
2 (1 + g) for the site above the boundary n + 1 or below the

boundary n, respectively. An absorbing boundary is a constraint on a single lattice site where the probability at the site must be zero. Under the
transformation, both the reflective boundary between sites n and n + 1 and the absorbing boundary at n with asymmetric dynamics become an
absorbing site n with symmetric dynamics.

and

ϕ = exp

[
acosh

(
1

ζ

)]
. (11)

Using the symmetric solution Eq. (9), it becomes possible
to apply the method of images for various types of bound-
ary conditions. In the following sections, to distinguish the
different cases, we use the calligraphic notation, i.e., P (γ )

and Q(γ ), for semibounded domains, and P(γ ) and Q(γ )

for finite domains where γ = a, r, m, p represents, respec-
tively, absorbing, reflecting, mixed (one reflecting and one
absorbing) and periodic boundary conditions. The unbounded
occupation probability is represented by P and Q without any
superscript γ .

B. Semibounded propagators

For semi-infinite domains we consider bias random walks
on Z+. The two straightforward types of boundary conditions
that one can impose are a single reflection and a single ab-
sorption; they are pictorially represented in Fig. 1. In both
of these cases, the semibounded propagator is constructed
as a superposition of two unbounded propagators. For a sin-
gle absorbing boundary at n = 1, the requirement P̃(1, z) =
0 corresponds, in the symmetric propagator, to Q̃(1, z) = 0

and with μ = 0. The boundary condition is satisfied using a
single mirror image giving the general solution Q̃(a)(n, z) =∑∞

m=1 Q(a)(m, 0)[H̃m(n, z) − H̃2−m(n, z)], where the spatial
convolution is over the semi-infinite domain and where
Q(a)(m, 0) is the initial condition after symmetrization, that
is obtained from Eq. (4) when t = 0. For an initial condi-
tion P (a)(n, 0) = δn,n0 the propagator with a single absorbing
boundary at site n = 1 is

P̃ (a)
n0

(n, z) = η f
n−n0

2 (α−|n−n0| − α−|n+n0−2|)
zq sinh

[
acosh

(
η

β

)] . (12)

A reflective boundary condition on the asymmetric prop-
agator requires the flux across the boundary to be zero.
With the boundary between site n = 0 and n = 1, the
zero flux condition is given by f P̃(0, z) − P̃(1, z) = 0. The
corresponding conditions on the symmetric propagator are
μ = f − 1

2 and Q̃(0, z) = 0. With μ �= 0, under the trans-
formation Eq. (5), the space between the lattice in the P
domain become sites in the Q domain and vice versa. The
zero flux boundary condition is transformed into an ab-
sorbing one that is satisfied using a single image and a
symmetrized initial condition Q(a)(n, 0), i.e., Q̃(a)(n, z) =∑∞

m=0 Q(a)(m, 0)[H̃m(n, z) − H̃−m(n, z)], where once again
Q(a)(m, 0) is the initial condition obtained from Eq. (4) when
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t = 0. Transforming back to the original propagator using
Eq. (7) is quite involved and key steps are given in Ap-
pendix A 1. For an initial condition P (r)(n, 0) = δn,n0 the
propagator with a single reflective boundary between sites
n = 0 and n = 1 is given by

P̃ (r)
n0

(n, z) = η f
n−n0

2 (α−|n−n0| − α−|n+n0|ξ )

zq sinh
[
acosh

(
η

β

)] , (13)

where

ξ = f
1
2 − α

f
1
2 − α−1

. (14)

In Fig. 1 we display pictorially the two transformations in the
absorbing and reflecting cases, both leading to an absorbing
boundary condition in the symmetrized case.

C. Bounded propagators

Having studied propagators on a semi-infinite domain
we now turn to random walks on the finite 1D lattice
1 � n � N . We start with the simplest of these cases, a
finite domain with two absorbing walls. In addition to the
absorbing site n = 1 we have an absorbing boundary at
n = N giving the further constraint P̃(N, z) = 0, which
corresponds to the condition Q̃(N, z) = 0 and μ = 0 in
Eq. (5). In this case, the bounded solution is constructed
with infinite images of the unbounded propagators and the
convolution is only over sites within the domain, Q̃(a)(n, z) =∑N

m=1

∑+∞
k=−∞ Q(a)(m, 0)[H̃m−2k(N−1)(n, z) − H̃2−m−2k(N−1)

(n, z)], where Q(a)(m, 0) is the symmetrized initial condition
in a finite domain obtained from Eq. (D4). With a localized
initial condition, P(a)(n, 0) = δn,n0 , after computing the
double summation the propagator with two absorbing
boundaries is

P̃(a)
n0

(n, z) = η f
n−n0

2

zq sinh
[
acosh

(
η

β

)]{2 sinh
[
(N − n>)acosh

(
η

β

)]
sinh

[
(n< − 1)acosh

(
η

β

)]
sinh

[
(N − 1)acosh

(
η

β

)] }
, (15)

where we use the notation n> = 1
2 (n + n0 + |n − n0|) and n< = 1

2 (n + n0 − |n − n0|).
For two reflective boundaries we consider a domain with two impenetrable barriers: The first between the sites n = 0 and

n = 1, the second between the sites n = N and n = N + 1, thus imposing the constraints f P̃(0, z) − P̃(1, z) = 0 and f P̃(N, z) −
P̃(N + 1, z) = 0, respectively. With the choice μ = f − 1

2 in Eq. (5), these constraints corresponds to the conditions Q̃(0, z) = 0
and Q̃(N, z) on the symmetric propagator We follow the same procedure as the absorbing case by constructing the bounded so-
lution with infinite images of the unbounded propagator, Q̃(a)(n, z) =∑N

m=0

∑+∞
k=−∞ Q(a)(m, 0)[H̃m+2kN (n, z) − H̃−m+2kN (n, z)],

where once again Q(a)(m, 0) is the initial condition after symmetrization from Eq. (4) (for a full derivation see Appendix A 2).
With the initial condition P(r)(n, 0) = δn,n0 , the resulting propagator with two reflective boundaries is

P̃(r)
n0

(n, z) =
f

n−n0−1
2
{

f
1
2 sinh

[
(N − n>)acosh

(
η

β

)]− sinh
[
(N + 1 − n>)acosh

(
η

β

)]}
(z − 1) sinh

[
acosh

(
η

β

)]
sinh

[
Nacosh

(
η

β

)]
×
{

f
1
2 sinh

[
n<acosh

(
η

β

)]
− sinh

[
(n< − 1)acosh

(
η

β

)]}
. (16)

For the mixed boundary condition (reflecting between n = 0 and n = 1 and absorbing at n = N) we take the propagator with
a single reflective boundary given in Eq. (13), and construct the propagator by considering the probability of being at site n
and having not visited the boundary site N [34], P(m)

n0
(n, t ) = P (r)

n0
(n, t ) −∑t

t ′=0 F (r)
n0

(N, t ′)P (r)
N (n, t − t ′), where F (r)

n0
(n, t ) is the

first-passage probability of being at site n at time t for a walker that started at site n0 in a lattice with an impenetrable barrier
between n = 0 and n = 1. In z-domain the relation is simply P̃(m)

n0
(n, z) = P̃ (r)

n0
(n, z) − F̃ (r)

n0
(N, z)P̃ (r)

N (n, z) where F̃ (r)
n0

(N, z) can
be found in Eq. (D1). After some algebra one finds the expression

P̃(m)
n0

(n, z) =
2 f

n−n0
2 η sinh

[
(N − n>)acosh

(
η

β

)]{
f

1
2 sinh

[
n<acosh

(
η

β

)]− sinh
[(

n< − 1
)
acosh

(
η

β

)]}
zq sinh

[
acosh

(
η

β

)]{
f

1
2 sinh

[
N acosh

(
η

β

)]− sinh
[
(N − 1)acosh

(
η

β

)]} . (17)

Last, we consider a biased random walk on a 1D periodic domain with N distinct sites, which implies that P̃(n, z) = P̃(n +
kN, z) for any integer k. To satisfy the boundary condition one simply wraps the unbounded propagator Eq. (2) via the summation
P̃(p)

n0 (n, z) =∑∞
k=−∞ P̃n0 (n + kN, z). Evaluating the sum yields

P̃(p)
n0

(n, z) =
η f

n−n0
2
{

sinh
[
(N − |n − n0|)acosh

(
η

β

)]+ f − N sgn(n−n0 )
2 sinh

[|n − n0|acosh
(

η

β

)]}
zq sinh

[
acosh

(
η

β

)](
cosh

[
Nacosh

(
η

β

)]− cosh[Nacosh(η)]
) , (18)

where sgn(n) is the signum function, defined as sgn(n) = −1 when n < 0, sgn(n) = 1 when n > 0, and sgn(n) = 0 when n = 0.

Equations (16), (17), and (18) are not known in the litera-
ture, even though expressions similar to Eqs. (16) and (17) can

be found in Refs. [35,36], where the continuous time BLRW
was derived using an alternative procedure. This procedure

062124-4



CLOSED-FORM SOLUTIONS TO THE DYNAMICS OF … PHYSICAL REVIEW E 102, 062124 (2020)

was also used in Ref. [32] to derive Eqs. (12), (13), and (15),
for the discrete time BLRW, but only for the case when q = 1,
that is an always moving walker.

D. Time-dependent propagators with finite domains

To find the time dependence of the propagators one
must evaluate the integral (inverse z transform) P(γ )

n0 (n, t ) =

(2π i)−1
∮

P̃(γ )
n0 (n, z)z−t−1dz, with |z| < 1 and where the in-

tegration contour is counterclockwise. Equivalently, one can
find time-dependent solution more directly by solving the
matricial Master equation

�P(t + 1) = A · �P(t ), (19)

where the tridiagonal matrix A with perturbed corners is given
by

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 − q + ε
q
2 (1 + g) σ

p
2 (1 − g) 1 − q . . .

q
2 (1 − g) . . . q

2 (1 + g)
. . . 1 − q q

2 (1 + g)
ν

q
2 (1 − g) 1 − q + δ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (20)

The different types of boundary conditions are accounted for
by a relevant size of A and appropriately chosen parameters
ε, δ, σ and ν: Reflective boundaries with ε = q

2 (1 + g), δ =
q
2 (1 − g), ν = σ = 0 and AN×N ; absorbing boundaries with
ε = δ = ν = σ = 0 and A(N−2)×(N−2); mixed boundaries with
ε = q

2 (1 + g), δ = ν = σ = 0 and A(N−1)×(N−1); and periodic
boundaries with ν = q

2 (1 + g), σ = q
2 (1 − g), ε = δ = 0 and

AN×N . By diagonalizing the matrix A, the solution can be
written as �P(t ) = LEt R �P(0) where, respectively, L and R are
matrices containing the left and right normalized eigenvectors,
while E is the diagonal matrix of eigenvalues. The spa-
tial dependence is determined by the eigenvectors while the
eigenvalues give the time dependence. These eigenvalues and
eigenvectors are known explicitly for the absorbing, reflecting
and periodic cases [37–39], while for the mixed boundary
condition we exploit the properties of Chebyshev polynomials
to write a propagator with time-dependent coefficients known
numerically (see Appendix B for details). To represent the
time-dependent propagator a convenient notation is

P(γ )
n0

(n, t ) =
W (γ )∑

k=w(γ )

h(γ )
k (n, n0)

[
1 + s(γ )

k

]t
, (21)

where w(p) = 0 and W (p) = N − 1 for the periodic case;
w(r) = 0 and W (r) = N − 1 for the reflecting case; w(a) = 1
and W (a) = N − 2 for the absorbing case; and w(m) = 1 and
W (m) = N − 1 for the mixed case. The time dependence is
defined by [1 + s(γ )

k ]
t

with

s(γ )
k =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

q cos
(

2kπ
N

)+ iqg sin
(

2kπ
N

)− q, γ = p,
q
η

cos
(

kπ
N−1

)− q, γ = a,
q
η

cos (θk ) − q, γ = m,

q
η

cos
(

kπ
N

)− q, k �= 0,

0, k = 0,

}
γ = r,

(22)

where cos (θk ) is the kth root of the orthogonal polynomial
f

1
2 UN−1[cos (θ )] − UN−2[cos (θ )] and where Un is an nth or-

der Chebyshev polynomial of the second kind. The spatial
dependence in Eq. (21) is

h(γ )
k (n, n0) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

exp
[

2kπ i(n−n0 )
N

]
N , γ = p,

2 f
n−n0

2 sin
[(

n−1
N−1

)
kπ

]
sin
[(

n0−1
N−1

)
kπ

]
N−1 , γ = a,

2 f
n−n0

2 sin[(N−n> )θk ]{ f
1
2 sin[n<θk ]−sin[(n<−1)θk ]}

(N−1) cos[(N−1)θk ]−N f
1
2 cos [Nθk ]

, γ = m,

f
n−n0−1

2

{
f

1
2 sin
[

nkπ
N

]
−sin
[

(n−1) kπ
N

]}{
f

1
2 sin
[

n0kπ

N

]
−sin
[

(n0−1) kπ
N

]}
N
(
η−cos

[
kπ
N

]) , k �= 0,

f n−1(1− f )
1− f N , k = 0,

⎫⎪⎬⎪⎭ γ = r.

(23)

In the periodic case, h(p)
k (n, n0) and s(p)

k are both complex,
but Eq. (21) is real. When g = 0, s(p)

k becomes real and
h(p)

k (n, n0) = cos [ 2kπ (n−n0 )
N ] because the sin terms cancels out.

In Fig. 2, we plot the propagator in Eq. (21) with two
absorbing boundaries (γ = a) at n = 1 and at n = N and with

a negative bias, g = −0.3. The drift to the right is evident
from the movement of the peak of the probability, while the
broadening of the overall shape is due to diffusion.

Using the 1D propagators in Eq. (21) it is possible to
recover known solutions to the bounded drift-diffusion equa-
tion. In Appendix C we outline the limiting procedure to

062124-5



SEERALAN SARVAHARMAN AND LUCA GIUGGIOLI PHYSICAL REVIEW E 102, 062124 (2020)

obtain the continuous space-time propagators for the four
boundary conditions studied.

III. FIRST-PASSAGE PROCESSES IN ONE DIMENSION

An important quantity in transport calculations, already in-
troduced in Sec. II C, is the first-passage probability, Fn0 (n, t ),
to reach a target site n from site n0 at time t [40]. It is

directly related to the propagator through the renewal relation
in z-domain F̃n0 (n, z) = P̃n0 (n, z)/P̃n(n, z). We consider first
the reflective domains and subsequently the periodic domain.
Using the propagator Eq. (16), the generating function of
the first-passage probability is written in a compact manner
[see Eq. (D1)] by considering the case when n > n0 and vice
versa. Through a z-inversion the time-dependent first-passage
probability can be written as

F (r)
n0

(n, t ) = q f
n−n0

2

η

⎧⎪⎪⎨⎪⎪⎩
∑n−1

k=1
sin (θk )

{
f

1
2 sin (n0θk )−sin [(n0−1)θk ]

}[
1−p+ p

η
cos (θk )

]t−1

(n−1) cos[(n−1)θk ]− f
1
2 n cos (nθk )

n > n0,∑N−n
k=1

sin (ψk )
(

f
1
2 sin [(N−n0 )ψk ]−sin [(N+1−n0 )ψk ]

)[
1−p+ p

η
cos (ψk )

]t−1

(N+1−n) cos[(N+1−n)ψk ]− f
1
2 (N−n) cos [(N−n)ψk ]

n < n0,

(24)

with F (r)
n0

(n, 0) = 0, and where cos (θk ) and cos (ψk ) are, respectively, the kth roots of the orthogonal polynomial

f
1
2 Un−1[cos (θk )] − Un−2[cos (θk )] and f

1
2 UN−1−n[cos (ψk )] − UN−n[cos (ψk )] with U−1 = 0

For the periodic case a similar procedure gives a compact expression in Eq. (D2) by treating n > n0 and n < n0 separately.
Using the signum function the time dependence can be written conveniently as the following single expression:

F (p)
n0

(n, t ) = q f
n−n0

2

ηN

N−1∑
k=1

(−1)k+1 sin

(
kπ

N

){
sin

[
(N− |n− n0|)kπ

N

]
+ sin

[
|n− n0|kπ

N

]
f−

Nsgn(n−n0 )
2

}[
1− q+ q

η
cos

(
kπ

N

)]t−1

,

(25)

with F (p)
n0 (n, 0) = 0.

In the case of periodic domains, an interesting feature is
the appearance of two peaks in the first-passage probability.
While the first-passage dynamics of a diffusive walker in a
periodic domain is monomodal, in the presence of a bias one
can find bimodal features. To display these features we plot
F (p)

n0 (n, t ) in Fig. 3. Figures 3(a)–3(d) depict the first-passage
probability to the same target at n = 4 starting from n0 = 2
but each panel represents a stronger bias from left to right.

FIG. 2. One-dimensional propagator with absorbing boundaries
at sites 1 and 101. The localized initial condition is at n0 = 2 and
the bias and diffusive parameters are, respectively, g = −0.3 and
q = 0.8. Each of the curves represent the probability at different
times, with the left most curve being at t = 40, the right most being
at t = 280 and �t = 40 between each of them. The dots are from
Eq. (21) with γ = a, whereas the solid lines are obtained by solving
iteratively Eq. (19).

Figures 3(e)–3(h) have the same bias, g = 0.35, but the target
locations are displaced away from the starting site n0 = 2. In
the absence of a bias, i.e., Fig. 3(a), one finds a monomodal
probability function characteristic of diffusive processes. As
the bias is increased to positive values (first row), the walker
is more likely to travel leftwards taking the longer route to
reach the target (via the site N) resulting in the appearance of
a second peak and at the same time the gradual loss of the
first. In the left ballistic limit, one expects the first peak to be
completely lost and the second peak to be a Kronecker δ at
N − n + n0 [see Eqs. (D4) and (D5) in Appendix D for the
limiting expressions of Eq. (25) when f → 0 and f → ∞].
With the bias fixed (second row), as one moves the target site
further away from n0 and opposite to the direction of the bias,
the first peak is gradually lost while the second becomes more
prominent. With the target site close to n0, the distance to
travel against the bias to reach n is small enough such that
there is still a high probability of reaching n from n0 without
visiting N . As one increases the distance between n0 and n,
with n > n0, the likelihood of a walker traveling this distance
against the bias decreases resulting in the progressive loss of
the first peak.

A. Mean first-passage time

By using the first-passage generating function with re-
flecting or periodic boundaries, in Eq. (D1) or Eq. (D2) in
Appendix D, one finds the mean of the probability through
T (γ )

n0→n = d
dz F̃ (γ )

n0 (n, z)|z→1, to give the MFPT,

T (r)
n0→n = 1

q

( f + 1)

( f − 1)2
{(n − n0)( f − 1)

+ f
N
2 [1−sgn(n−n0 )]( f 1−n − f 1−n0 )} (26)
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FIG. 3. First-passage probability of a 1D random walk with bias in a periodic domain with N = 50 sites, initial position n0 = 2, and
diffusive parameter q = 0.1. Panels (a)–(d) all have the target at site n = 4, but differ in the bias which is, respectively, g = 0, 0.3, 0.45, and
0.6. The panels (e), (f) have the same bias, g = 0.35, while differing in the position of the target site, which is n = 4, 6, 8 and 10, respectively.
The solid black line is from Eq. (25), whereas the blue circles are from 106 stochastic simulations.

and

T (p)
n0→n = 1

q

( f + 1)

( f − 1)( f N − 1)
{(n − n0)( f N − 1)

+ N f
N
2 [1−sgn(n−n0 )](1 − f n−n0 )}. (27)

In the left (right) ballistic limit, that is q → 1 and f → 0
( f → ∞) of Eq. (26), we find the MFPT to be |n − n0| if
the target is in the direction of the bias or infinite if the
target is against the bias. However, the MFPT with periodic
boundaries in Eq. (27) will always be finite: With n > n0 in
the left ballistic limit T (p)

n0→n = N − |n − n0|, while in the right
ballistic limit T (p)

n0→n = |n − n0| and vice versa. In the diffusive
limit, i.e., f → 1, Eqs. (26) and (27) reduce to [22]

T (r)
n0→n = 1

q
[N |n − n0| + (n − n0)(n + n0 − 1 − N )]

and

T (p)
n0→n = 1

q
(N − |n − n0|)|n − n0|,

respectively.

IV. DYNAMICS IN HIGHER DIMENSIONS

To find propagators in higher dimensions we need both
the series solution and the compact solution from the method
of images. The procedure for finding propagators in higher
dimension is a slight variation of the eight-step method intro-
duced by one of the present authors [22]. To illustrate this new
procedure we first present the case of a walker in a 2D domain
with reflective boundary conditions.

A. Two-dimensional propagator with reflective boundaries

We start by considering the dynamics of a walker on a
2D lattice that is bounded along the first dimension whilst
unbounded in the second. The probability of stepping left or
right along the first dimension are, respectively, q1

4 (1 − g1) or

q1

4 (1 + g1). Similarly stepping left or right along the second
dimension are, respectively, q2

4 (1 − g2) or q2

4 (1 + g2). In the
bulk of the domain, the probability of remaining at a site is
1 − q1

2 − q2

2 , while along the left (or right) boundary at n1 = 1
(or at n1 = N1), is 1 − q1

4 (1 − g1) − q2

2 (or 1 − q1

4 (1 + g1) −
q2

2 ). The dynamics in the bulk of the domain are governed by
the Master equation

P(n1 , n2 , t + 1)

=
[
1 − q1

2
− q2

2

]
P(n1 , n2 , t )

+ q1

4
[(1− g1)P(n1 − 1, n2 , t )+ (1+ g1)P(n1 + 1, n2 , t )]

+ q2

4
[(1− g2)P(n1 , n2 − 1, t )+(1+ g2)P(n1 , n2 + 1, t )],

(28)

along the left boundary by

P(1, n2 , t +1)

=
[
1 − q1

4
(1 − g1) − q2

2

]
P(1, n2 , t )

+ q2

4
[(1 − g2)P(1, n2 − 1, t )+ (1+ g2)P(1, n2 + 1, t )]

+ q1

4
(1 + g1)P(2, n2 , t ), (29)

and along the right boundary by

P(N1, n2 , t + 1)

=
[
1 − q1

4
(1 + g1) − q2

2

]
P(N1, n2 , t )

+ q2

4
[(1− g2)P(1, n2 − 1, t )+ (1 + g2)P(1, n2 + 1, t )]

+ q1

4
(1 − g1)P(N1 − 1, n2 , t ), (30)
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Note that
∑N1

n1=1

∑N2
n2=1 P(n1 , n2 , t + 1) =∑N1

n1=1

∑N2
n2=1

P(n1 , n2 , t ), which indicates that Eqs. (28), (29), and (30)
represent a probability preserving Master equation.

Symmetrizing the dynamics and Fourier transforming
along the second dimension results in an effective 1D prob-
lem, analogous to Eq. (19),

Q̂(n1 , κ2, t + 1) =
N1∑

�=1

Bn1 ,� Q̂(�, κ2, t ), (31)

where B is a tridiagonal matrix with elements on the upper
and lower diagonal being, respectively, ωq1

2 (1 + g1) and
ωq1

2 (1 − g1) with ω−1 = 1 − q2

2 + q2

2η2
. The elements along

the diagonal are B�,� = ω[1 − q1

2 − q2

2 + q2

η2
cos (κ2)], when

� �= 1, N1, B1,1 = ω[1 − q1

4 (1 − g1) − q2

2 + q2

η2
cos (κ2)],

BN1,N1 = ω[1 − q1

4 (1 + g1) − q2

2 + q2

η2
cos (κ2)]. After

supplementing the initial conditions Q̂(n1 , κ2, 0) =
δn1 ,n01

e−iκ2n02 f
− n02

2
2 (1 − f −1

2 ), Eq. (31), due to the comparable
structure with Eq. (19), can be solved explicitly in z and
Fourier domains. Subsequently, inverse Fourier transforming
the second dimension, applying the method of images,
reversing to the asymmetric propagator and finally, after
inverse z transforming, one obtains the exact spatiotemporal
dependence (the calculation is outlined in Appendix E).
Knowledge of the identity Eq. (G1), allows us to write
the time-dependent solution to the 2D random walks with
independent bias in each dimension as

P(r1,r1 )
�n0

(n1 , n2 , t )

= λ1λ2 +
N1−1∑
k1=1

N2−1∑
k2=1

h(r1 )
k1

(n1 , n01 )h(r2 )
k2

(n2 , n02 )

×
[

1 + s(r1 )
k1

2
+ s(r2 )

k2

2

]t

+ λ1

N2−1∑
k2=1

h(r2 )
k2

(n2 , n02 )

[
1 + s(r2 )

k2

2

]t

+ λ2

N1−1∑
k1=1

h(r1 )
k1

(n1 , n01 )

[
1 + s(r1 )

k1

2

]t

, (32)

where

λi = f ni−1
i (1 − fi )

1 − f Ni
i

.

A similar procedure can be applied for the case of the ab-
sorbing, periodic, and mixed boundary conditions, although
in the latter case, as mentioned earlier, the analytic solution
is not fully explicit, but based on the numerical roots of the
orthogonal polynomials of the form f

1
2 Us−1(x) − Us−2(x).

In Fig. 4, we plot P(r1,r2 )
�n0

(n1, n2, t ) for a specific time
value with the left-downward bias �g = (0.1, 0.1). A feature
worth pointing out is the appearance of two saddle points
that emerge at intermediate times. They appear due to the
steady-state probability at the boundary being higher than the

FIG. 4. Two-dimensional propagator, from Eq. (32), evaluated at
t = 103 with a domain of size �N = (101, 101). The initial condition
is �n = (71, 71), the diffusion parameters are �q = (0.8, 0.8) and the
bias parameters are �g = (0.1, 0.1).

transient peak. In 1D this results in the appearance of a local
minimum.

B. Propagator in arbitrary dimensions
and arbitrary boundary conditions

We use a hierarchical procedure to contruct bias lattice
walk propagators of any dimensions by generalizing the pro-
cedure used to derive the 2D random walk propagator Eq. (32)
(the summary of the procedure can be found in Appendix F).
The resulting analytic propagators are

P(�γ )
�n0

(�n, t ) =
W (γ1 )∑

k1=w(γ1 )

· · ·
W (γd )∑

kd =w(γd )

d∏
j=1

h
(γ j )
k j

(nj , n0 j )

×
[

1 + s(γ1 )
k1

d
+ · · · + s(γd )

kd

d

]t

, (33)

with s(γ )
k and h(γ )

k (n, n0) defined, respectively, in Eqs. (22) and
(23), and with ω(γ ) and W (γ ) defined after Eq. (21). Using
Eq. (33), one can derive first-passage (or first-return) proba-
bility and mean-first passage times in higher dimensions with
an abitrary combination of reflecting and periodic boundaries
which were previously unknown. Such expressions enable one
to study transport process that were, until now, only possible
through numerical means. In the following subsections we
employ Eq. (33) to reveal an intricate bias depedence on
the time-dependent first-return probability, and we study the
effect of bias on the mean first-passage times in a multitarget
environment.

1. First-return processes in higher dimensions

A useful quantity in studying search processes is the proba-
bility of the first recurrence of an event, that is the probability
of a lattice walker returning to the starting location for the
first time. The first-return probability, or henceforth, the re-
turn probability, is derived via the renewal equation and in
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FIG. 5. Return probability to the site �n = (5, 18) as a function of the bias �g for a 2D BLRW with reflecting boundaries. We use a domain of
size �N = (20, 20) and a diffusion parameter of value �q = (0.8, 0.8). A positive (negative) g1 indicates a drift to the left (right), while a positive
(negative) g2 indicates a drift downwards (upwards). The panels (a) to (e) represent, respectively, R(r)(n, t ) at time t = 10, 102, 103, 104, and
105.

z-domain it is given by R̃(�r)(�n, z) = 1 − [P̃(r)
�n (�n, z)]

−1
. The

study of the return probability on lattice random walks has
a long history [41,42]. Used originally for unbounded d-
dimensional lattices where it is found that a walker returns
with certainty to the starting location in 1D and 2D while for
higher dimensions there is a finite probability that the walker
does not return. Although the walker is bound to return to its
initial position in unbounded 1D and 2D domains, the mean
return time (MRT) is always infinite. In bounded domains,
however, the MRT is finite and is equal to the reciprocal
of the steady-state probability at the site [19]. For a LRW
(without bias) the steady-state probability is uniform and the
MRT reduces to the domain size. In the presence of a non
uniform steady state, as is the case with BLRW with reflecting
boundaries, the MRT, R(�r)

�n , becomes site-dependent and the
return dynamics may be rather complex. Namely, given an
off-centre lattice site, one finds the MRT to be minimized for
a bias with a specific direction (see Appendix H).

However, the MRT may hide the nuances of the temporal
dynamics. To examine these dynamics, we use the starting lo-
cation �n = (5, 18), and track the return probability, R(�r)(�n, t ),
at different times. We do this in Fig. 5 by plotting R(�r)(�n, t )
as a function �g. We use known numerical methods [43] to
invert the generating function and plot in each panel the return
probability for progressively longer times from Fig. 5(a) to
5(e).

At short times [Fig. 5(a)] one finds the return probability
to be independent of the bias direction as any bias pushes the

walker away from the starting location lowering the likelihood
of return. With t = 102 in Fig. 5(b) we observe greater return
probabilities for certain values of g1 > 0 and g2 < 0. Since the
time t is comparable to the shortest MRT (see Appendix H),
one expects the likelihood of returning at t = 102 to be greater
for the bias that yields the shortest MRT. A further increase
in time (t = 103) results in the appearance of a void. The
void represents an area around a local minimum of R(�r)(�n, t ).
Its appearance indicates that a large number of the trajec-
tories for which the bias has values inside, have already
returned when compared to those with bias outside of the
void. We thus observe an arched area of high return proba-
bility in Fig. 5(c) compared to the area around a maximum
in Fig. 5(b). Increasing time further in Figs. 5(d) and 5(e)
results in the expansion of the void as stronger biases are
necessary to increase the probability of returning at longer
times. One also observes the radial stretching of the area
of high return probability as the dependence on the bias di-
rection is progressively lost. In the limit of large time the
high values of R(�r)(�n, t ) acquires a square shape close to
the extreme values of �g, namely, (−1,−1), (−1, 1), (1, 1),
and (1,−1).

2. First-passage processes in higher dimensions

Using the z transform of Eq. (33) one can show that the
MFPT in higher dimensions with either reflective, periodic or
a mixture of the two types of boundaries, is given by

T (�γ )
�n0→�n = d

�

W (γ1 )∑
k1=0

· · ·
W (γ1 )∑
kd =0

k1+···+kd >0

h(γ1 )
k1

(n1 , n0d ) · · · h(γd )
kd

(nd , n0d ) − h(γ1 )
k1

(n1 , n1 ) · · · h(γd )
k1

(nd , nd )

s(γ1 )
k1

+ · · · + s(γd )
kd

, (34)

where � =∏d
j=1 h

(γ j )
0 (nj , n0 j ), which is dependent only on

nj when γ = r, and is independent of nj and n0 j when γ =
p; where s(γ )

k and h(γ )
k (n, n0) are defined, respectively, in

Eqs. (22) and (23); and with W (γ ) defined after Eq. (21).
The first-passage dynamics becomes very rich in the pres-

ence of multiple targets as the bias toward a specific target

influences dramatically the time it takes to reach either of the
targets. We show this dependence by plotting in Fig. 6 the
MFPT to either of three targets as a function of the position
of the first target in a 2D box with reflective boundaries.
We use Eq. (34) and the MFPT expression to either of three
targets from Ref. [22]. Figure 6(a) depicts the schematic
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FIG. 6. MFPT in a 2D domain of size �N = (41, 41) with reflective boundary conditions to either of three targets. The walker is initially
at �n0 = (21, 1) with diffusion parameter �q = (0.8, 0.8). The coordinates of the first target are �n1 = (m, m) with 1 � m � 41, while that of the
second and third targets are static with respective positions �n2 = (1, 31) and �n3 = (6, 26). The different biases considered are �g1 = (0.1, −0.1),
�g2 = (−0.1, −0.1), �g3 = (−0.1, 0.1), �g4 = (0.1, 0.1) and the fully diffusive case �g5 = (0, 0). Panel (a) shows a schematic diagram of the setup
with the positions of the targets, the initial condition and the directions of the different biases. In panel (b) for each bias we plot the MFPT as
a function of the position of the third target.

diagram of the lattice, the biases and the position of the
targets. The position of the targets �n2 and �n3 are fixed while
the position of the first target �n1 = (m, m) is slid along the
diagonal.

The bias �g1 shows the least dependence on the position of
the first target. With the bias �g1, the walker always has a high
probability of reaching the second or third target regardless
of the position of the first. The shorter MFPT in this case
occurs when the line connecting �n0 to �n1 is parallel to �g1,
i.e., when m = 11. The diffusive case, �g5, shows a slightly
stronger dependence on m than �g1, with its shortest MFPT
value being attributed to when the first target is closer to �n0,
that is when m = 14. As the direction of the bias �g3 is always
away from the targets, the MFPT decreases as the first target
is moved. It gives the minimum MFPT in correspondence to
the shortest distance that the walker travels against the bias to
reach �n1.

With �g2 and �g4 being opposite to each other and parallel
to any of the positions of the first target, the corresponding
MFPT displays similar characteristics. When m = 1 (m =
41), corresponding with the first target located in the bottom-
left (top-right) corner, the bias �g4 (�g2) exhibits the shortest
MFPT due to the bias pushing trajectories toward the corner.
As m is increased from m = 1, the MFPT of �g4 increases due
to �n1 moving out of the bottom-left corner. Analogously, as
m is decreased from m = 41, �n1 moves out of the top-right
corner causing the MFPT of �g2 to increase. The difference
in the high values of the MFPT of �g4 when m > 30, and
the MFPT of �g2 when m < 10, is due to the position of the
second and third targets. With �n2 and �n3 being closer to the
bottom-left than the top-right corner, one expects the largest
MFPT of �g4 to be smaller than the largest MFPT of �g2, and
vice versa for the shortest MFPT.

An interesting observation is that when the first target is
positioned in the top-right corner with m > 35, the MFPT of
�g2 and �g1 are comparable. It highlights the strong dependence
of the MFPT on the positioning of the targets relative to the

boundary corner. In the presence of a bias, one can achieve
shorter or similar MFPTs by positioning fewer targets close
to the corner and in the direction of the bias (�g2 case with high
m) as opposed to many targets away from it (�g1 case).

Our observations are particularly relevent in the domain of
field-driven translocation in channels with periodic corruga-
tion. Here, one is interested in the first-passage times of tracer
particle moving under an external bias. Recent numerical
analysis [31] reveals that particles travel close to the bound-
aries as they pass through a funnel. For further work, it would
be interesting to reaffirm such results, by studying the MFPT
using a similar setup to Fig. 6(a), but with targets concentrated
in the corner and by changing the initial position instead of
a target position. With the two orthogonal boundaries acting
like a funnel one expects similar results to those observed
numerically.

V. CONCLUSIONS

We conclude, by reminding that while the continuous-time
BLRW in confined domains has been studied extensively in
1D [35,36], a thorough treatment of the analogous discrete
time case was missing from the literature and only the prop-
agator for the case q = 1 and with absorbing boundaries was
known [32]. Compared to Ref. [32], here we have derived the
generating function of the 1D propagator in finite domains
by employing an alternative procedure yielding both finite
series and compact expressions, with the latter used to create
the generating function for the first-passage probability in
reflecting and periodic domains. To find the time-dependent
propagators, we have used known results for tridiagonal ma-
trices with perturbed corners [39,44] instead of inverting the
generating function of the propagators via a contour integral.
From the finite series time-dependent propagators we have
recovered the known solutions to the drift-diffusion equa-
tion, linking the movement parameters of a BLRW with the
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drift velocity and the diffusion coefficient for a Brownian
walker.

By exploiting the properties of Chebyshev polynomials,
the generating function of the first-passage probability with
periodic and reflective boundaries was inverted explicitly
to yield the exact time dependence. Surprisingly, the peri-
odic case was shown to display bimodal features when its
analog without bias is known to be monomodal. Last, by
employing a hierarchical-dimensional reduction we have de-
rived time-dependent propagators for the confined BLRW
in any number of dimensions and with arbitrary boundary
conditions. The propagators were then used to find explicit

expressions for the mean first-passage time in a d-dimensional
box, torus or an arbitrary combination of both. The generating
function of the propagators have also highlighted the influ-
ence a bias may have on the time dependence of the return
probability.
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APPENDIX A: DERIVATION OF PROPAGATORS IN 1D WITH REFLECTIVE BOUNDARIES

1. Single reflective boundary

The Kronecker δ initial condition for the propagator P (r)
n0

(n, 0) = δn,n0 gives an initial condition for the symmetric

propagator with μ = f − 1
2 in Eq. (4) equal to Q(a)(n, 0) = f − n

2 δn,n0 − f − n+2
2 δn+1,n0 . Convoluting this initial condition with

the symmetric propagator (9) and accounting for the contribution of the image of the initial condition via Q̃(a)(n, z) =∑∞
m=0 Q(a)(m, 0)[H̃m(n, z) − H̃−m(n, z)] gives

Q̃(a)(n, z) = ϕ−|n−n0| − ϕ−|n+n0|

[1 − zω(1 − q)]
√

1 − ζ 2
− f − 1

2 (ϕ−|n−n0+1| − ϕ−|n+n0−1|)

[1 − zω(1 − q)]
√

1 − ζ 2
, (A1)

where ζ and ϕ are defined in Eq. (10) and Eq. (11), respectively. Using Eq. (A1) in Eq. (7) yields

P̃ (r)
n0

(n, z) = 1

[1 − z(1 − q)]
√

1 − ( β

η

)2 ∞∑
j=0

f − j
2 (α−|n−n0+ j| − α−|n+n0+ j|) − f − j+1

2 (α−|n−n0+ j+1| − α−|n+n0+ j−1|). (A2)

To assist in evaluating Eq. (A2), it is useful to consider the full summation as differences of two series. The difference involving
α−|n−n0| terms produces

∞∑
j=0

f − j
2 α−|n−n0+ j| −

∞∑
j=0

f − j+1
2 α−|n−n0+ j+1| = α−|n−n0|, (A3)

as the only surviving term is the j = 0 term, whereas evaluating the sum with the terms α−|n+n0| gives

∞∑
j=0

f − j+1
2 α−|n+n0+ j−1| −

∞∑
j=0

f − j
2 α−|n+n0+ j| = α−|n+n0|(α − f

1
2
)

f
1
2 − α−1

. (A4)

Hence, the propagator with a single reflective boundary between the sites n = 0 and n = 1 in z-domain is

P̃ (r)
n0

(n, z) = 1

[1 − z(1 − q)]
√

1 − ζ 2

[
α−|n−n0| + α−|n+n0|(α − f

1
2
)

f
1
2 − α−1

]
. (A5)

With some simple algebra one then obtains Eq. (13) in the main text.

2. Two reflective boundaries

With the domain being finite, one must construct the bounded propagator with an infinite number of images of
the propagator Eq. (9) with shifted initial conditions. Similar to the case with a single reflecting boundary, the initial
condition P(r)

n0
(n, 0) = δn,n0 translates into μ = f − 1

2 and Q(a)(n, 0) = f − n
2 δn,n0 − f − n+2

2 δn+1,n0 . Convolution of this initial
condition with the general solution constructed with infinite images of the unbounded propagator Eq. (9) via Q̃(a)(n, z) =∑N

m=0

∑+∞
k=−∞ Q(a)(m, 0)[H̃m+2kN (n, z) − H̃−m+2kN (n, z)] gives

Q̃(a)(n, z) =
∞∑

k=−∞

ϕ−|n−n0+2kN | − ϕ−|n+n0+2kN |

[1 − zω(1 − q)]
√

1 − ζ 2
− f − 1

2

∞∑
k=−∞

ϕ−|n−n0+1+2kN | − ϕ−|n+n0−1+2kN |

[1 − zω(1 − q)]
√

1 − ζ 2
. (A6)
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Summing the images yields the solution to the symmetric propagator with absorbing boundaries at n = 0 and n = N ,

Q̃(a)(n, z) = ϕN−|n−n0| + ϕ−N+|n−n0| − ϕN−|n+n0| − ϕ−N+|n+n0|

(ϕN − ϕ−N )[1 − zω(1 − q)]
√

1 − ζ 2

− f − 1
2

{
ϕN−|n−n0+1| + ϕ−N+|n−n0+1| − ϕN−|n+n0−1| − ϕ−N+|n+n0−1|

(ϕN − ϕ−N )[1 − zω(1 − q)]
√

1 − ζ 2

}
. (A7)

To transform back to the symmetric propagator we apply the transformation Eq. (7) to Eq. (A7) and we obtain

P̃ (r)
n0

(n, z) =
∞∑
j=0

f − j
2

⎧⎨⎩αN−|n−n0| + α−N+|n−n0| − αN−|n+n0| − α−N+|n+n0|

(αN − α−N )[1 − z(1 − q)]
√

1 − ( η

β

)2
⎫⎬⎭

−
∞∑
j=0

f − j+1
2

⎧⎨⎩αN−|n−n0+1| + α−N+|n−n0+1| − αN−|n+n0−1| − α−N+|n+n0−1|

(αN − α−N )[1 − z(1 − q)]
√

1 − ( η

β

)2
⎫⎬⎭. (A8)

We proceed in a similar fashion as before by considering pairwise differences of the series. The α±N∓|n−n0| terms result in the
difference of two geometric series, namely,

α±N∓|n−n0| =
∞∑
j=0

f − j
2 α±N∓|n−n0+ j| −

∞∑
j=0

f − j+1
2 α±N∓|n−n0+ j+1|, (A9)

while the α±N∓|n+n0| terms produce a difference of the following geometric series

α±N∓|n+n0|
[

α − f
1
2

f
1
2 − α−1

]±1

=
∞∑
j=0

f − j+1
2 α±N∓|n+n0+ j−1| −

∞∑
j=0

f − j
2 α±N∓|n+n0+ j|. (A10)

Putting everything together we find

P̃(r)
n0

(n, z) = η f
n−n0

2

zq sinh
[
acosh

(
η

β

)]{αN−|n−n0| + α−N+|n−n0| − αN−|n+n0|ξ − α−N+|n+n0|ξ−1

2 sinh
[
Nacosh

(
η

β

)] }
, (A11)

and with some further algebra we obtain Eq. (16) in the main text.

APPENDIX B: TIME-DEPENDENT SOLUTION WITH MIXED BOUNDARY CONDITION

We rewrite the mixed propagator Eq. (17) in terms of Chebyshev polynomials of the second kind,

P̃(m)
n0

(n, z) =
2η f

n−n0
2 UN−n>−1

(
η

β

){
f

1
2 Un<−1

(
η

β

)− Un<−2
(

η

β

)}
zq
{

f
1
2 UN−1

(
η

β

)− UN−2
(

η

β

)} . (B1)

To find the inverse z transform of Eq. (17), we first find the roots of the orthogonal polynomial f
1
2 UN−1(σ ) − UN−2(σ ). Defining

cos (θk ) as the roots, the time-dependent solution is then written as

2 f
n−n0

2

N−1∑
k=1

lim
σ→cos(θk )

[
1 − p + p

η
cos(θk )

]t
[σ − cos(θk )]UN−n>−1(σ )

{
f

1
2 Un<−1(σ ) − Un<−2(σ )

}
f

1
2 UN−1(σ ) − UN−2(σ )

. (B2)

To evaluate the limit we apply L’Hôpital’s rule [45] to obtain

2 f
n−n0

2

N−1∑
k=1

[
1 − p + p

η
cos(θk )

]t
UN−n>−1(σ )

{
f

1
2 Un<−1(σ ) − Un<−2(σ )

}
− limσ→cos(θk )

1
sin2(θk )

{
N
[

f
1
2 TN (σ ) − TN−1(σ )

]+ TN−1 − cos(θk )
[

f
1
2 UN−1(σ ) − UN−2(σ )

]} , (B3)

and with some further algebraic manipulation we obtain Eq. (21) with γ = m.

APPENDIX C: CONTINUOUS TIME AND SPATIAL LIMITS OF THE ONE-DIMENSIONAL PROPAGATORS

The continuous space and time propagators of the biased lattice walk in finite domains, that is the drift-diffusion bounded
propagator can be recovered by appropriate limiting procedures. We consider first the continuous-time discrete-space analog
of the 1D propagators [i.e., Eq. (21) in the main text] given by C(γ )

n0 (n, τ ) =∑∞
s=0 W (s, τ )P(γ )

n0 (n, s) [46,47], where W (s, τ ) is
the probability of s jumps to occur in (continuous) time τ . With ψ (τ ), the probability of a jump event to occur at time τ , one
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can construct W (s, ε) = 1−ψ (ε)
ε

ψ (ε), where f (ε) = ∫∞
0 e−εt f (t )dt is the Laplace transform of f (t ). Laplace transforming and

evaluating the geometric sum yields

C
(γ )
n0

(n, ε) =
W (γ )∑

k=w(γ )

h(γ )
k (n, n0)[1 − ψ (ε)]

ε
{
1 − ψ (ε)

[
1 + s(γ )

k

]} . (C1)

Defining ψ (τ ) = 2Re−2Rτ , where R is a rate, and its Laplace transform ψ (ε) = 2R/(ε + 2R), one can inverse Laplace transform
Eq. (C1) obtaining the continuous-time discrete-space biased random walk in finite domains,

C(γ )
n0

(n, τ ) =
W (γ )∑

k=w(γ )

h(γ )
k (n, n0)e2Rτ s(γ )

k . (C2)

To take the continuous spatial limit of Eq. (C2), we consider a lattice spacing b with b, g → 0 and R, N, n, n0 → +∞, such that
x = bn, x0 = bn0, L = Nb, Rqb2 → D, and g/b → v/2D, where L is the domain size (0 � x, x0 � L), D the diffusion constant and
v the drift velocity. Evaluation of these limits requires different steps for each of the boundary conditions which are outlined in
the following sections.

1. Absorbing boundaries

From Eq. (C2), the continuous-time discrete-space propagator with absorbing boundaries is given by

C(a)
n0

(n, τ ) =
N−1∑
k=1

2 f
n−n0

2 sin
[(

n−1
N−1

)
kπ
]

sin
[( n0−1

N−1

)
kπ
]

N − 2
exp

{
−2Rqτ

[
1 − 1

η
cos

(
kπ

N − 1

)]}
. (C3)

The term f
n−n0

2 in Eq. (C3) needs to be rewritten as exp [ 1
2 (n − n0) ln ( f )] before Taylor expansion of ln ( f ) with f = 1−g

1+g to
obtain

exp

[
1

2
(n − n0) ln ( f )

]
→ exp

[
v(x0 − x)

2D

]
, (C4)

where bn → x, bn0 → x0 and g/b → v/(2D). The time-dependent term in Eq. (C2) requires a Taylor expansion of the cos(θ )

term around θ = 0 and η = (
√

1 − g2)
−1

around g = 0. With Nb → L, one then has

2Rp

[
1 − 1

η
cos

(
kπ

N − 1

)]
→ v2

4D
+ Dπ2k2

L2
. (C5)

Combining these results we recover the continuous space-time solution to the drift-diffusion equation with absorbing boundaries
(see e.g., Eq. (1.1.4-7) in Ref. [48]),

C(a)
x0

(x, τ ) = 2

L

∞∑
k=1

sin

(
kπx

L

)
sin

(
kπx0

L

)
exp

[
−Dπ2k2τ

L2
+ 2v(x0 − x) − τv2

4D

]
. (C6)

2. Reflecting boundaries

Using Eq. (C2), the continuous-time discrete-space propagator with two reflective boundaries is

C(r)
n0

(n, τ ) = f n−1(1 − f )

1 − f N
+ 2 f

n−n0
2

N

N−1∑
k=1

(
f

1
2 sin

[
nkπ
N

]− sin
[
(n − 1) kπ

N

])(
f

1
2 sin

[ n0kπ
N

]− sin
[
(n0 − 1) kπ

N

])
1 + f − 2 f

1
2 cos

(
kπ
N

)
× exp

{
−2Rpτ

[
1 − 1

η
cos

(
kπ

N

)]}
. (C7)

For the continuous spatial limit the procedure is analogous to the case with two absorbing boundaries. The important differences
with the absorbing case are the steady-state term,

lim
τ→∞C(r)

n0
(n, τ ) = f n−1(1 − f )

1 − f N
, (C8)

and the 1
2 (1 + f ) − f

1
2 cos ( kπ

N ) term in Eq. (C7). Starting with the steady-state term and rewriting

f n−1(1 − f )

1 − f N
= (1 − f ) exp [(n − 1) ln( f )]

1 − exp [N ln ( f )]
, (C9)
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one has to expand the ln ( f ) term, as done for the absorbing case, before taking the limits. The steady-state probability density
in the continuous case becomes

lim
t→∞Cx0 (x, τ ) = v exp

(
vx
D

)
D
[
1 − exp

(
vL
D

)] . (C10)

For the terms inside the summation, it is convenient to expand the n and n0 dependence first and rewrite(
f

1
2 sin

[
nkπ
N

]− sin
[
(n − 1) kπ

N

])(
f

1
2 sin

[ n0kπ
N

]− sin
[
(n0 − 1

)
kπ
N

])
1 + f − 2 f

1
2 cos

(
kπ
N

)
=
{

sin
[

nkπ
N

](
f

1
2 csc

[
kπ
N

]− cot
[

kπ
N

])+ cos
[

nkπ
N

]}{
sin
[ n0kπ

N

](
f

1
2 csc

[
kπ
N

]− cot
[

kπ
N

])+ cos
[ n0kπ

N

]}
(1 + f ) csc2

[
kπ
N

]+ 2 f
1
2 cot

[
kπ
N

]
csc
[

kπ
N

] . (C11)

With a Taylor expansion of f
1
2 csc [θ ] − cot [θ ], around θ = 0, where θ = kπ

N is the expansion variable, we find the limits

lim
N → ∞
b, g → 0

{
f

1
2 csc

[
kπ

N

]
− cot

[
kπ

N

]}
= − vL

2Dkπ
, (C12)

similarly,

lim
N → ∞
b, g → 0

{
(1 + f ) csc2

[
kπ

N

]
+ 2 f

1
2 cot

[
kπ

N

]
csc

[
kπ

N

]}
= v2L2

4D2k2π2
. (C13)

We finally recover the continuous space-time propagator with two reflective boundaries

C(r)
x0

(x, τ ) = v exp
(

vx
D

)
D
[
1 − exp

(
vL
D

)] + 2

L
exp

[
2v(x0 − x) − τv2

4D

]

×
∑∞

k=1

{
cos
[

kπx
L

]− μk sin
[

kπx
L

]}{
cos
[ kπx0

L

]− μk sin
[ kπx0

L

]}(
1 + μ2

k

) exp

(
−Dπ2k2τ

L2

)
, (C14)

where μk = vL/(2Dkπ ), (e.g., see Eq. (1.1.4-8) in Ref. [48]).

3. Mixed boundaries

The discrete-space continuous-time propagator with mixed boundary conditions is

C(m)
n0

(n, τ ) = 2 f
n−n0

2

N − 1

N−1∑
k=1

2 f
n−n0

2 sin[(N − n>)θk]
{

f
1
2 sin[n<θk] − sin[(n< − 1)θk]

}
(N − 1) cos[(N − 1)θk] − N f

1
2 cos [Nθk]

× exp

{
−2Rqτ

[
1 − 1

η
cos

(
kπ

N − 1

)]}
. (C15)

Before taking the limits on the spatial dependence, it is necessary to study first the effect of the limits on the relationship

f
1
2 UN−1(σ ) − UN−2(σ ) = 0. (C16)

We rewrite the Chebyshev polynomials in Eq. (C16) using their trigonometric definition to yield

f
1
2 sin [Nacos(σ )] − sin [(N − 1)acos(σ )] = 0. (C17)

Expanding the sin [(N − 1)acos(σ )] results in the relationship

tan [Nacos(σ )] = sin [acos(σ )]

cos[acos(σ )] − f
1
2

. (C18)

Defining θk = bρk = acos(σ ) and substituting we find

tan (Lρk )

ρk cos (bρk )
= sin (bρk )

ρk[cos2 (bρk ) − f
1
2 cos (bρk )]

, (C19)

which, in the limit b → 0 and g → 0, results in the transcendental equation

tan (Lρk )

ρk
= 2D

v
. (C20)
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Expanding the numerator and denominator in the spatial dependence h(m)
k (n, n0), and with the help of Eq. (C18) we find

h(m)
k (n, n0) = 2 f

n−n0
2
(

cos (θk ) − f
1
2
){tan(Nθk ) cos(n<θk ) − sin(n>θk )}{tan (Nθk ) cos(n<θk ) − sin(n<θk )}

(N − 1)[cos (θk ) + tan (Nθk ) sin(θk )] − N f
1
2

. (C21)

With the n> dependence being equivalent to the n< dependence in Eq. (C21), we rewrite

h(m)
k (n, n0) = f

n−n0
2

Bk
[tan(Nθk ) cos(nθk ) − sin(nθk )][tan (Nθk ) cos(n0θk ) − sin(n0θk )], (C22)

where

Bk = (N − 1)[cos (θk ) + tan (Nθk ) sin(θk )] − N f
1
2

2
[

cos (θk ) − f
1
2
] .

After substituting bρk = θk , in the continuous limit we find

h(m)
k (x, x0) = 1

Ak
exp

[
v(x0 − x)

2D

][
tan(Lρk ) cos(xρk ) − sin(xρk )

][
tan (Lρk ) cos(x0ρk ) − sin(x0ρk )

]
, (C23)

where

Ak = lim
N → ∞
b, g → 0

bBk = lim
b,g→0

{
(L − b)[cos (bρk ) + tan (Lρk ) sin(bρk )] − L f

1
2

2[cos (bρk ) − f
1
2 ]

}
= −2D

v
+ L

cos2 (Lρk )
. (C24)

Putting everything together we recover the continuous-time continuous-space solution (see Eq. (1.1.4-9) in Ref. [48]) with mixed
boundary conditions,

C(m)
x0

(x, τ ) = exp

[
2v(x0 − x) − τv2

4D

]∑∞
k=1

1

Ak

[
tan(Lρk ) cos(xρk ) − sin(xρk )

][
tan (Lρk ) cos(x0ρk ) − sin(x0ρk )

]
, (C25)

where ρk are the roots of Eq. (C20).

4. Periodic boundaries

Starting with the discrete-space continuous-time propagator,

C(p)
n0

(n, τ ) = 1

N

N−1∑
k=0

exp

{
2kπ i(n − n0)

N
− 2Rpτ

[
1 − cos

(
2kπ

N

)
− ig sin

(
2kπ

N

)]}
, (C26)

one needs to expand the cos and sin terms before taking the limits resulting in the following continuous space-time propagator,

C(p)
x0

(x, τ ) = 1

L

∞∑
k=0

exp

{
2kπ i(x − x0 + v)

L
− 4Dk2π2τ

L2

}
, (C27)

which clearly satisfies the periodic boundary condition. For higher dimensions, the limiting procedure can be carried through to
give the continuous space-time analog which is the product of the one-dimensional propagators [Eqs. (C6), (C14), (C25), and
(C27)] along each direction.

APPENDIX D: FIRST-PASSAGE PROBABILITY AND RELATED QUANTITIES
WITH REFLECTING AND PERIODIC ONE-DIMENSIONAL DOMAIN

The first-passage probability, being the ratio of propagators in the z domain, can be constructed, respectively, for reflecting
and periodic domains from Eqs. (16) and (C18), yielding

F̃ (r)
n0

(n, z) = P̃(r)
n0

(n, z)

P̃(r)
n (n, z)

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
f

n−n0
2

(
f

1
2 sinh

[
n0 acosh

(
η

β

)]
−sinh

[(
n0−1
)

acosh
(

η

β

)])
f

1
2 sinh

[
n acosh

(
η

β

)]
−sinh

[
(n−1) acosh

(
η

β

)] , n > n0,

f
n−n0

2

(
f

1
2 sinh

[
(N−n0 )acosh

(
η

β

)]
−sinh

[
(N+1−n0 ) acosh

(
η

β

)])
f

1
2 sinh

[
(N−n) acosh

(
η

β

)]
−sinh

[
(N+1−n) acosh

(
η

β

)] , n < n0,

(D1)

and

F̃ (p)
n0

(n, z) = P̃(p)
n0 (n, z)

P̃(p)
n (n, z)

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
f

n−n0
2

{
f

1
2 sinh

[
(N−n+n0 )acosh

(
η

β

)]
+ f − N

2 sinh
[

(n−n0 )acosh
(

η

β

)]}
sinh
[

Nacosh
(

η

β

)] , n < n0,

f
n−n0

2

{
f

1
2 sinh

[
(N−n0+n)acosh

(
η

β

)]
+ f

N
2 sinh

[
(n0−n) acosh

(
η

β

)]}
sinh
[

Nacosh
(

η

β

)] , n > n0.

(D2)

Using Eqs. (D1) and (D2) yields the MFPT expressions in Eqs. (26) and (27) in the main text.
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From the generating function of the return probability, R̃(r)(n, z) = 1 − [P̃n(n, z)]
−1

, one can compute the MRT,

R(r)
n = 1 − f N

f n−1(1 − f )
and R(p)

n = N, (D3)

which is, as expected from Kac’s theorem, the reciprocal of the steady-state probability at the site.

First-passage probability when g ± 1 and q �= 1 with periodic boundary

Restricting the walker to move only forward or to remain at a site, that is no back-tracking, involves taking the limits g → ±1,
alternatively, f → 0 or f → ∞ in the first-passage probability expressions for the periodic domain. Although it is trivial to find
the periodic propagator in Eq. (21) for such limits, the same cannot be said of the first-passage probability in Eq. (25) due to the
term f

n−n0
2 . In the latter case it is much easier to derive the first-passage probability by separating the cases n < n0 and n > n0,

and constructing the expression combinatorially. One can show that when g = 1 and n < n0, or when g = −1 and n > n0, the
first-passage probability becomes

F (p)
n0

(n, t ) =
(

t − 1

t − |n − n0|
)

q|n−n0|(1 − q)t−|n−n0|�[t − |n − n0|], (D4)

while when g = 1 and n > n0, or when g = −1 and n < n0, it is

F (p)
n0

(n, t ) =
(

t − 1

t − (N − |n − n0|)
)

qN−|n−n0|(1 − q)t−(N−|n−n0|)�[t − (N − |n − n0|)]. (D5)

When Eq. (D4) applies, the probability of reaching the site is zero if the number of time steps is smaller than the displacement
between the target and initial site, i.e., when t < |n − n0|. At t = |n − n0|, the relation F (p)

n0 (n, t ) = q|n−n0| indicates that the
walker may reach the target by always moving with each step giving a contribution equal to q to the probability. When t >

|n − n0|, the walker has a choice of remaining at any of the sites between n and n0 (excluding n). In that case the coefficient( t−1
t−|n−n0|

)
represents all the possible combinations with which the walker can reach n from n0 by making |n − n0| steps and

t − |n − n0| pauses along the way. However, when Eq. (D5) applies, the walker travels around the domain with the length of the
shortest possible path from n to n0 being N − |n − n0|, and the meaning of the terms are analogous to the case in Eq. (D4). The
case q = 1 corresponds to a Kronecker δ in time: F (p)

n0 (n, t ) = δt,|n−n0| or F (p)
n0 (n, t ) = δt,N−|n−n0|.

APPENDIX E: DERIVATION OF THE TWO-DIMENSIONAL PROPAGATOR

Solving the effective 1D Master equation Eq. (31), and taking the z transform gives

˜̂Q(n1 , κ2, z) = λ1
[
e−iκ2n02 f

− n02
2

2

(
1 − f −1

2

)]
1 − zω

(
1 − q1

2 + q2

2η1
cos
[
κ2
]) + f

n1 −n01
−1

2
1 e−iκ2n02 f

− n02
2

2

(
1 − f −1

2

)
N1

N1 −1∑
k1=1

{
f

1
2

1 sin

[
n1 k1π

N1

]
− sin

[
(n1 − 1)

k1π

N1

]}

×
{

f
1
2

1 sin

[
n01 k1π

N1

]
− sin

[
(n01 − 1)

k1π

N1

]}{
η1 − cos

[
k1π

N1

]}−1

×
{

1 − z

(
1 − q1

2
− q2

2
+ q1

2η1
cos

[
k1π1

N1

]
+ q2

2η2
cos[κ2]

)}−1

, (E1)

where

f2 = 1 − g2

1 + g2
, η2 = 1 + f2

2 f
1
2

2

and λi = f ni−1
i (1 − fi )

1 − f Ni
i

.

To find the analytic expression for the 2D random walker with bias and reflective boundaries in the first dimension, while
diffusive and unbounded in the second dimension, one needs to inverse Fourier transform the second dimension to obtain

Q̃(n1 , n2 z)

= λ1

⎧⎨⎩ 2η2 f
n2 −n02

2
2 ϕ−|n2 −n02 |

zωq2 sinh
[
acosh

(
1
ζ

)]
⎫⎬⎭

+ f
n1−n01

−1

2
1

N1

N1−1∑
k1=1

{
f

1
2

1 sin
[ n1 k1π

N1

]− sin
[
(n1 − 1) k1π

N1

]}{
f

1
2

1 sin
[ n01 k1π

N1

]− sin
[
(n01 − 1) k1π

N1

]}
η1 − cos

[ k1π
N1

] 2η2 f
n2−n02

2
2 ϕ̆−|n2 −n02 |

zωq2 sinh
[
acosh

(
1
ζ̆

)] , (E2)
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where (redefining)

ζ = zωq2

2η2
[
1 − zω

(
1 − q2

2

)] , ζ̆ = zωq2

2η2
{
1 − zω

[
1 − q1

2 − q2

2 + q1

2η1
cos
( kπ1

N1

)]} , ϕ = exp

[
acosh

(
1

ζ

)]
and

ϕ̆ = exp

[
acosh

(
1

ζ̆

)]
.

On Eq. (E2), we use the method of images to impose the boundary condition following the procedure outlined in Appendix A 2
and asymmetrize the second dimension to yield

P̃(r1,r2 )
�n0

(n1 , n2 z) = 2λ1η2 f
n2−n02

2
2

zq2 sinh
[
acosh

(
η2

β

)]{αN2−|n2−n02 | + α−N2+|n2−n02 | − αN2−|n2+n02 |ξ − α−N2+|n2+n02 |ξ−1

sinh
[
N2acosh

(
η2

β

)] }

+ f
n1 −n01

−1

2
1

N1

N1 −1∑
k1=1

{
f

1
2

1 sin
[ n1 k1π

N1

]− sin
[
(n1 − 1) k1π

N1

]}{
f

1
2

1 sin
[ n01 k1π

N1

]− sin
[
(n01 − 1) k1π

N1

]}
η1 − cos

[ k1π
N1

]
× 2η2 f

n2−n02
2

2

zq2 sinh
[
acosh

(
η2

β̆

)]{ ᾰN2−|n2−n02 | + ᾰ−N2+|n2−n02 | − ᾰN2−|n2+n02 |ξ̆ − ᾰ−N2+|n2+n02 |ξ̆−1

sinh
[
N2acosh

(
η2

β̆

)] }
, (E3)

where (redefining)

β = zq2

2
[
1 − z

(
1 − q2

2

)] , β̆ = zq2

2
{
1 − z

[
1 − q1

2 − q2

2 + q1

2η1
cos
( kπ1

N1

)]} , α = exp

[
acosh

(
η2

β

)]
,

ᾰ = exp

[
acosh

(
η2

β̆

)]
ξ = f

1
2

2 − α

f
1
2

2 − 1
α

, and ξ̆ = f
1
2

2 − ᾰ

f
1
2

2 − 1
ᾰ

.

Employing the general identity Eq. (G1) (below) before inverse z transforming results in the time-dependent 2D propagator
Eq. (32) found in the main text.

APPENDIX F: CONSTRUCTING PROPAGATORS OF HIGHER DIMENSIONS

To build a d-dimensional confined lattice random walk with bias, one first considers a semiconfined LRW where the first
d − 1 dimensions are bounded while the final dth dimension is unbounded. Symmetrizing the dynamics in the dth dimension,
yields a biased confined LRW in the d − 1 dimension while being diffusive and unconfined in the dth dimension. By Fourier
transforming along the dth dimension reduces the problem to an effective d − 1-dimensional biased LRW whose solution is
known. Solving for the dynamics in the (diffusive) dth dimension in the Fourier-z-domain and imposing boundary condition
via the method of images, gives the solution to a confined random walk with bias in d − 1 dimensions and no bias in the
dth dimension. Inverting the symmetrization procedure along the dth dimension yields the confined BLRW in d-dimensions in
z-domain. Finally, with the use of the identities Eqs. (G1), (G2), Eq. (G4) or (G3) one inverts the propagator from the z-domain to
the time domain. With such a procedure one can build propagators with arbitrary dimensions and arbitrary boundary conditions.

APPENDIX G: IDENTITIES OF FINITE TRIGONOMETRIC SERIES

For the derivation of the higher-dimensional propagators analytic identities can be obtained by equating the z-transform of
Eq. (21) for each of the different boundary cases with the corresponding Eqs. (15), (16), and (18). For the reflecting condition
we find {

f
1
2 UM−1−m>

[
η

γ
(γ − μ)

]− UM−m>

[
η

γ
(γ − μ)

]}{
f

1
2 Um<−1

[
η

γ
(γ − μ)

]− Um<−2
[

η

γ
(γ − μ)

]}
μUM−1

[
η

γ
(γ − μ)

]
≡ f

m1+m2−1
2 ( f − 1)

μ(1 − f M )
+ 1

M

M−1∑
k=1

{
f

1
2 sin

[m1kπ
N

]− sin
[(

m1 − 1
)

kπ
M

]}{
f

1
2 sin

[m2kπ
N

]− sin
[(

m2 − 1
)

kπ
M

]}(
η − cos

[
kπ
N

])[
γ − μ − γ

η
cos
[

kπ
M

]] , (G1)
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for the absorbing case we generate

UM−1−m>

(
η

γ

)
Um<−2

(
η

γ

)
UM−2

(
η

γ

) ≡ 1

M − 1

M−1∑
k=1

sin
[(m1−1

M−1

)
kπ
]

sin
[(m2−1

M−1

)
kπ
]

η

γ
− cos

[
kπ

M−1

] , (G2)

and for the periodic domain we obtain

f
m
2
[
UM−1−|m|

(
η

γ

)+ U|m|−1
(

η

γ

)
f − M sgn(m)

2
]

TM
(

η

γ

)− TM (η)
≡ 1

M

M−1∑
k=0

exp
(

2kπ im
M

)
η

γ
− cosh

[
2kπ i

M − 1
2 ln

(
f
)] . (G3)

In Eqs. (G1), (G2), and (G3) the meaning of the symbols are as follows: γ and μ are complex constants; M, m and n are integers
with 1 � m1, m2 � N ; f > 0; m> = 1

2 (m1 + m2 + |m1 − m2|) and m< = 1
2 (m1 + m2 − |m1 − m2|); and η = 1

2 (1 + f ) f − 1
2 . The

validity of Eqs. (G1) and (G2) is based on the known general identity Eq. (E1) in Ref. [22], while Eq. (G3) is a new identity that
reduces to Eq. (E3) in Ref. [22] when f , η = 1. There is also a relation (numerical identity) that can be obtained from the mixed
scenario using the procedure in Appendix B given by

UM−1−m>

(
η

γ

)[
f

1
2 Um<−1

(
η

γ

)− Um<−2
(

η

γ

)][
f

1
2 UM−1

(
η

γ

)− UM−2
(

η

γ

)] ≡
M−1∑
k=1

sin[(M − m>)θk]
{

f
1
2 sin[m<θk] − sin[(m< − 1)θk]

}{
(M − 1) cos[(M − 1)θk] − M f

1
2 cos [Mθk]

}[
η

γ
− cos (θk )

] , (G4)

where cos (θk ) is the kth (numerical) root of the orthogonal polynomial f
1
2 UM−1[cos (θ )] − UM−2[cos (θ )].

APPENDIX H: MEAN FIRST-RETURN
TIMES IN HIGHER DIMENSIONS

A hint of the nontrivial dependence of the return dynamics
can be evinced by studying how different initial positions
affect the MRT. We display for this purpose in Fig. 7 the recip-
rocal of the MRT in a 2D domain with reflecting boundaries
with different starting locations, �n, as a function of the bias �g.
Each panel from Figs. 7(a)–7(d) represents a different starting
location which is progressively closer to the top-left corner.
In the presence of a bias, the walker is pushed away from
the starting site. For an initial location at the center of the
domain it results in a weak dependence on the bias direction
as shown in Fig. 7(a). A strong dependence when the starting
location is off-center is instead shown in Figs. 7(b)–7(d).
With the shift in the starting sites from Fig. 7(b) to 7(c) to
7(d), there is a shorter MRT the stronger the bias is directed
toward that corner (g1〈0, g2〉0) with instead long MRT for all
other bias directions. In Fig. 7(b), one may also notice an
asymmetry with respect to the diagonal which is not present

in Figs. 7(c) and 7(d). It is due to the starting site being
closer to the top boundary at n2 = N2 than the left boundary
at n1 = 1.

All panels in Fig. 7 display dependence on the bias
strength. When the starting location is near the center, the
bias toward a corner yields long MRTs when compared with a
diffusive walker (g1 = g2 = 0) which has a natural tendency
to stay near the starting location. Conversely, with the starting
location at a corner, Fig. 7(d), one finds the shortest MRT
when the walker is kept at the starting location with the bias
�g = (1,−1). Interestingly, when the starting location is off-
centre and not at the boundary corner [Figs. 7(b) and 7(d)] the
MRT is minimized for an intermediate bias strength. The latter
is strong enough to reduce the number of trajectories traveling
right or downwards from the starting site whilst weak enough
to allow the walker to travel against the bias when near the
top-left corner. The precise location of the minimum can
be computed numerically for arbitrary dimensions from the

explicit definition R(�r)
�n = [

∏(d )
j=1 h(�r)

0 j
(nj , nj )]

−1
.

FIG. 7. The reciprocal of the MRT, (R(�r)
�n )

−1
, of a 2D BLRW with domain size �N = (20, 20) and diffusion parameter �q = (0.8, 0.8) as a

function of the bias �g. Each panel from (a) to (d) represents different starting sites, respectively, �n = (10, 10), (5, 18), (2, 19), and (1, 20). A
positive (negative) g1 indicates a drift to the left (right), while a positive (negative) g2 indicates a drift downwards (upwards).
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