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Boron carbide (B4C) is of both fundamental scientific and practical interest due to its structural complexity
and how it changes upon compression, as well as its many industrial uses and potential for use in inertial
confinement fusion (ICF) and high-energy density physics experiments. We report the results of a comprehensive
computational study of the equation of state (EOS) of B4C in the liquid, warm dense matter, and plasma phases.
Our calculations are cross-validated by comparisons with Hugoniot measurements up to 61 megabar from planar
shock experiments performed at the National Ignition Facility (NIF). Our computational methods include path
integral Monte Carlo, activity expansion, as well as all-electron Green’s function Korringa-Kohn-Rostoker and
molecular dynamics that are both based on density functional theory. We calculate the pressure-internal energy
EOS of B4C over a broad range of temperatures (∼6 × 103–5 × 108 K) and densities (0.025–50 g/cm3). We
assess that the largest discrepancies between theoretical predictions are �5% near the compression maximum
at 1–2 × 106 K. This is the warm-dense state in which the K shell significantly ionizes and has posed grand
challenges to theory and experiment. By comparing with different EOS models, we find a Purgatorio model
(LEOS 2122) that agrees with our calculations. The maximum discrepancies in pressure between our first-
principles predictions and LEOS 2122 are ∼18% and occur at temperatures between 6 × 103–2 × 105 K, which
we believe originate from differences in the ion thermal term and the cold curve that are modeled in LEOS
2122 in comparison with our first-principles calculations. To account for potential differences in the ion thermal
term, we have developed three new equation-of-state models that are consistent with theoretical calculations and
experiment. We apply these new models to 1D hydrodynamic simulations of a polar direct-drive NIF implosion,
demonstrating that these new models are now available for future ICF design studies.

DOI: 10.1103/PhysRevE.102.053203

I. INTRODUCTION

The design of high-energy density and inertial confinement
fusion (ICF) experiments requires a good description of the
ablator equation of state (EOS). Materials that are typically
used as ablators are plastics, such as hydrocarbons (CH)
and glow discharge polymers (GDP) [1–4]. However, for-
mation of condensed phase microstructures and mixing with
the DT fuel during implosion could affect the performance
of the ignition target [5,6]. Additional materials with higher
density and hardness, such as high-density carbon (HDC),
boron-materials, and beryllium also provide current and fu-
ture options for ablators [7–12]. In comparison to plastics,
these high-tensile strength materials typically exhibit ablation
pressures that are 15–20% higher [8]. Using these materials as
the ablator can have higher x-ray absorption and use a shorter
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laser pulse with a higher ablation rate for a given temperature,
and thereby require a thinner ablator shell while maintaining
the same mass and outer diameter [8,11,13]. Ablators doped
with boron have also been the subject of more recent propos-
als to use reactions with γ rays as a means of quantifying
ablator mix in ICF experiments [14], and boron carbide is of
particular interest for ignition experiments because a method
for producing hollow capsules has already been demonstrated
[15].

In recent studies, Zhang et al. combined several computa-
tional methods to set accurate constraint for the EOS of boron
(B) [13] and boron nitride (BN) [16] over a wide range of
temperatures (∼0.2 eV–50 keV) and densities (0.1–20 times
compression). They also conducted laser shock experiments
at the Omega laser facility and the National Ignition Facility
(NIF) to measure the Hugoniot EOS to pressures of 10–
60 megabar (Mbar) and demonstrated remarkable agreement
with the first-principles predictions. Their data have enabled
building new EOS tables (X52 for B and X2152 for BN) based
on the quotidian EOS (QEOS) model [17,18] and clarifying
the dominating physics (cold curve, ion thermal, or electron
thermal) at different regions of the temperature-density space.
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They also performed 1D hydrodynamic simulations of polar
direct-drive exploding-pusher experiments [19] to explore the
performance sensitivity to the EOS.

Boron carbide is another important member in the fam-
ily of boron materials. At ambient condition, it has a high
melting point, superior hardness, low specific weight, good
resistance to chemical agents, and high neutron absorption
cross section. These outstanding properties allow it to be
widely used for mechanical, electrical, chemical, and nuclear
applications [20]. The ambient crystal structure of B4C has
rhombohedral symmetry (space group R3̄m), similar to that
of α-B, and is characterized by B-rich icosahedra and C-rich
chains. X-ray diffraction experiments reveal this structure to
be stable under static compression at up to 126 GPa [21].
Single-crystal experiments show that the icosahedral units are
less compressible than the unit cell volume and the static
compression is governed by force transfer between the rigid
icosahedra [22]. However, dramatic structural changes have
been reported under shock compression [23–25], scratching
and nanoindentation [26–28], or depressurization [29] and
attributed to amorphization or structural transition that is ac-
companied by changes in hardness, compressibility, or elastic
modulus [23,30,31]. There have also been studies that show
the shear strength of boron-rich boron carbide can be lowered
due to nanotwins [32] and multiscale molecular dynamics
(MD) simulations that relate structural changes to hydrostatic-
ity of compression [33].

Over the past few years, knowledge about the EOS of
boron carbide has advanced significantly. The EOS and melt-
ing curve of B4C were constructed by Molodets et al. [34] that
agree with available experiments at up to megabar pressures,
featuring melting with a negative Clapeyron slope at pressures
below 150 GPa and a positive one above 170 GPa. Jay et al.
[35] performed comprehensive ab initio calculations for boron
carbide at up to 80 GPa and 2000 K, and their temperature-
pressure-concentration phase diagrams show phase separation
of boron carbides in multiple stages and into B and C at above
70 GPa. Fratanduono et al. [36] extended the Hugoniot, sound
velocities, and thermodynamic properties measurements of
liquid B4C to 700 GPa. Shamp et al. [37] performed MD
calculations based on density functional theory (DFT) to de-
termine the Hugoniot curve up to 1500 GPa, and predicted
discontinuities along the Hugoniot at <100 GPa as results
of phase separation and transformation in solid B4C. An
equation-of-state table (LEOS 2122) based on an average
atom-in-jellium model (Purgatorio) [38] has thus been devel-
oped that fits all available experimental Hugoniot data above
100 GPa [36]. However, accurate EOS at higher pressures and
temperatures, in particular those corresponding to the partially
ionized, warm dense state, is still unknown.

The goal of this work is to benchmark the EOS of B4C in a
wide range of temperatures and pressures by combining theo-
retical calculations and experiments. Our theoretical methods
include path integral Monte Carlo (PIMC), pseudopotential
DFT-MD approaches realized in multiple schemes, an activ-
ity expansion method (ACTEX), and an all-electron, Green’s
function Korringa-Kohn-Rostoker (KKR) method. Our exper-
iments consist of seven Hugoniot measurements conducted
at the NIF. The paper is organized as follows: Sec. II out-
lines our computational details; Sec. III describes our shock

FIG. 1. Schematic diagram showing the temperature-density re-
gions at which different methods are used in this work for calculating
the EOS of B4C. The principal Hugoniot from LEOS 2122 is shown
(white curve) for comparison.

experiments; Sec. IV compares our EOS and Hugoniot re-
sults from computation and experiments, constructs new EOS
models, and explores the role of EOS in hydrodynamic sim-
ulations; Sec. V discusses the microscopic physics of B4C
by combining electronic structure and QEOS perspectives;
finally we conclude in Sec. VI.

II. COMPUTATIONAL METHODS

In this section, we briefly describe the computational set-
tings of the theoretical methods that we employ to compute
the internal energies and pressures of B4C across wide ranges
of temperatures and densities. Figure 1 summarizes the con-
ditions at which each of the methods has been used. The
computations are performed by leveraging the applicability,
accuracy, and efficiency of each method. More theoretical
details can be found in our recent paper [16] and references
therein.

We perform PIMC simulations of B4C using the CUPID
code [39]. All electrons and nuclei are treated explicitly. To
deal with the Fermionic sign problem, we apply the fixed-
node approximation using free-particle nodes to restrict the
paths [40–42]. The pair density matrices [43,44] are evaluated
in steps of 1

512 Hartree−1 (Ha−1) and the nodal restriction is
enforced in steps of 1

8192 Ha−1. The calculations are performed
at densities of 0.25–50.17 g/cm3 [0.1 to 20 times the ambient
density (ρ0 ∼ 2.5 g/cm3) [45]] and temperatures of 106–
5 × 108 K. Each simulation cell consists of 30 atoms, which
is comparable to our previous simulations for pure B, BN, and
hydrocarbons [13,16,46,47]. By comparing the EOS and the
radial distribution function g(r) obtained using 30-atom cells
to those using 120-atom cells in our DFT-MD calculations, we
find negligible differences at temperatures above 5 × 104 K [a
comparison in g(r) is shown in Fig. 9]. We therefore assert
that the finite cell size effects on the EOS are negligible at
such high temperature conditions.
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Our DFT-MD simulations for B4C are performed in two
different ways. One way is by using the frozen-1s-core
projector augmented wave (PAW) [48] or optimized norm-
conserving Vanderbilt (ONCV) pseudopotentials [49,50] and
plane-wave (pw) basis; the other is a Fermi operator expansion
(FOE) [51,52] approach using all-electron ONCV pseudopo-
tentials. The PAWpw calculations are performed using the
Vienna Ab initio Simulation Package (VASP) [53] and em-
ploying the hardest available PAW potentials (core radius
equals 1.1 Bohr for both B and C), Perdew-Burke-Ernzerhof
(PBE) [54] exchange-correlation functional, a large cutoff
energy (2000 eV) for the pw basis, and the � point to sam-
ple the Brillouin zone. The PAWpw calculations of the EOS
are performed at 6.7 × 103–5.05 × 105 K (∼0.6–43.5 eV)
and 1–10 times ρ0. We conducted ONCVpw simulations
[55] at temperatures up to 3 × 105 K, using PBE exchange-
correlation functional and a 900 eV energy cutoff (core radius
equals 1.125 Bohr for both B and C) for the pw expansion,
to cross-check the PAWpw results. For both PAWpw and ON-
CVpw calculations, a Nosé thermostat [56] is used to generate
MD trajectories (typically ∼5000 steps) that form canonical
ensembles. The MD time step is chosen within the range of
0.05–0.55 fs, smaller at higher temperatures. Cubic cells with
30 and 120 atoms are considered to eliminate the finite-size
errors on the EOS.

We perform FOE calculations at temperatures of 2.5 ×
105–1.34 × 106 K. Note that FOE takes advantage of the
smooth Fermi-Dirac function at high temperature by approxi-
mating the function with Chebychev polynomial expansion,
which provides a very efficient way to conduct the Kohn-
Sham DFT-MD calculation. We use 30-atom cells and conduct
NV T simulations that last 3000–6000 steps (0.05–0.1 fs/step)
to ensure sufficient statistics to obtain the EOS. To be consis-
tent with the pw calculations, the FOE calculations employ
PBE exchange-correlation functional and much larger en-
ergy cutoff (4000 eV) due to smaller core radius (0.8 Bohr)
due to the inclusion of 1s core states in both B and C all-
electron ONCV pseudopotentials. We also use the all-electron
ONCV pseudopotentials and pw basis to perform calculations
at densities of 12.544 g/cm3 or higher and temperatures of
1.26 × 105 K or lower, to reduce the possibility of frozen-core
overlap in the MD simulations.

Over the last ten years, Militzer et al. have developed
and employed the approach combining PIMC and DFT-MD
to calculate the EOS of a series of elemental materials (He
[57], B [13], C [42], N [58], O [59], Ne [58], Na [60,61],
Mg [62], Al [63], Si [64]) and compounds (H2O [42], LiF
[65], CH [46,47], BN [16], MgO [66], MgSiO3 [67]) over
wide ranges of temperatures and pressures. The PIMC data
were shown to reproduce predictions by classical plasma
theories (such as the Debye-Hückel and the ideal Fermi-gas
model) in the limit of infinitely high temperatures and agree
remarkably well (differences up to ∼5%) with DFT-MD for
the partially ionized, warm dense states at ∼105–106 K (or
10–100 eV), while the DFT-MD predictions of the Hugoniot
are consistent with dynamic shock experiments that are avail-
able up to multimegabar (Mbar) pressures. By fully capturing
the ionic interaction effects (DFT-MD), nuclear quantum ef-
fects (PIMC), and electronic many-body effects (PIMC), these
computations set accurate constraints for the EOS of these

materials (Z up to 14) from condensed matter to hot plasma
states (degeneracy parameter ∼0.1–103, coupling parameter
∼0.01–10) and serve as benchmarks for the development of
other, computationally more efficient EOS methods.

In a recent paper [16], an all-electron, Green’s function
KKR electronic-structure method based on Kohn-Sham DFT
and an activity expansion method, in addition to FOE and a
spectral quadrature method, were used to compute the EOS
of BN and compare with the PIMC and pw DFT-MD data.
The Green’s function method simplifies the calculation by
using a static lattice and approximating the ion kinetic con-
tribution with an ideal gas model, and show good agreement
with PIMC and DFT-MD predictions at above 105 K when
the ion thermal contribution becomes less significant in com-
parison to electron thermal or cold curve contributions. The
activity expansion approach is based on an expansion of the
plasma grand partition function in powers of the constituent
particle activities (fugacities) [68,69], and the EOS calcu-
lations include interaction terms beyond the Debye-Hückel,
electron-ion bound states and ion-core plasma polarization
terms, along with relativistic and quantum corrections [70,71],
and therefore produce accurate EOS at temperatures down
to ∼106 K. It is thus interesting to explore the ranges of
applicability of these approaches for B4C.

We use the Multiple-scattering Electronic-structure Cal-
culation for Complex Applications (MECCA) code for the
all-electron, Green’s function KKR calculations [72]. The
KKR spherical-harmonic local basis included Lmax = 2 within
the multiple-scattering contributions, and L up to 200 are
included automatically until the free-electron Bessel functions
contribute zero to the single-site wave-function normaliza-
tions. We use local density approximation (LDA) [73] for the
exchange-correlation functional, a 12×12×12 Monkhorst-
Pack [74] k-point mesh for Brillouin zone integrations for
energies with an imaginary part smaller than 0.25 Rydberg,
and a 8×8×8 k-point mesh otherwise. A denser mesh was
used for the physical density of states calculated along the
real-energy axes when needed. We use a static five-atom cu-
bic cell for the calculations and approximate the ion-kinetic
contribution by the ideal gas model. This structure can be
equivalently viewed as a body-centered cubic carbon lattice
that is centered at (0, 0, 0) and has a simple-cubic boron
sublattice inscribed at (±1/4,±1/4,±1/4). This assumed
crystal structure is by no means representative for B4C at
ambient conditions. Therefore, it is not expected to agree
with experiments or other computational methods that do not
assume this static structure. However, the structure is space
filling and might be a representation for higher temperatures
and pressures.

Activity expansion calculations are performed using the
ACTEX code [68,69]. We cut off ACTEX calculations at
temperatures below the point where many-body terms be-
come comparable to the leading-order Saha term (T > 5.8 ×
105 K).

III. EXPERIMENTS

We present Hugoniot data for B4C to 61 Mbar, exceed-
ing the shock pressures achieved in previous experiments
[36] by a factor of eight. The new data were obtained from
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FIG. 2. (a) Target design and (b) shock velocities in the boron
carbide (B4C), diamond (C), and quartz samples attached to the
diamond baseplate for NIF shot N160414. Dotted lines in (b) show
the average shock velocity in the samples determined from the mea-
sured thickness and shock transit time (�t). Solid curves show the
time-dependent shock velocity histories, measured using VISAR for
quartz (orange) and determined using the nonsteady waves correction
for B4C (blue) and diamond (gray).

experiments at the NIF [75], where the B4C Hugoniot was
measured relative to a diamond standard using the impedance-
matching technique. The planar target package, which was
affixed to the side of a laser-driven hohlraum, had a 200-
μm-thick diamond ablator, a gold preheat shield ranging in
thickness from 2.9 to 10.9 μm, a 100-μm- or 125-μm-thick
diamond baseplate (the impedance-matching standard), and
140- to 166-μm-thick B4C, 134- to 148-μm-thick diamond,
and 285-μm-thick quartz samples as shown in Fig. 2(a). The
surfaces opposite the drive of the diamond baseplate and
smaller diamond sample were flash coated with 100 nm of
aluminum to facilitate shock break out time measurements.
Densities of the polycrystalline diamond, z-cut α-quartz, and
B4C were 3.515, 2.65, and 2.51 g/cm3, respectively [76]. The
inner walls of the hohlraum were irradiated with 176 laser
beams, which produced a ∼200 eV x-ray bath that drove a pla-
nar and nearly steady shock through the target package. The
time-dependent shock velocity history in the quartz, measured
using a line-imaging velocity interferometer system for any
reflector (VISAR) [77], showed only ±3% variation from the
average over the relevant time period of the experiment. The

laser pulse duration, either 5 or 7.5 ns, and the total energy,
between 519 and 820 kJ, varied shot-to-shot to produce high-
pressure states in the B4C spanning 27 to 61 Mbar.

The shock velocities in the diamond baseplate (standard)
and B4C sample at the material interface are required to
determine the pressure-density state on the B4C Hugoniot
using the impedance-matching technique. The experimental
B4C Hugoniot data are given in Table I. Average shock ve-
locities through the smaller diamond and B4C samples were
calculated from their thicknesses, measured using a dual con-
focal microscope, and the shock transit times, measured using
VISAR. The in situ shock velocities in the B4C and diamond
samples were determined from the measured shock velocity
history in the quartz using an analysis technique to correct
for shock unsteadiness [78]. The average and in situ shock
velocities are shown in Fig. 2(b).

In addition to the drive x rays, the interaction of the laser
beams with the gold from the hohlraum wall produces high-
energy x rays, which could preheat the EOS samples and
thereby compromise the Hugoniot EOS measurement. The
gold is not hot enough to produce K and L-shell radiation. The
preheat shield between the ablator and the baseplate reduced
the M-band x rays (2–15 keV) hitting the baseplate and the
EOS samples to negligible levels. Besides a secondary effect,
described in the next paragraph, we did not observe effects
of preheat in the VISAR data due to either x rays or hot
electrons.

A secondary preheat effect did occur for low pressure shots
with 4.2 μm gold layers (N170227 and N170503). This effect
involved the heating and expansion of the preheat shield itself
and the generation of an elastic compression wave through the
baseplate into the samples ahead of the main shock wave. This
effect was ameliorated in two ways. First, for the two shots
in which it occurred, the matching velocity at the baseplate-
sample interface was determined by extrapolating backwards
from a time after the shock wave passed the preheat induced
compression wave. In the second way, these shots were re-
peated with a thicker (10 μm) gold preheat layer and an
altered laser pulse (N180411 and N180611). This reduced the
compression wave strength and allowed the shock to overtake
the wave within the baseplate, preventing precompression of
the samples. The two sets of data reasonably agree, supporting
our analysis method for the two affected shots.

TABLE I. B4C Hugoniot data using the impedance-matching technique with a diamond standard. Shock velocities (Us) at the diamond
standard/sample interfaces were measured in situ using VISAR for quartz (Q) and determined using the nonsteady waves correction for B4C
and diamond (C). U C

s and U B4C
s were used in the impedance-matching analysis to determine the particle velocity (up), pressure (P), and density

(ρ) on the B4C Hugoniot. The average shock velocities (〈Us〉) determined from the measured thickness and shock transit times are also listed.
The uncertainties for 〈Us〉 are the same as those given for Us. The initial density of the B4C samples was 2.51(±0.01) g/cm3.

U Q
s 〈U C

s 〉 U C
s 〈U B4C

s 〉 U B4C
s uB4C

p PB4C ρB4C

Shot # (km/s) (km/s) (km/s) (km/s) (km/s) (km/s) (Mbar) (g/cm3)

N160414 50.65 ± 0.25 50.22 51.00 ± 0.35 52.54 53.15 ± 0.46 36.86 ± 0.39 49.38 ± 0.59 8.22 ± 0.29
N161002 56.57 ± 0.25 55.35 56.43 ± 0.50 57.43 58.63 ± 0.43 41.60 ± 0.55 61.46 ± 0.86 8.68 ± 0.35
N170227 44.30 ± 0.25 44.61 45.39 ± 0.33 46.77 47.62 ± 0.30 31.98 ± 0.36 38.38 ± 0.46 7.67 ± 0.22
N170503 38.17 ± 0.25 38.62 39.18 ± 0.29 39.65 40.38 ± 0.25 26.84 ± 0.31 27.31 ± 0.33 7.52 ± 0.21
N170808 51.22 ± 0.25 50.38 51.13 ± 0.41 53.22 54.04 ± 0.36 36.82 ± 0.45 50.15 ± 0.65 7.91 ± 0.25
N180411 43.98 ± 0.25 44.49 45.05 ± 0.37 46.56 47.15 ± 0.44 31.72 ± 0.40 37.67 ± 0.52 7.70 ± 0.28
N180611 39.67 ± 0.25 39.27 40.60 ± 0.40 40.68 42.15 ± 0.25 28.00 ± 0.43 29.74 ± 0.47 7.51 ± 0.26
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The Hugoniot and release for the diamond standard were
determined using LEOS 9061, a multiphase EOS for carbon
based on DFT-MD and PIMC calculations [79]. Of the cur-
rently available diamond EOS tables, LEOS 9061 is the most
consistent with recent experimental diamond Hugoniot data
above 15 Mbar [80,81] and release data into quartz [80,82],
which is applicable here because quartz is closely impedance-
matched to B4C. We acknowledge that the diamond EOS
is not yet experimentally calibrated above ∼27 Mbar at the
pressures in our experiments, leading to systematic uncer-
tainties in our analysis. Further details on the experimental
configuration, systematics of the diamond EOS, and analysis
techniques, including a detailed discussion of precursor effect
and mitigation in the analysis can be found in Ref. [83], which
reports on quartz and molybdenum data that were acquired
simultaneously with the B4C data presented here. We estimate
that the reanalysis of the B4C data using other diamond EOS
models is within the error of our results (∼4% in density),
based on the systematics study of the simultaneously acquired
quartz results that was done in Sec. VI C of Ref. [83].

IV. RESULTS AND DISCUSSION

A. Hugoniot comparison

In this section, we compare our experimental measure-
ments of the pressure-density Hugoniot of B4C with our
theoretical predictions. The theoretical Hugoniot curves are
obtained by fitting the EOS along each isotherm or isochore
using cubic splines and then finding the pressure, density,
and temperature that satisfy the Rankine-Hugoniot equation
E − Ei + (P + Pi )(V − Vi )/2.0 = 0, where (E , P,V ) denote
the internal energy, pressure, and volume of B4C under shock
and (Ei, Pi,Vi ) are the corresponding values at the initial
state. For PAWpw (similar for all the ONCV calculations),
Ei and Pi are approximated by running DFT calculations for a
45-atom trigonal structure [84] of B4C at the density of in-
terest (ρi=2.51 g/cm3); the same values are used for PIMC
after an energy shift (−136.1308 Ha/B4C, determined by all-
electron calculations for isolated B and C atoms using the
OPIUM code [85] and the PBE exchange-correlation func-
tional) that aligns PAWpw with the all-electron PIMC EOS;
for MECCA, we use the values for Ei and Pi that are calculated
at 300 K and ρi using the same five-atom structure as that for
producing the EOS data; for ACTEX, we use 1 atmosphere
pressure for Pi and the cohesive energy of B4C from Ref. [86]
(7.17 eV/atom), and confirmed that a ±20% change in Ei does
not influence the calculated Hugoniot.

Figure 3 compiles the experimental and theoretical Hugo-
niot curves in pressure-density and temperature-density plots.
The comparison shows very good consistency between the
measurements and the theoretical predictions. Assisted by the
theoretical predictions, we estimate Hugoniot temperatures
for the experimental data to be in the range of 1–5 × 105 K.
Our results also show that the PIMC and DFT-MD predicted
Hugoniot are in overall good consistency with LEOS 2122
(L2122). Our calculations and the L2122 model predicts B4C
to have a maximum compression ratio of 4.55 at 9 × 102 Mbar
and 2 × 106 K, below which L2122 predicts B4C to be
slightly softer. We also note that the pressure-density Hugo-

FIG. 3. Comparison of the Hugoniot of B4C predicted by various
simulations and the LEOS/SESAME models in (a) pressure-density
and (b) temperature-density representations. Also shown in (a) is our
experimental data collected at the NIF and those by Fratanduono
et al. [36] at Omega laser facility. The shaded areas around the
lower end of the PIMC curve represent 1σ uncertainty in the cor-
responding Hugoniot density due to EOS errors. All pressures in our
MECCA EOS table have been shifted up by 97.1 GPa, so that the
value at ambient is zero. ONCV denotes the Hugoniot curve from
ONCV pseudopotential calculations that involve pseudopotentials
with or without 1s core states and use either pw or FOE method (see
Figs. 1 and 5 for the temperature-density regions at which pw and
FOE methods are used). The deviation between PIMC/L2120 (and
MECCA) and ACTEX/L2122 curves above 104 Mbar is due to the
electron relativistic effect, which is considered in ACTEX and L2122
but not in PIMC/L2120 (and not fully in MECCA). The initial sample
density ρi=2.51 g/cm3 for all the Hugoniot except that by Shamp
et al. [37], which is 2.529 g/cm3.
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niots predicted by a different Thomas-Fermi–based tabular
model L2120 is very similar at pressure ranges other than
that around the compression maximum, at which the L2120
prediction is stiffer by ∼6%. This can be attributed to the
K-shell ionization that is fully captured by our calculations
and the Purgatorio model L2122, while no atomic shell effects
has been included in Thomas-Fermi models. In comparison,
another Thomas-Fermi table (SESAME 7082), although rea-
sonably agreeing with the low-pressure OMEGA data, can be
clearly ruled out by our NIF data and computations. This may
be attributed to the inaccuracies in the cold curve and the ion
thermal model used in the table. The latest NIF gigabar (Gbar)
experiments obtain Hugoniots of CH and B near the compres-
sion maxima that agree with our PIMC calculations better than
Thomas-Fermi predictions [87,88]. We expect future, accurate
experiments at Gbar pressures to test our predictions for B4C.

At 3–400 Mbar and 104–106 K, the Hugoniot curve ob-
tained from MECCA and those from DFT-MD (PAWpw,
ONCVpw, and ONCV-FOE) agree remarkably well with each
other. Because MECCA calculations are based on a static
lattice and the ion thermal contribution to the EOS is added
following an ideal gas model, the good consistency implies
that the ion thermal contribution is dominated by the ion ki-
netic effect. We note that ACTEX predictions of the Hugoniot
down to 6 × 105 K and 140 Mbar also agree very well with
the DFT predictions.

The computational predictions are consistent with the NIF
experimental data at pressures above 27 Mbar, as well as
those conducted at the Omega laser facility [36] up to 5 Mbar.
However, at 5–10 Mbar, the experimental Hugoniot seems to
be softer than DFT-MD predictions, similar to findings by a
previous DFT-MD study that was performed up to 15 Mbar
[37], which might be attributed to chemical separation of the
B4C samples as has been carefully explored for solid B4C at
low temperatures in Ref. [37].

We note that, at temperatures of 1–4×106 K, our PIMC
data for B4C have large errors (up to ∼2%) because of
the large computational cost and stochastic noise at these
conditions. The error quickly drops down with increasing
temperature. We use a Monte Carlo approach to estimate
the associated uncertainty in density along the Hugoniot by
taking into account the errors in the PIMC data. The results
are shown with the green shaded area in Fig. 3. It is clear
that the PIMC Hugoniot is in excellent agreement with L2122
predictions and is consistent with those predicted by ACTEX
and MECCA within the error bar. Slight differences of up to
2–3% can be observed at 400–10,000 Mbar and 106–107 K.
This may be due to different approximations between AC-
TEX/MECCA and PIMC/Purgatorio.

To better understand the origin of the differences at the
compression maximum, we compare the energy [E − Ei] and
the pressure [(P + Pi )(Vi − V )/2.0] terms of the Hugoniot
function from PIMC, ACTEX, MECCA, and LEOS 2122
along two isotherms (1.3×106 K and 2 × 106 K, see Fig. 4).
The cross point between the curve of the energy term and that
of the pressure term gives the Hugoniot density at the corre-
sponding temperature. Our comparison shows that the internal
energy slowly decreases while the pressure term dramatically
increases, as the density increases from 9 to 14 g/cm3.

 4000

 5000

 6000

 7000

 8000

 9000

9  10  11  12  13  14

P te
rm

E term

T=1.3x106 K

P te
rm

E term
T=2x106 K

E
ne

rg
y 

(e
V

/B
4C

)

Density (g/cm3)

PIMC
L2122

ACTEX
MECCA

FIG. 4. Comparison of the energy and pressure terms (in units
of eV per formula unit of B4C) of the Hugoniot function from
different theories and LEOS models at two temperatures around the
compression maximum. The shaded area denote the standard error
of the PIMC EOS. Note that the shift (97.1 GPa) applied to MECCA
pressures is negligible in comparison to the absolute values of the
pressure (400–1100 Mbar) at the conditions shown here.

Due to the high computational expense of PIMC sim-
ulations at low-temperature conditions, our PIMC data at
low temperatures exhibit significantly larger error bars and
stochastic noise than the higher temperature results. The error
bars of the PIMC data lead to estimations of the 1σ uncer-
tainty in Hugoniot density, as is shown with shaded green
areas in Fig. 3. L2122 and PIMC agree well with each other in
both energy and pressure, explaining the excellent consistency
between their predicted Hugoniots. MECCA shifted pressures
are slightly higher than PIMC, whereas energies are similar,
therefore the Hugoniot density is also lower. In comparison to
PIMC, ACTEX energies are lower, while pressures are similar
at 1.3 × 106 K but lower at 2 × 106 K, therefore the Hugoniot
densities from ACTEX are also lower.
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FIG. 5. Comparison of the pressure-temperature profiles of B4C
along several isochores from PIMC, DFT-MD [PAWpw, frozen 1s;
ONCVpw, frozen 1s; ONCV-FOE or ae-pw, all-electron], ACTEX,
MECCA, and L2122. Also included is a set of MECCA data that
have been shifted up by 97.1 GPa, so that the value at ambient is
zero. Subplot (b) is a zoom-in version of (a).

B. EOS comparison

The principal Hugoniot samples a specific path in the phase
space from 2.5 to 11.5 g/cm3 accompanied by increasing
temperatures. These conditions are very important because
the corresponding states are reachable using shock experi-
ments. However, off-Hugoniot states, as those simulated in the
present work, also play vital roles in hydrodynamic simula-
tions and the underlying physics can be different. We therefore
make detailed comparisons of the EOS [89] among various
methods in this subsection.

The pressure-temperature data along several isochores
from our calculations are compared in Fig. 5. At 4 × 106 K

and above, all our methods (PIMC, ACTEX, and MECCA)
agree and are consistent with the L2122 model. This is un-
derstandable because the system is approaching the limit of a
fully ionized classical plasma, which is accurately described
by PIMC, ACTEX, and the DFT methods MECCA and Pur-
gatorio.

At lower temperatures, the different ways of employing
DFT-MD (PAWpw, ONCVpw, and ONCV-FOE) give the
same EOS and consistent trend with the PIMC data. Several
differences are noteworthy when other methods (ACTEX,
MECCA, and L2122) are considered: (1) ACTEX pres-
sures being lower than others, more so at higher densities;
(2) MECCA pressures being significantly different from
L2122 at 5 g/cm3 and below, in particular at T < 105 K; (3)
with a constant shift of +97.1 GPa (so that the ambient pres-
sure is zero), MECCA pressures agree better with L2122 at
ambient density and above, but worse at lower-than-ambient
densities; and (4) all-electron ONCV pressures gets slightly
lower than L2122 for densities higher than 25 g/cm3.

Figure 6 focuses on the differences between the first-
principles PIMC/DFT-MD data and L2122 �P = (PFP −
PL2122)/PL2122 ∗ 100%. The agreement is well within 3%
for all densities studied presently and temperatures above
4 × 106 K. At lower temperatures, �P varies between ±17%
depending on the density—DFT-MD pressures are in gen-
eral higher at densities below 10 g/cm3 and lower above.
|�P| becomes smaller than 10% and gradually vanishes
when temperature increases to 3.5 × 105 K or above. PAWpw
and ONCVpw/ONCV-FOE predictions are overall the same.
ONCV-FOE smoothly bridges with PIMC predictions at
106 K.

We also compare the pressures and energies from our
different computations with those from L2122. The results
along two isotherms 1.3 × 106 and 2 × 106 K are shown in
Fig. 7. We find that PIMC, MECCA, and ONCV-FOE agree
with each other to within 5%, which is comparable to what
we found about differences between PIMC and DFT-MD in
previous work on B [13], BN [16], and hydrocarbon systems
[46,47]. The cross validation of the different DFT methods
and their consistency with PIMC predictions confirm that
both the PIMC and the DFT-MD approaches, albeit carrying
approximations in each, are reliable for studying the EOS of
warm dense matter. Our ACTEX data also show remarkable
consistency (e.g., <2% at 2 × 106 K) with L2122 at densities
below 10 g/cm3. However, the ACTEX pressure and internal
energy get way too low at higher densities, which is due to
breakdown of the ACTEX method when the two-body term at
order 2 in the activity becomes comparable to the Saha term,
similar to what has been found for BN [16].

C. Modifications to L2122 and 1D hydrodynamic simulations

We have shown in Fig. 3 that L2122 predicts slightly
softer behavior for B4C at 5–500 Mbar, despite the overall
good consistency, in comparison with our first-principles and
experimental Hugoniot. We have thus created three new mod-
els for the B4C EOS, with the intent to span the range of
Hugoniot behavior that is in better agreement with the exper-
imental data from both NIF and Omega. Recent advances in
ICF design methodologies that leverage Bayesian inference
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FIG. 6. Percent difference in pressure of B4C between PIMC/PAWpw (in spheres) or ONCV (in diamonds) and L2122.

techniques to find most probable physics models based on
a range of experimental outcomes [90] and recent interest
in B4C as an ablator for such experiments motivated us to
create this range of possible EOS models rather than just
a single table. By considering the range of reasonable EOS
models for B4C as obtained from our above comparisons of
theoretical methods and experimental uncertainty, we devel-
oped these three new tables by making modifications to the
cold curve and the Grüneisen parameter within the QEOS
methodology.

The Hugoniot curves corresponding to the new models
(L2123, L2124, and L2125) are shown in Fig. 8, along with
the experimental data. The PIMC Hugoniot with error bars
is also shown. The new baseline model (L2123) has a slight
modification to the cold curve, and to the Grüneisen param-
eter, which determines the ion thermal EOS, to bring it into
better agreement with both sets of experimental data. L2124
and L2125 have modified forms of the cold curve that span the
range of the experimental error bars. Both L2123 and L2124
(the softer model) closely track L2122 near peak compression,
whereas the L2125 (the stiffer model) shows significantly
modified behavior near peak compression.

We applied these new models to 1D hydrodynamic sim-
ulations of a polar direct drive fusion experiment based on
previous studies [19,91]. For this study, we kept the capsule
diameter constant at 3000 μm and set the gas pressure to 8 atm
of D2 at room temperature. We used a flux limiter = 0.0398
and a square pulse shape with peak power set to 280 TW. The
pulse duration was chosen such that 476 kJ of energy would be
available from the laser. Due to geometric losses, we assumed
that the maximum absorption of energy would correspond to
75% of the total energy available. Similar to our previous
work on boron [13], we found that the EOS variations we
considered here did not produce significant differences in
the fuel areal density, peak ion temperature, or ablator areal
density in these direct drive simulations.

To expand this sensitivity study to situations that might be
more relevant to future neutron source development studies
[92], we also examined the neutron yield versus ablator thick-

ness for each of the three EOS models. Interestingly, all four
EOS models (L2122–L2125) predict similar profiles for the
neutron yield with a peak yield that occurs around an ablator
thickness of 7.5 μm. Differences between the models are all
within 1% for thin (< 10 μm) ablators. For ablator thickness
between 10–25 μm, we found the neutron yield from L2123
remains similar (<0.2%), while that from L2124 and L2125
deviate by up to 3%, in comparison to L2122. These results
demonstrate the availability of these models for use in future
studies in ICF design with novel ablators.

V. DISCUSSION

For the sake of benefiting future EOS development, high-
energy density physics, and warm dense matter studies, we
hereafter discuss the physical origins of the EOS differences
shown above from electronic-structure and QEOS points of
view.

A. Finite-size effects

Our first-principles calculations PIMC, PAWpw, ON-
CVpw, and ONCV-FOE implement the standard way of
simulating liquids [93], which considers a finite number of
atoms in a cubic box and under the periodic boundary condi-
tion. The finite-cell size effects have been carefully addressed
in our DFT-MD simulations by choosing large-enough cells
with 120 atoms for all temperatures up to 2.5 × 105 K
(∼20 eV). This is much higher than the chemical bonding is
allowed (typically about a few eV), which justifies the use of
30-atom cells for all simulations at higher temperatures. To
show this, Fig. 9 compares the nuclear pair correlation func-
tion at two different temperatures (104 and 105 K) and two
different densities (2.5 and 12.5 g/cm3) using two different
cells sizes (30 and 120 atoms), from our PAWpw calculations.
The results show remarkably good agreement in the features
of g(r) using 30-atom cells with those using the much larger
120-atom cells even at the relatively low-temperature (104 K),
high-density (12.5 g/cm3) condition. This is different from
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FIG. 7. EOS differences of PIMC (red), ONCV-FOE (black),
MECCA (blue), and ACTEX (yellow) relative to LEOS 2122 along
two isotherms [1.3×106 (dashed curves) and 2.0 × 106 K (solid
curves)]. Because of the different references chosen in the EOS
datasets, all energies have been shifted by the corresponding values
at ambient condition (2.5087 g/cm3 and 300 K, same as the initial
energy for the Hugoniot computations as described in Sec. IV A).
The pressure differences are normalized by the corresponding LEOS
2122 values; the energy differences are normalized by the ideal
nuclei-electron gas values (46.5kBT per B4C). The statistical error
bars correspond to the 1σ uncertainty of the FOE and PIMC data.
The gray vertical bar at 11.54 g/cm3 denotes the maximum Hugoniot
density according to LEOS 2122 and PIMC.

our recent findings for BN, which show stronger size depen-
dence at similar conditions, and is probably due to larger
polarization effects (associated with the larger difference in
electronegativity between B and N than between B and C)
in BN than in B4C. Moreover, peak-valley structures can be
clearly seen in the pair correlation plot at 104 K, which are sig-
natures of atomic clustering and chemical bonding. Note that
the bonding is likely very short lived, because of the high
temperatures [47]. At 105 K, these structures smooth out and

FIG. 8. Comparison of the Hugoniot (ρi=2.51 g/cm3) of B4C
from newly constructed QEOS models (L2123, L2124, and L2125)
and those from experiments, PIMC simulations, and L2122.

the g(r) becomes more ideal-gas like, which validates the
ideal mixing approximation in multicomponent average-atom
EOS approaches [46,47].

At temperatures below 105 K, chemical bonding has to
be described using reasonably big simulation cells so that
the EOS can be accurately obtained. In Sec. IV B, we show
that MECCA calculations using a five-atom cell produce a
pressure (−97.1 GPa) that is significantly different from 1 bar

FIG. 9. Comparison of the nuclear pair correlation function ob-
tained from DFT-MD (PAWpw) for B4C using 30-atom (red) and
120-atom (dark) cells at two different densities and two temperatures.
The reference density ρ0 is 2.5087 g/cm3.
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FIG. 10. Comparison of pressures from single-snapshot calcu-
lations using various cells [1 formula unit (fu): 5-atom cell; 2 fu:
10-atom cell; 3 fu: 15-atom cell] at the ONCV Hugoniot densities
and temperatures (see Fig. 3). The Hugoniot from three EOS models
are also shown for comparison.

at ambient condition, and therefore a rigid shift in pressure
for the MECCA EOS table has to be applied to improve the
agreement between MECCA and DFT-MD Hugoniots. It is
worthwhile to investigate the effect of using such small sizes
in more depth by making comparisons with slightly larger
ones.

We constructed three structures consisting of 5, 10, and
15 atoms, respectively [94], and performed additional pw-
based single-snapshot calculations using all-electron ONCV
pseudopotentials along the density-temperature Hugoniot pre-
dicted using the ONCVpw/ONCV-FOE EOS. The pressure
data as a function of density from the new ONCV calculations
are compared in Fig. 10. The results show that using 10-atom
cells brings the pressure down relative to that using 5-atom
cells. However, using larger, 15-atom cells leads pressure to
the opposite direction, instead of approaching the converged
values. The differences as signatures of ion thermal and cold-
curve effects on the EOS of B4C are observable along the
Hugoniot at densities up to 9 g/cm3, which is ∼100 Mbar
and ∼3 × 105 K.

B. Roles of kinetic and interaction contributions
from ions and electrons

To clarify the roles of kinetic and interaction contributions
from the ions and from the electrons, we performed additional
analysis of our pw-based all-electron ONCV calculations.
The calculations allow decomposing the total pressure into an
ion-kinetic (IK) term, which is calculated using the ideal gas
model, and a remaining term (P-IK) (Fig. 11). In compari-
son to the QEOS way of decomposing the L2122 Hugoniot
pressure into ion-thermal, electron-thermal, and cold curve

FIG. 11. (a) K-shell occupancy of boron and carbon atoms and
the average values as obtained from ONCV calculations using differ-
ent cell sizes [short dashed: 1 formula unit (fu) (5-atom cell); dotted:
2 fu (10-atom cell); dashed: 3 fu (15-atom cell)]. (b) Fractional
decomposition of pressure (colored curves, right axis) in the LEOS
2122 model and ONCV calculations along their respective Hugoniots
(black/grey curves, left axis). In (b), the pressures calculated at the
ONCV Hugoniot temperature and density conditions [see Fig. 3(b)]
using smaller cells are shown for comparison.

components, we find that the IK contribution is overlapping
with the ion-thermal term in L2122.

In addition, we find that the temperatures at which fi-
nite cell size effects are significant, as characterized by the
differences between solid and dashed curves, overlap with
those at which the cold-curve surpasses the ion-thermal con-
tributions. The turn-over point Tt, ∼3 × 105 K for B4C, may
be interpreted as a conservative estimation of the uppermost
temperature at which finite-size effect remains significant in
a theoretical computation, or the lowermost temperature at
which an average-atom approach is feasible. Below Tt, inter-
actions are so significant that the ideal mixing approximation
becomes less reliable and a large simulation cell is required
for the accuracy of computations.

As temperature increases to a critical value Tc where
K-shell ionization starts, the electron-thermal contribution be-
comes dominant. This leads to a saddle point in the IK and
the P-IK curves in Fig. 11. Our present calculations show
Tc = 3 × 105 K for B4C, which is close to what we previ-
ously obtained for pure boron [13] and slightly below that for
carbon. This is not unexpected because the K level is deeper
for elements with higher Z . At temperatures above ∼2 ×
107 K, B4C is fully ionized and the EOS is dominated
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FIG. 12. (a) Decomposition of the heat capacity from LEOS
2122 along two isochores and ONCV along the Hugoniot. (b) Heat
capacity comparison between LEOS 2122 and PIMC/PAWpw along
four isochores in a broader range of temperatures than that shown in
(a). In (a), LEOS 2122 results (purple and green curves) are decom-
posed into electron-thermal (short dashed) and ion-thermal (thick
dotted) terms. ONCV data (dark line-points) are decomposed into
ion kinetic (yellow), electron kinetic (red), and interaction (i.e., the
difference between the all-except-ion kinetic, in blue, and electron
kinetic) terms.

by the ideal gas-like contributions from the nuclei and the
electrons.

To further elucidate the roles of interaction and kinetics in
the EOS, we calculate their respective contributions to the heat
capacity CV along the Hugoniot using the all-electron ONCV
pseudopotentials, and the results are shown in Fig. 12(a).
The ion kinetic term (Kion) contributes 7.5 kB/B4C to CV

independent of temperature, where kB is the Boltzmann con-
stant. Electron kinetic contributions (Kele) are generally higher
(above 15kB/B4C) and show two bumps, one at 104 K and
the other at 106 K, which can be attributed to the L- and the
K-shell ionization, respectively. In contrast to Kion which fol-

lows an ideal gas model at all temperatures, Kele is dependent
on both the electronic orbitals and their occupancy, instead of
purely on ionization, and is not ideal gas-like until the system
is fully ionized. This can be seen from its asymptotically
approaching the ideal electron gas value of 39kB/B4C at above
4 × 106 K.

The interaction effects on the EOS are more compli-
cated and consist of contributions by ion-ion (“Ewald”),
electron-ion (“external”), and electron-electron (“exchange-
correlation” and “Hartree”) interactions. For simplicity of
EOS discussions, it might be easier to group them together
than to present individually. This is clearly shown by the dif-
ference between the red (Kele) and the blue (E − Kion, meaning
all except ion kinetic contributions) line-points in Fig. 12(a).
The net effect of interactions can be categorized into two re-
gions: I (gray shaded) is below ∼105 K with Kele > E − Kion

and implying negative net contribution of interaction to CV;
II (yellow shaded) is above ∼105 K with Kele < E − Kion

implying positive contributions of interaction to CV.
At ∼6 × 103 K, Kele contributions are largely offset

by electron-electron and ion-ion repulsion, therefore CV is
dominated by Kion. As temperature increases, the repulsive
contribution is gradually offset by the electron-ion attraction,
therefore the net interaction contribution gradually increases
to zero at ∼1.5 × 105 K and becomes positive at higher
temperatures where K-shell ionization occurs. As the system
becomes fully ionized at above 4 × 106 K, Kele and Kion con-
tributions dominate.

Figure 12(a) also compares CV along two isochores
[2.51 g/cm3 (purple) and 10.03 g/cm3 (green)] from L2122,
which approximately encapsulate the Hugoniot at the temper-
atures being shown. As a QEOS model, L2122 decomposes
the free energy into three terms: cold-curve, ion-thermal,
and electron-thermal. The ion-thermal term (dotted lines)
includes both kinetic and interaction effects such as those
from vibration. This explains their differences relative to the
Kion curves, as well as the consistency between the electron
thermal (dashed lines) and E − Kion (blue line-points), be-
cause the cold curve does not contribute to CV. We also note
[Fig. 12(b)] that the CV curves [along four isochores: 0.25
g/cm3 (black), 2.51 g/cm3 (purple), 12.54 g/cm3 (blue), and
25.09 g/cm3 (red)] from our PIMC/PAWpw calculations in
the broad temperature range are consistent with L2122 pre-
dictions, except for temperatures above 2 × 107 K, because
the electron relativistic effect that is included in the L2122
model raises the internal energy and heat capacity and shifts
the Hugoniot toward the limit of seven times compression at
infinitely high temperature.

VI. CONCLUSIONS

In this work, we present a comprehensive study of the
EOS of B4C over a wide range of pressures and temperatures
by implementing several computational methods, including
PIMC, DFT-MD using standard plane-wave basis and PAW
or ONCV pseudopotentials, ACTEX, and MECCA.

Our EOS data by PIMC, FOE, ACTEX, and MECCA show
good consistency at 106 K where 1s electrons are ionized. Our
detailed EOS comparison provides strong evidences that cross
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validate both the PIMC and the DFT-MD approaches for EOS
studies of the partially ionized, warm-dense plasmas.

At 2.5–3.2×106 K and 1.0–1.3×103 Mbar, our PIMC, AC-
TEX, and MECCA calculations uniformly predict a maximum
compression of ∼4.55 along the shock Hugoniot for B4C
(ρi = 2.51 g/cm3), which originates from K shell ionization.
This compression is underestimated by Thomas-Fermi models
by ∼0.2 (6%). The maximum compression ratio is similar to
that of h-BN (4.55 for ρi = 2.26 g/cm3) [16] and slightly
smaller than pure boron (4.58 for ρi = 2.31 g/cm3) [13].

We also report Hugoniot data up to ∼61 Mbar from exper-
iments at the NIF. The measured data show good agreement
with our theoretical predictions based on DFT-MD.

By comparing QEOS models with the electron thermal
term constructed in different ways (Purgatorio in LEOS 2122
or Thomas-Fermi in LEOS 2120/SESAME 7082), we find
that the Purgatorio-based EOS models provide excellent over-
all agreement with our numerical simulations, similar to our
previous studies on pure boron and BN. Because the largest
differences in the Hugoniot response of the models occurs
near peak compression, performing experiments for mate-
rials near peak compression [3,4,95–97] would provide a
rigorous experimental test of our understanding of electronic
structure in high-energy density plasmas. It would also be
worthwhile to pursue experiments that provide measurements
of the temperature and the pressure in either Hugoniot or
off-Hugoniot experiments, which would provide data to test
the first-principles calculations.

Based on the experimental data, we have developed three
new EOS models (L2123, L2124, and L2125) by variations
of the cold curve and the ion thermal EOS model to span
the range of experimental error bars. To test the applicability
of the models to simulations of ICF, we performed a series
of 1D hydrodynamic simulations of direct drive implosions
with a B4C ablator based on the polar direct drive exploding
pusher platform described in Refs. [19,91,92]. Because the
yield in these implosions of relatively thin capsules is strongly
dominated by the shock heating of the gas and not reliant
on very high compression of the ablator, the most relevant
part in the phase space for these implosions is predominantly

the shock generation along the principal Hugoniot. We find
that the nominal polar direct drive exploding pusher design
with a 1.8 ns, 500 kJ square laser pulse is not sensitive to
the choice of these four EOS models (including L2122) for
capsule thicknesses ranging from 2 to 25 μm. The thickest
shells considered showed significantly higher densities (up to
∼45 g/cm3) than thinner shells at stagnation, yet the com-
puted yield was still insensitive to the level of EOS variation
that is represented by the models we have developed. Our
work should motivate similar studies for future indirect and
direct drive ICF designs using B4C ablators.
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