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Thermodynamics from relative entropy
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Thermodynamics can be developed from a microscopic starting point in terms of entropy and the maximum
entropy principle. We investigate here to what extent one can replace entropy with relative entropy which has
several advantages, for example, in the context of local quantum field theory. We find that the principle of
maximum entropy can be replaced by a principle of minimum expected relative entropy. Various ensembles and
their thermodynamic potentials can be defined through relative entropy. We also show that thermal fluctuations
are in fact governed by a relative entropy. Furthermore, we reformulate the third law of thermodynamics using

relative entropy only.
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I. INTRODUCTION

The relations between thermodynamics and information
theory are rather tight. Entropy, which has a direct information
theoretic significance, plays an important role in the derivation
of thermodynamic relations, the definition of temperature and
other state characteristics and for deriving concrete forms
of density matrices corresponding to various ensembles; see,
e.g., Ref. [1]. Entropy has also been used to characterize the
probability of thermal fluctuations [2] (see also Ref. [1], and
see Ref. [3] for a recent exposition).

The approach and concepts of thermodynamics are so pow-
erful and successful that one would also like to extend them
beyond the regime where they are applicable most directly,
namely static situations in full thermal equilibrium. While
general out-of-equilibrium situations may be rather complex,
at least the approach toward equilibrium should be governed
by information theoretic aspects, similar to equilibrium itself.
Also, spatially nonuniform situations are obviously of interest.

One motivation is to understand fluids of various kinds
in more detail. Fluid dynamics uses locally the concepts of
thermal equilibrium, such as the thermodynamics equation of
state, but usually out-of-equilibrium in a global sense. Particu-
larly interesting are fluids that are governed on a microscopic
level by the laws of quantum field theory, for example, the
quark-gluon plasma (e.g., Refs. [4,5]) or the cosmological
fluid dominated by dark matter in the early universe (e.g.,
Refs. [6,7]). To build a direct connection between fluid dy-
namics, quantum field theory and information theory one is
eventually forced to understand how thermodynamic concepts
can be applied locally in a quantum field theory.

One difficulty here is that quantum fields are typically
strongly entangled between different regions in space. For a
quantum field theoretic density matrix p one can formally
define a local density matrix p4 describing a region A in space
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as the reduced density operator

pa = Trg{p}. (1
The corresponding von Neumann entropy [8]
S(pa) = —Tr{paIn pa}, (2

also known as entanglement entropy, diverges according to an
area law [9,10] (D is the number of space dimensions),

S(pa) = gp—1[8A1e PV + .+ gi[9A]e™!

+ go[0A]log € 4 So(A). 3)

Here € > 0 is a small length so that 1/¢ is an ultraviolet
momentum cutoff and g;[dA] are coefficients depending on
the boundary of the enclosed volume in space.

Especially over the last years, information theoretic
concepts and in particular entanglement entropy became sig-
nificantly more important in various areas of quantum field
theory, for example, black holes [11-15], holography [16-18],
or high energy physics [19-25].

Instead of working with the divergent entanglement en-
tropy, it may be possible to tackle some of these problems
by working with quantum relative entropy [26], which is the
quantum analog of the Kullback-Leibler divergence or relative
entropy [27,28].

Classically, relative entropy can be understood as a mea-
sure of distinguishability between two distributions p and g,

S(pllg) = piIn(p;/q))- )
J

It is a nonnegative quantity that is zero if and only if the two
distributions are equal, a property that qualifies it as a diver-
gence. If the support condition supp(p) C supp(q) is violated,
the value of S(p||q) is set to +o00. Relative entropy can not be
considered as a true distance measure or a metric on the space
of probability distributions because it fails to be symmetric
and also does not obey a triangle inequality.
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So what does relative entropy actually mean? To answer
this question suppose that events are distributed according to
a distribution p. Unfortunately, we mistakenly consider the
events to be distributed according to g instead. In other words,
p is here the rrue distribution, while g serves as a model
distribution. Then S(p||q) measures the uncertainty deficit due
to the wrong assumption ¢ [29,30]. Formally the latter can
be defined as the average surprise (—Ilng;) = — > ;pjlng;
minus the real information content — ) jpjlnpj. Seen in
this way it is intuitively clear that relative entropy has to
be nonnegative and that the model should predict nonzero
probabilities for all events that indeed can happen according
to p. (If this support condition were violated, then the model
could be ruled out with certainty for a particular outcome).

Relative entropy also has a significance in the following
context. Consider an experiment, which can have n possible
outcomes x; with j € {1, ..., n}, distributed according to ¢,
and it is done N times. This produces a sequence of events,
say x = (xp, Xs, ...). If the true distribution g is not known,
then one may take as an empirical proxy to it the relative pro-
portions, or frequencies, of the different events p; = N(x;)/N.

The question is now, what is the probability to find an em-
pirical distribution or frequencies p if the true distribution is
q? It turns out that for large N this probability asymptotically
tends to [29,30]

e~ NS(lla) (5)

In other words, Eq. (5) describes the probability for a fluctu-
ation in the frequencies p; = N(x;)/N deviating from their
expectation value (p;) = ¢q;. If either p; and g; are very
distinct (measured in terms of relative entropy), or if the
experiment is repeated often enough, then the probability for
such fluctuations tends to zero. The result can be generalized
to what is known as Sanov’s theorem [31].

As one can see from the discussion above, it depends on
the context whether ¢ and p in Eq. (4) play the role of model
distribution and true distribution or vice versa. However, the
first situation, where g is a model for p, appears more often.

It turns out that relative entropy has many crucial ad-
vantages over entropy. First, it is well-defined for discrete
and continuous random variables. To be precise, for relative
entropy one can simply take the continuum limit from the
discrete case p; — f(x)dx, q; — g(x)dx, because dx cancels
in the ratio appearing in the logarithm of Eq. (4). This yields

S(fllg) = /de(X) In[f(x)/g(x)]. (6)

Similar arguments fail for the classical Shannon entropy [32].
Second, relative entropy is invariant under a reparameteri-
sation of coordinates x — x’(x) on the underlying statistical
manifold.

Its main advantage, in particular for our purposes, becomes
clear when we turn to quantum (field) theory. There the quan-
tum relative entropy between two states p and o is defined
as [29,33]

S(pllo) = Tr{p(Inp —Ino)}. (7

When p and o are reduced density matrices this becomes
relative entanglement entropy. The latter can also be defined
rigorously in terms of modular theory [34]. One may expect

that relative entanglement entropy will be finite also for gen-
eral nonequilibrium situations.

Consequently we want to suggest a more regular use of
relative entropy. Recent literature on relative entropy in the
context of entanglement and quantum field theory encom-
passes Refs. [15,35-39].

References were relative entropy was used to study aspects
of thermodynamics encompass Refs. [40,41]. Furthermore,
one of the key properties of relative entropy, its monotonicity
under a quantum channel, was used to obtain second-law like
inequalities in Ref. [42].

In this paper we focus on the role of relative entropy in
thermodynamics. Basically we show how thermodynamics
can be formulated from a statistical approach with relative
entropy essentially replacing entropy. Besides the fact that this
is itself an interesting way of rethinking statistical physics we
want to pave the way for using relative entropy in fluid dy-
namics, quantum field theory and in particular to understand
nonequilibrium dynamics.

Usually the conceptual starting point for the development
of thermodynamics based on microscopical statistical physics
is to formulate fundamental principles which allow then to
define equilibrium ensembles. One way of doing so is the
maximum entropy principle [32,43—45], which can be applied
to classical and quantum theories. Another possibility is the
ergodic hypothesis [46,47] in classical physics. Its quantum
analog is considered to be the eigenstate thermalization hy-
pothesis [48-52]. Approaches based on entanglement were
put forward too, for example, Ref. [53].

Let us mention that entropy can also be introduced in an
operational way directly within thermodynamics, i.e., without
alluding to an underlying microscopic description [54—64].
Such a formulation can be developed from a set of basic ax-
ioms, introducing as a further concept adiabatic accessibility
to establish an ordering relation between states. This approach
provides rigorous mathematical arguments for a well-defined
notion of entropy, which go also beyond the equilibrium case.
Compared to this, our aim in the present manuscript is more
modest in the sense that we explicitly rely on the microscopic
description in terms of probability distributions or density
operators. The interesting question whether an operational
definition could also be found for relative entropy directly in
a thermodynamic context will be left for future investigations.

We will discuss different entropy principles in Sec. II and
also propose there a principle of minimum expected relative
entropy, which is then shown to be equivalent to the funda-
mental postulate. In Sec. III we redevelop thermodynamics
and in particular the different statistical ensembles using rel-
ative entropy. In this context we also explore how relative
entropy can be used to obtain an expression for the probability
of thermal fluctuations. Finally, we present a new formulation
of the third law of thermodynamics in terms of relative en-
tropy and draw conclusions in Sec. I'V.

II. ENTROPY PRINCIPLES

Let us consider a macroscopic quantum system in a finite
volume V. We are interested in stationary situations so that
the Hamiltonian H is time-independent. Moreover, we can
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introduce energy eigenstates |i) such that
H i) = E; i) . ®)

The energy eigenvalues E; are in general degenerate and the
corresponding eigenstates can be assumed to form an or-
thonormal basis for the Hilbert space H,

(i) = 8ij. )

Oftentimes one is interested in a reduced space of (micro-
)states that are compatible with a set of (macroscopic)
constraints, for example, constant energy, particle number or
similar. This subspace may itself be a Hilbert space H’ and we
denote its dimension dim H' = N.

A density operator describing any stationary state p can
be taken to be block diagonal in the energy eigenbasis as a
consequence of von Neumann’s equation 0 = 0,0 = i[p, H].
If there were no degeneracy in energy eigenvalues, the density
operator would become fully diagonal and one could write

N
p =2 pilil (10)
j=1

Note that two density operators that are diagonal in the same
basis commute so that this can also be understood as a kind
of classical limit. In the following we will sometimes start
from this simplifying assumption but ultimately aim for a
fully quantum description. Equation (10) also implies that the
von Neumann entropy of the state p is equal to the Shannon
entropy of the classical distribution p of the compatible mi-
croscopic configurations

S(p)=S(p)=—)_ p;lnp;. (11)
j

Any sensible state o that is supposed to be a model for
o has to be stationary too, such that the same argumentation
holds and we can write itas 0 = ) ;7417){jl. Consequently,
the quantum relative entropy of the state p relative to its
model o reduces to the classical Kullback-Leibler divergence
between the two distributions p and g,

S(pllo) = S(pllg) = _ p;In(p;/q;). (12)
J

Let us emphasise again that stationary states are not necessar-
ily of the diagonal form Eq. (10) if energy eigenvalues are
degenerate and it becomes then necessary to work directly
with the quantum relative entropy in Eq. (7).

A. Principle of maximum entropy

The most prominent conceptual approach to statistical me-
chanics in thermal equilibrium goes through Jaynes’ principle
of maximum entropy [32,43—45]. One starts with a set of
macroscopic observables or state characteristics such as, for
example, energy, particle number, or magnetization. Many
microscopic quantum states might be compatible with these
macroscopic characteristics. Among them, one state (i.e., a
density matrix) should be preferred as having maximum en-
tropy or minimum information by Jaynes’ principle.

Why is this particular state distinguished? Take two dis-
tinct probability distributions p and ¢, which both fulfill the

macroscopic conditions, such that S(p) > S(g). This means
that the uncertainty or missing information of p is greater
than that of ¢ or, in other words, that ¢ contains additional
information, which is not determined by the macroscopic state
characteristics. Since one does not want to perform additional
experiments or include information that is not available, the
distribution p is preferred. This is essentially the principle of
minimum information or maximum entropy.

B. Principle of minimum expected relative entropy

We will now attempt to formulate a principle similar to
the Jaynes’ maximum entropy principle, but based entirely on
relative entropy. Typically, relative entropy is used to compare
a model o with a true distribution p.

Thus, in terms of relative entropies, a reasonable question
is: What is the best model o given some macroscopic state
characteristics but no detailed information about the micro-
state? It is important in this context that the true state p (or
the corresponding probability distribution p) is not known,
otherwise the best model would of course be the true state
itself.

The idea we will pursue in the following is to consider an
average on the space of probability distributions or density
matrices and to define the best model as the one that has
smallest relative entropy to all possible states on average. It
is then the model from which others are least distinguishable.
As a prerequisite we first need to find sensible measures on
the space of probability distributions and density matrices.

1. Measure on space of probability distributions

In the following we will first consider the space of possible
probability distributions p or diagonal density matrices as in
Eq. (10). We will subsequently extend this to nondiagonal
density matrices, as well. We want to define a sensible integral
measure on this space. What is immediately clear is that the
distribution should be normalized,

N
Y opi=1 (13)
j=1

Moreover, in practice there are typically additional con-
straints, such as compatibility with a set of macroscopic state
characteristics. These constraints still leave a large degener-
acy of possible micro-states, or probability distributions, of
course. We construct now a measure on the space of probabil-
ity distributions, which we denote by

/ Dp. (14)

We use here a functional integral notation because eventu-
ally we will be interested in infinite dimensional probability
spaces. The set of normalized probability distributions is a
manifold and one can integrate on it in terms of suitable
coordinates. For example, the set of allowed distributions p(§)
may be parameterized by a set of parameters or coordinates
&= {Sl, ..., €™}, such that we can write

/Dp:/délmdé"’u(él,-wé"")‘ (15)

052117-3



STEFAN FLOERCHINGER AND TOBIAS HAAS

PHYSICAL REVIEW E 102, 052117 (2020)

We want the integral measure to be invariant under a change
of coordinates & — £/(§),

dE"™
aEp

p(E', . EM) = det( )u’(é", W €™ (16)

One such measure is given by Jeffreys prior as integral
measure [45,65]

n(§) = const x \/det gup(§), a7

where g,4(&) is the Fisher metric associated with p(§). This
metric serves as Riemannian metric on the space of probabil-
ity distributions and is given by [66]

dp;(§)dlnp;(§)
gaﬂ($)=z Igéa %- (18)

Based on this metric, one can define the volume form or
integral measure Eq. (15) with Eq. (17). We note, how-
ever, that the measure in Eq. (17) is not unique. Indeed,
one could multiply this by any function that is invariant un-
der reparametrizations, such as, for example, e Sl with
some reference distribution ¢, and the measure would still be
acceptable.

With the measure we just constructed one can also integrate
functionals of the probability p, for example,

/ Dpf(p) = / d"E u(E) FLp(E)]. (19)

For later purpose we want to show an invariance prop-
erty of expressions of this type, namely under the maps
{p1....pn} = {pPnay, - - Pnovy ), where j — TI(j) is a per-
mutation.! We will abbreviate this map as p — I1(p). The
statement we want to show reads then

/ Dpf(p) = / DpfIT(p)], 20)

for any functional f of the probability distribution and any
permutation IT.

To show Eq. (20), it is particularly convenient to
parametrize the probabilities by their square roots, i.e., to
write

{(E”)2 forj=1,....,N —1,
pj= 1_(%-1)2_.“_(%-./\/71)2 fOI'j:N.
21
For the Fisher metric one finds then
1 gogp
—~8a 2801 . 22
A e e 2 e

The right-hand side is in fact the metric induced on the surface
of a unit sphere Sxr_; from the A -dimensional Euclidean
space it is embedded in [67,68].

Note that this assumes a discrete probability space.

The measure in Eq. (14), normalized to f Dp =1, can be
written as

2t Nl !
/Dp_ﬁ/ildé .- dg /det(zg>
N-1
x®<1— Z(g“ﬁ)
a=1

1 ! 1 N Sy
=—— [ ag'agVs[1- | Y ). @3
an | & § azl(é) (23)

Here Qu = 27V/2/T(N/2) is the surface area of the unit
sphere in A/ dimensions. In this representation it is now ex-
plicit that the integral measure is invariant under permutations
p — Tl(p) as we wanted to show.

2. Measure on space of density matrices

Let us now extend our considerations to density matrices
p. We want to integrate over all such operators that are nor-
malized, Tr{p} = 1.

The construction is very similar as for probability distribu-
tions. We write the measure as

/Dp = /d’”g w(€) = const x /d’”é Jdet go5(8), (24)

where g,4(§) is now a Riemannian metric on the space of
density matrices. The analog of Eq. (18) for density matrices
is the quantum Fisher metric (e.g., Refs. [69-76]; see Ref. [77]
for a recent overview),

dp(§) dln p(é)}. 25)

& 0&p
A careful consideration shows that the logarithmic derivative

of a density matrix as it appears in Eq. (25) must be defined
such that

8ap(§) = Tr{

3p(d1Inp) + 3(d1Inp)p = dp, (26)

(it is therefore known as symmetric logarithmic derivative)
and accordingly Tr{p(dInp)} = Tr{dp} = 0. One can also
confirm from Eqgs. (26) and (25) that g,(§) = g4 (§).

The quantum Fisher metric arises in fact as a limit of the
relative entropy for density matrices that approach each other,

S(p(& +d)|Ip(E)) = 32up(§)dETdER + ..., 27

where the ellipses stand for terms of cubic and higher order
in d&. Equation (27) shows also that unitary transformations
of the density matrix induce isometric transformations with
respect to the quantum Fisher metric. To see this, consider a
unitary map

p(E) = p'(E) =UpEU" = p(&). (28)

In the last equation we have used that Up(£)U" is also a
normalized density matrix, but at some other coordinate point
&'(&). Now, from

S(p(& + d&)|1p(&)) =S[Up(E +dEYUT||Up(E)UT]
=S[p(&" +d&N|p(EN, (29)
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and Eq. (27) it follows that g,4 (£ )dE*dEP = g,p(E")dEdE"P
so that the induced map & — &’(§) is indeed an isometry.

With the integral measure Eq. (24) one can now integrate
functionals of a density matrix, similar to Eq. (19). We want
to show that this measure is invariant under unitary transfor-
mations, p — U pU", specifically,

/ Dp f(p) = / "€ W€ f(p(€)

=/dméu(é)f(Up(é)UT)=/Dpf(UpU*).
(30)

In the second step we have used Eq. (28) together with a
change of coordinates §" — &.

3. Minimizing expected relative entropy on
probability distributions

Let us now come back to the task of finding a replacement
for Jaynes’ principle of maximum entropy in terms of relative
entropy. What we suggest is to find a state o that is central
within the space of possible states p in the sense it has smallest
expected or average relative entropy S(p||o). It is then the
state that is least distinguishable from all states, weighted
by the measure or prior distribution Eq. (14), in the sense
determined by relative entropy.

More concretely, when stated for diagonal density matrices
or probability distribution, our principle of minimum expected
relative entropy for the optimal model ¢ is to minimize the
following functional:

B(g, %) = /Dp[suauq) + A(Zq,» - 1)} 31)

Here A is a Lagrange multiplier ensuring normalization of the
model distribution g. The variation of the expression Eq. (31)
with respect to the model distribution g can be done under the
functional integral

0=5B= Z/ [——+x]aqj. (32)

Fortunately the integration does not have to be executed ex-
plicitly to find an expression for g;. We can simply use the
invariance under permutations Eq. (20), which shows that
J Dp p; is independent of the index j. This immediately im-
plies also that the optimal distribution is independent of j and
must be given by the uniform distribution,

1
szjT/-’

which is equivalent to the well-known fundamental postulate
of statistical physics and the microcanonical ensemble.

The argument leading to Eq. (33) is based on the permu-
tation invariance Eq. (20) and holds for discrete probability
distributions. More general, Eq. (32) is solved by g = (p)
where the expectation value is with respect to the measure in
Eq. (15).

(33)

4. Minimizing expected relative entropy on density matrices

Let us now extend the variational principle Eq. (32) to
density matrices. To that end we compare p(§) to o (¢ ), where
& and ¢ provide convenient coordinates on the space of nor-
malized density operators. The functional Eq. (31) gets now
replaced by

B(C)Z/DPS[/)IIG(Z)] :/d’”g n(&) Slp)lla (D)1,
(34)

and the principle of minimum expected relative entropy says
that one should search for the state o (¢) corresponding to the
extremum of B(¢) in Eq. (34).

Before searching for the extremum it is convenient to de-
compose

o) =UQ) AU (@), (35)

where A(¢) is diagonal and U (¢) is unitary. We can then write

B(¢) =/D;OS[;0||U(§)A(C)UT(§)]

:/DpS[U*(c)pU(;)HA(;)] _ /DpS[pIIA(C)].
(36)

In the second step we have used invariance of relative en-
tropy under unitary transformations and in the last step
the invariance property of the functional integral, Eq. (30).
Equation (36) shows that the functional B(¢) is in fact de-
generate for all density matrices o (¢ ) that are related through
unitary transformations and depends therefore only on the
eigenvalues of o (¢).

The right-hand side of Eq. (36) is convenient for variation,

08B = Z/Dp[ Pij +/\}SA,] 37)

For simplicity we took now a parametrization in terms of the
diagonal values A;; themselves and introduced a Lagrange
multiplier to ensure normalization, similar as in Eq. (32). In-
terestingly, the square bracket on the right-hand side depends
only on the diagonal elements of the density operator p. One
can now use that the diagonal elements p;; can be permuted,
pjj — Prn()s by special unitary transformations’ p —
UpU?, and therefore it follows from Eq. (30) that / Dp pj;
is again independent of the index j, similar as we had it for
probability distributions. The extremum is then the uniform
density matrix
! 1 38
om = 71 (38)
Incidentally, in light of Eq. (36) this is anyway the only possi-
bility to have a unique extremum because it is the only density
matrix that remains unchanged by all unitary transformations
o — UoU".
To summarize, the uniform distribution Eq. (33) and den-
sity matrix Eq. (38) can also be obtained through a variational

2An example for two-dimensional matrices is U = io,.
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FIG. 1. Left panel: Curves of relative entropies S(p|lg) for a two-state system with probabilities p; = p, p, = 1 — p with respect to
different model distributions ¢; = g, g» = 1 — g as parametrized by the value of g. Right panel: Entropy S(g) and area function B(q) of
the model ¢g. The maximum of entropy and the minimum of B(q) are both at the uniform distribution, g = 1/2.

principle that is entirely based on relative entropy instead of
entropy. We now close this subsection with a simple example.

5. Example: Two-state system

Here we want to present the explicit form of the functional
B(gq, ) in Eq. (31) for a simple example, the two-state system.
Then the parametrization Eq. (21) reads p; = £? and p, =
1 — £2, which leads to the Fisher information

%-2
1—g%
At the extremum with respect to A, the distribution ¢g; = ¢,

g>» = 1 — g is normalized and we obtain for the remaining
function B(q) the simple expression

B(g)=1-2In2—1In[g(1 —q)]. (40)

1
Zg(é) =14 (39)

But what is the interpretation of this function? Let us have
a look at relative entropies with respect to different models
first (left panel of Fig. 1). If we consider the best model the
resulting relative entropy curve takes its minimum at p = %
For other models one gets asymmetric curves. In this simple
case B(g) is actually the area under the curve given by the
corresponding relative entropy with respect to a fixed model
q. One can directly see that the area under a relative entropy
curve is minimized for ¢ = % and goes to infinity for ¢ — 0
and ¢ — 1, which is also visible in the right panel of Fig. 1.
Thus, the area function is indeed minimized where the entropy
of the corresponding model is maximized.

C. Updating knowledge with expectation values

The principle of minimum expected relative entropy intro-
duced above is enough to describe besides the microcanonical
ensemble also the canonical and the grand-canonical ensem-
ble. We will discuss this in more detail in Sec. III.

Here we want to mention for completeness also a related
principle used in statistical inference, typically to update an
ensemble with additional knowledge in the form of expecta-
tions values. This is the principle of minimum discrimination
information or principle of minimum cross entropy [28,30]. It
has many applications in the context of Monte Carlo simula-
tions, optimization problems and machine learning [78,79].

The idea (translated to physics) is as follows. Suppose
we have found some model probability distribution g for
some physical situation. Then somebody gives us additional
information in the form of k expectations values, which

is not already taken into account by our current model g.
Now we want to improve our model by implementing this
additional information, which should lead to a new model
distribution p.

It is now sensible to do this with minimal gain of knowl-
edge, or, in terms of relative entropy, through minimizing
S(pllg) with respect to p under k + 1 constraints (the updated
distribution has to be normalized as usual, the prior distribu-
tion is normalized by construction).

To find a general expression for the probability distribution
p we use again the technique of Lagrange multipliers. Let
us say we have observables A; where j € {1, ..., k}, where
each observable A; has values a;; in microstates with index
i € {1, ..., N'}. Then we assign k multipliers A to the k expec-
tation values and add one multiplier y for normalization. The
Lagrange function is

k N
L(p.q,*j,v) =S(plig) + Z Aj (Z pidji — A./)

j=1 i=1

+)/<me—1). (41)
m=1

We want to compute the minimum

SL(p.q. 0 y) =0, (42)

where the variation is now with respect to the improved dis-
tribution p.
Solving the above extremization problem leads to

k
pi = % exp (- 3 ,\ja,,,«), (43)
j=1

where Z ensures normalization. So if we start with a model
q and add information from expectation values, we get an
improved model p which is effectively the prior model g times
weight factors enforcing expectation values A ;.

One notes the resemblance between Eq. (43) and
Boltzmann-type probability weights e #£. However, the su-
perficial impression of such a connection might be a bit
misleading. Specifically, if one tries to use the principle of
minimum discrimination power following the above discus-
sion to introduce the canonical ensemble with probabilities
pi = 2e7PEi, then one needs to start with prior probabilities
g; that are flat with respect to energy. This does not describe
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any physically sensible state for most systems—formally it
corresponds to a limit of the canonical ensemble with infinite
temperature.

There might be other situations, however, where the prin-
ciple of minimal discrimination information can be applied to
physics problems. As an example, let us consider a single spin
as part of a larger spin system which is in equilibrium with a
heat bath of temperature 7. We take the magnetic moment
of the spin to be ji; = y5; in the state i. We may consider
a ferromagnetic system at vanishing external magnetic field
H = 0. Starting point is a distribution of states according to
Boltzmann weights

qi = ze Ph. (44)

This serves as a prior model in the following. Without further
specifications, all spin directions 5; are equally likely. How-
ever, a ferromagnetic state has domains with nonvanishing
magnetization. Concentrating now on one such region with
given magnetization M, one may introduce a Lagrange mul-
tiplier —BB for the magnetic moment fi and the probabilities
become

— ﬂeﬂﬂﬁf — le—ﬁ(Ef—yéfl)’ (45)

Di > 7

where Z = ZZ = ¥, e #E~v5)_This updates the model dis-
tribution for the single spin. Proceeding similarly with other
spins would lead to a mean-field type description. There the
in-medium magnetic field B would have to be determined in a
self-consistent way.

III. THERMODYNAMICS

In this section we will use relative entropy and the principle
of minimum expected relative entropy to discuss different
thermodynamical ensembles as well as the definition of tem-
perature and chemical potential. Eventually we will also
formulate the third law of thermodynamics in terms of relative
entropy.

A. Microcanonical ensemble

We consider a situation with fixed energy E and particle
number N. (Here and below we will always keep the volume
V fixed.) We have already seen in Sec. II B that the principle
of minimum expected relative entropy (on the space of states
in agreement with the constraints) leads to the uniform distri-
bution or microcanonical density matrix

o = ZLS[H —EmBIN = Nw)],  (46)
where
Zn = TrlS[H — E(@n)SIN = No)l}. (47

We are interested in computing the relative entropy of an
arbitrary state p to the microcanonical state Eq. (46),

S(pllom) = Tr{pInp — plnoy}
= —S8(p) — Tr{pInow}. (48)

The first term is simply the negative von Neumann entropy of
p while the second is known as the cross entropy. Using that
om 18 constant in the subspace of states with energy E(op)
and particle number N (oy,) where it has support, and that both
states are normalized, leads for supp(p) < supp(op,) to

—Tr{plnon} = —Tr{om Inon} = S(om). 49)

The support condition for p translates to a condition on the
fixed values of energy and particle number. Both states have to
have the same energy and particle number, otherwise the sup-
port condition is violated and their relative entropy becomes
infinite. Note that it is not enough if p has an energy ex-
pectation value (H), = Tr{pH} that agrees with E(oy,); also
the dispersion needs to vanish so that (H?), = Tr{pH?} =
E(0)%. We denote this strict condition by E(p) = E(op) and
similarly for particle number N(p) = N(op,). In summary,
one finds

—S8(p) + S(om) for E(p) = E(om)
S(pllom) = and N(p) = N(ow), (50)
+00 else.

In other words, if we model a state p, which has a definite
energy and particle number, with a microcanonical state oy,
with the same energy and particle number, then their relative
entropy is just the difference of entropies. If the energies or
particle numbers do not agree, the relative entropy becomes
infinite. Intuitively, in that case it is rather easy to distinguish
the states, because a measurement of E or N is sufficient.

As shown in Sec. II B, the microcanonical state o, corre-
sponds to the state to which other states p have on average
the smallest relative entropy. Equation (50) tells that this rel-
ative entropy can then be written as a difference of entropies.
Moreover nonnegativity of relative entropy highlights that oy,
is indeed the state with maximum entropy for given E and N,
because S(p|lom) = 0 is equivalent to

S(p) < S(om), &1V

for all states p with E(p) = E(oy,) and N(p) = N(om).
It is instructive to consider also the differential of Eq. (50)
for dE(p) = dE (o) and dN(p) = dN(on),

dS(pllom) = —dS(p) + dS(om),
=—dS(p)+ BdE(p) — BudN(p).  (52)

In the second step we used the standard thermodynamic
relation

dS(om) = BdE(om) — f1rdN(0m). (53)

Interestingly, Eq. (52) provides a possibility to define the
inverse temperature 8 = 1/7T and chemical potential u of a
microcanonical state o, from partial derivatives of a rela-
tive entropy, at fixed entropy S(p). It is important to fulfill
dE(p) = dE(oy) and dN(p) = dN (o), though.

B. Thermal fluctuations

Let us discuss here also briefly the meaning of relative
entropy for the description of thermal fluctuations. Even in
a fully equilibrated state, quantities can differ from their ther-
mal equilibrium expectation values, for example, the energy
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or particle number in a subvolume. Typically, the relative
importance of fluctuations is larger when the subvolume or
subsystem they concern is smaller. The traditional theory of
such thermodynamic fluctuations goes back to Einstein’s work
on critical opalescence [2] (see also Ref. [1] and for a recent
discussion Ref. [3]) and one associates to a fluctuation of
a macroscopic variable £ a probability proportional to ¢’
where S(§) is the entropy. The quantity & is here such that
it does not have a sharp value but fluctuates in the thermal
equilibrium state o. The entropy S(£) can be understood as
the entropy of an ensemble of microstates, or a density matrix
(&), for which the macroscopic variable £ has a fixed value
but that is otherwise in agreement with conservation laws
and possibly other relevant constraints. The entropy S(§) =
S[p(&)] is strictly smaller than the equilibrium entropy S(o)
because the latter is maximal (within the constraints) and
because p(£) is necessarily different from the equilibrium
density matrix o. One can take the probability distribution for
a fluctuation to be proportional to ¢5l°¢)1=5() We note here
already the close connection to relative entropy in Eq. (50).

As we have discussed in Sec. I, in (classical) statistical
interference, e V519 governs the asymptotic probability to
find after N drawings relative frequencies p; = N(x;)/N for
arandom variable x; that is actually distributed according g;,
see Eq. (5) and the discussion there. This can be understood as
a fluctuation of the frequency p; around the expectation value
(pj) = q;. This setup is actually closely related to the one of
thermal fluctuations. If the number of drawings N, or the size
of the relevant subsystem in the case of thermal fluctuations,
grows, the probability for sizable fluctuations (relative to the
expectation value) becomes quickly very small.

Note, however, that Eq. (5) describes the asymptotic
limit of many drawings N — oo, while thermal fluctuations
concern in some sense finite size corrections to the ther-
modynamic limit of a subsystem. Nevertheless, the relation
motivates why the probability for finding a state p(£) in
agreement with a macroscopic value £ should be proportional
to e S5@®lom) when o, is the actual thermal state. Using
Eq. (50), we see that this indeed agrees with the traditional
theory of thermal fluctuations based on entropy. Note that we
can formally also allow p to violate the conditions E(p) =
E(om) and N(p) = N(on); the probability for such fluctua-
tions then simply vanishes.

To achieve reparametrization invariance, one must use the
invariant volume element in parameter space and one can state
that the probability for a thermal fluctuation in the parameter
volume d"¢& should be

1
dW = Ze—S(P@”"m) det gop (&) d™E, (54)

where g,g(§) is the Fisher metric for p(§) as defined in
Eq. (25) and Z is defined such that [ dW = 1.

To make things more concrete, let us assume that the expo-
nential term in Eq. (54) has a maximum at &,. Let us assume
moreover, that one can approximate® p(&)) & o, and consider

3This cannot be exact because £ is fluctuating for o but fixed for

0(&o).

a quadratic approximation (in & — &) to the relative entropy.
We have then

1 I v
dw = Ze—%gw(é—éo) (§—%0) /det(g) d"e, (33)

where the Fisher information metric appears now also in
the exponent. Here we can easily determine Z = (27 )"/2.
Thermal fluctuations are in a Gaussian approximation directly
determined by the Fisher information metric of the equilib-
rium distribution. More generally, thermal fluctuations are
governed by relative entropy, though.

Before we close this subsection, let us remark that thermal
fluctuations can also be described in the canonical and grand
canonical ensemble by relative entropy. The density matrix
of the microcanonical ensemble oy, in Eq. (54) is then simply
replaced by the density matrix of the canonical ensemble o, or
grand-canonical ensemble oy, respectively. One can confirm
that the relative entropies in Eqs. (68) and (77) lead to the
same expressions as the traditional theory formulated with
entropy (see, for example, Ref. [1]).

C. Canonical ensemble

The transition from the microcanonical to the canonical
ensemble can be done by following essentially the usual con-
struction. Suppose we still have an overall isolated system
with fixed total energy E and fixed total particle number N,
but we consider a decomposition into a small subsystem A and
a heat bath B. Furthermore the two subsystems are allowed to
exchange energy with each other. The question is now: How
can we deduce the best model o, for the small system without
using secondary fundamental principles?

The subsystem A may have an energy E4 while B has
then energy Eg = E — E,4. However, this decomposition is not
fixed, but fluctuating. Equilibration between A and B needs an
interaction between them. However, for the equilibrium state
itself, the role of this interaction term is typically neglected
and one assumes that the Hamiltonian can be decomposed into
two independent terms, H = Hy + Hp. For the microcanoni-
cal state we can then write

E aw
Om ™ / dEA—S(HA - EA)S(HB —FE + EA) (56)
0 dE,

We use here the distribution dW/dE, with [ dW = 1 where
all values for E4 contribute that are allowed by overall energy
conservation. Note in particular that oy, is not a product state.

It is nevertheless instructive to consider a class of product
states in the form

P(Ex) = pa(Es) ® pp(E — Ep), (57)

and specifically the relative entropy [using Eq. (50)]

Slp(Ed)llom] = —S[pa(Es)] — S[ps(E — E4)] + S(0m).
(58)

Because relative entropy is positive, there needs to be a
minimum of Eq. (58). The two negative terms on the right-
hand side are maximized when p4(E4) and pg(E — E,) are
microcanonical density matrices in the respective subspaces.
Searching then for a minimum by variation with respect to E4
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leads to the usual condition

d d
5Eﬂm@m&=éfﬂwwmbh. (59)

The inverse temperature in both subsystems needs to agree.
The latter is given by the usual relation

0
B = a—ES[p(E)]- (60)

One may now determine a density matrix for the subsystem
A. This can be based on Eq. (54) giving the probability for
thermal fluctuations. The energy of the subsystem E4 plays
here the role of a coordinate £. Using Eq. (58) and expanding
the relative entropy to linear order in E4 leads to

S[p(Es)llom] = BE4 + const. (61)

This approximation can now be inserted in Eq. (54) and E,
can be replaced by the Hamiltonian of subsystem A. One finds
that the density matrix for A must be of the canonical form

1
o= e, (62)

with normalization factor
Z = e PP = Tr{e PH). (63)

Both the Hamiltonian H and the trace Tr are now restricted
to system A. Because of the possibility of energy exchange,
states of different energies can now appear, but they are
weighted by Boltzmann factors.

In a next step, let us now determine the relative entropy
of an arbitrary state p with respect to the canonical density
matrix Eq. (62). One finds

S(plloe) = =S(p) = Tr{—pInZ — pfH}
=—S(p)+InZ + BE(p), (64)

where E(p) = (H), = Tr{pH} was used. To evaluate the log-
arithm of the partition function we can use the relations

E(o.) = —%mz, (65)

S(oc) = —pF (o) + BE(o.) =InZ — /3% InZ.  (66)

Combining them leads to
InZ = —BE(o.) + S(oc), (67)
such that we end up with
—S(p) + S(oc) + B [E(p) — E(00)]
for N(p) = N(oc), (68)

00 else.

S(plloe) =

We see that, compared to the microcanonical model in
Eq. (50), the relative entropy acquires a second term due to a
possible difference in energies. Furthermore, the support con-
dition is released somewhat. Only if the two particle numbers
do not agree, the relative entropy is still infinite. Moreover,
we get back the microcanonical result Eq. (51) if the energy
expectation values match.

The relative entropy between the state p and the canonical
state o, also has a very intuitive physical meaning (if the

support condition is met). Up to a factor § it describes the
so-called available energy, which is the maximum work, that
can be extracted from the system being in the state p, if it is in
contact with a heat bath with inverse temperature 8 [80-83].
In the special case where p = p. is an equilibrium state with
an in general different inverse temperature 8, the available
energy reduces to a difference of free energies.

It is instructive to consider the differential of the relative
entropy Eq. (68) [restricted to dN(o,) = dN(p)],

dS(plloc) = —dS(p) +dS(oc) + [E(p) — E(oc)1dp
+ BlAE(p) — dE(oc)]
= —dS(p)+ BdE(p) — BudN(p)

+ [E(p) — E(0c)]dB, (69)
where we have used that for the thermal state
dS(o.) = BdE(o.) — B dN(oc). (70

If we consider S(p), E(p), N(p), and the inverse temperature
B of the state o, as independent, then we can read off from
Eq. (69) that

aS(plloc) _
IS(0) ey Nep).p ’
aS(plloc) _p aS(plloc) — —pu
OE@) siornins N s k05
as
33pllo.) =E(p)— E(0). (71)
B ls(p).E@ NG

Let us have a closer look on these relations. The first relation
tells us that if the information about the true state p increases
(which corresponds to a decreasing entropy), the relative en-
tropy with respect to the thermal state increases in the same
way. This is intuitively clear since the thermal state is the state
representing maximal missing information and the actual state
veers away from the thermal state if its information increases.

The relations in the second line provide an interesting
possibility to define temperature and chemical potential of a
canonical density matrix o, through partial derivatives of a
relative entropy at fixed S(p).

The relation in the third line has also an interesting mean-
ing. We observe that precisely if we choose the two energy
expectation values to be equal, the partial derivative with
respect to B vanishes,

aS(plloc)
9B

In other words, if we choose the model energy to be the
correct energy, then the relative entropy is minimized with
respect to the inverse temperature. Since the temperature is
the only degree of freedom of a canonical state, this choice
corresponds to the optimal canonical model; all other choices
lead to a larger relative entropy.

While we have obtained here the canonical ensemble from
the microcanonical ensemble using the standard procedure,
one may also ask whether a principle of minimum expected
relative entropy can be formulated directly in the canonical
case. Indeed this could be done similarly to the construction

=0 &  E(p)=E(0). (72
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in Sec. II B, however the integral Dp over probability distribu-
tions, or Dp over density matrices, would now have to go over
a set of states that does not have fixed energy. The detailed
properties of the appropriate functional integral measure will
have to be fixed in more detailed investigations beyond the
scope of the present work. However, there is one interesting
statement one can make on rather general terms, generalizing
the discussion in Sec. II B.

Consider a functional as in Eq. (34) but with a more gen-
eral definition of the functional integral measure Dp. We are
interested in finding the minimal expected relative entropy and
vary therefore with respect to the density matrix o,

6B = /D,o Tr{pdIno} = Tr{(p)dInc}. (73)

In the second equation we use (-) = f Dp(-) for the expecta-
tion value with respect to the functional integral over p. Our
claim is now that B is stationary for o = (p). To see this we
first use the cyclic property of the trace to write

8B = 3Tr{{p) (dIno) + (dIno) {p)}. (74)

The logarithmic derivative should be understood here as a
symmetric logarithmic derivative as defined in Eq. (26). One
can then see that for o = (p) one has

8B = Tr{do} = 0. (75)

In the last step we used that Tr{o'} = 1 needs to be normalized.

These considerations show that one can obtain the canon-
ical density matrix directly from a principle of minimum
expected relative entropy when the integral measure Dp is
such that the expectation values is the canonical density ma-
trix, (p) = o..

D. Grand canonical ensemble

The same analysis can be done for a small system in
contact with a heat and particle bath. There we expect the
best model for the small system to be the grand canonical
ensemble. We abbreviate the technical steps and directly use
the well-known expression

Opc = le—ﬂ(H—/AN)’ (76)
Z
where p is the chemical potential, allowing for particle ex-
change between the two systems, and Z is now the grand
canonical partition sum. For the relative entropy of an arbi-
trary state o and the grand canonical model one finds

S(p||0gc) = —S(p)+ S(ch) + BLE(p) — E(Ugc)]
— B [N(p) — N(og)]. 77

We see that the full relation is linear in differences of exten-
sive quantities, as may be expected from the canonical case.
Moreover the support condition is released even further. The
only case, in which the relative entropy would still be infinite
is if the two states would live in different volumes (we have
excluded this possibility so far).

The differential of the relative entropy Eq. (77) becomes
now

dS(plloge) = —dS(p) + BdE(p) — Bl dN(p)
+[E(p) — E(og)]dp

— [N(p) — N(og)]1d(B), (78)
which implies, for example, the relations
0S(plloge)
Tg“ = —Bu. (79)
©) 1s0).E@).pu
3S(plloge)
a—gc = —N(p) + N(0oy). (80)
B sto).E(p)N )8

These two relations have an analogous interpretation as
before. The optimal choices of § and p, in the sense of a sta-
tionary relative entropy correspond to choosing a model with
coinciding expectation values for energy, E(0) = E(0g), and
particle number, N(p) = N(0g).

E. Third law of thermodynamics

Entropy does not only appear as a thermodynamic poten-
tial, but is also central for the three laws of thermodynamics.
Of special interest here is the third law. This is because the
first law expresses simply energy conservation, which does
not have to be linked to entropy necessarily and the second law
was formulated in several ways using relative entropy already
(for an overview, see Refs. [42,84]).

There exist several possible formulations of the third law.
A popular approach is Planck’s formulation: Entropy ap-
proaches a constant value for the temperature going to zero,
T — 0, independently of all other thermodynamic parame-
ters. A quantum mechanical interpretation allows to identify
this constant with the entropy Sy of the ground state py, be-
cause the state of the system p approaches the ground state
po as temperature decreases. If we model the actual state p by
either a canonical or grand-canonical thermodynamic model
o, then we may formulate the third law as follows.

Third law of thermodynamics: The relative entropy
S(pollo) between the ground state py and a thermodynamic
model state o approaches zero for T — 0,

lim S(pollo) = 0. (81)

Information theoretically, the ground state becomes indis-
tinguishable from a thermodynamic state at zero temperature.
In contrast to the usual formulation based on entropy instead
of relative entropy, the case of a degenerate ground state does
not lead to a constant value on the right-hand side of Eq. (81).
Let us first comment on Eq. (81) for the case where o = o,
is a canonical density matrix so that we can use Eq. (68).
Obviously, one needs to assume that N(p) = N(o.), here.
Moreover, E(py) — E(o.) must vanish for 8 — oo faster than
1/B, so that at zero temperature S(pg) = S(o.). When o =
Ogc is a grand-canonical density matrix one can use Eq. (77)
and one also needs N(pg) — N(0og) to vanish faster than
1/(Bw) for B — oo so that S(pg) = S(0y) at T = 0. In both
the canonical and the grand-canonical case, the formulation
Eq. (81) is then equivalent to Planck’s formulation.

052117-10



THERMODYNAMICS FROM RELATIVE ENTROPY

PHYSICAL REVIEW E 102, 052117 (2020)

For completeness, let us now provide direct arguments for
the validity of Eq. (81), concentrating for simplicity on the
case of nondegenerate energy eigenstates and focusing on
a canonical density matrix o.. In the energy eigenbasis, the
latter reads

1 _BE,
(0)nm = (nloc|m) = ze "Sum = Gn Onm, (82)

where ¢, is the Gibbs distribution. The ground-state density
matrix Qg is

(pO)nm = 8n0 8m0~ (83)

Then the relative entropy becomes
S(polloe) =Y (Su0Indu) = Y (BuoIngn) = —Ingo,

(84)

which is actually a general result for the relative entropy of the
ground state to a density matrix that is diagonal in the energy
eigenbasis. Now one can write

L Zn>0 e P
pone S e PEN
—B(E,—E
R B L i
ool + 3. e PEED

Note that E,, — Ey > 0 for all n > 0. Indeed this leads to a
confirmation of Eq. (81).

(85)

IV. CONCLUSION AND OUTLOOK

In summary, we have investigated here to which extent
the relation between thermodynamics and microscopic statis-
tical physics can conceptually be formulated on the basis of
relative entropy instead of entropy and the answer is in the
affirmative. As a replacement for the principle of maximum
entropy, which is usually taken as the conceptual starting
point for the development of equilibrium thermodynamics,
we have formulated a similar but new principle of minimum
expected relative entropy. It is based on the construction of
a (functional) integral measure on the space of probability
distributions or density matrices in the classical and quan-
tum formalism, respectively. This measure is actually Jeffreys
prior, based on the square root of the determinant of the Fisher
information metric (in the classical case) or of the quantum
Fisher metric (in the quantum case), respectively.

The microcanonical equilibrium state is then characterized
as the from which all other states allowed by the constraints
are least distinguishable—measured in terms of relative en-
tropy and Jeffreys prior. Based essentially on symmetry
properties of the integral measure, we could show that this
new variational principle leads to the standard microcanonical
ensemble in a classical as well as in a quantum description.

From the microcanonical ensemble we have then rede-
veloped also the canonical and grand-canonical ensemble,
using relative entropy instead of entropy. This also includes
alternative definitions of temperature and chemical potentials
through specific derivatives of relative entropies.

An interesting point concerns also thermal fluctuations.
While the traditional description going back to Einstein’s
work on critical opalescence is based on entropy, we have
shown that an alternative formulation based on a relative
entropy between a state with a given value of a fluctuating
parameter and the thermal state, is possible and leads to an
equivalent description. This alternative formulation has the
advantage that it can directly be used in situations where
entropy is infinite, but relative entropy is finite.

Finally, we have also shown that the third law of thermody-
namics can be formulated in terms of relative entropy instead
of entropy itself.

Taken together, our results open on the one hand side a
new perspective on foundational aspects of thermodynamics,
for example, our analysis suggests that it could be beneficial
to think more often in terms of distinguishability instead of
missing information. On the other side, the results also pave
the ground for an application of thermodynamic concepts
in situations where (entanglement) entropy is not finite, but
relative (entanglement) entropy is. What we have specifically
in mind here is the local description of a quantum field theory
and its entanglement properties. The von Neumann entropy
for the reduced density matrix of a spatial subregion (known
as entanglement entropy) has severe ultraviolet divergences,
while relative entanglement entropy is usually finite. With the
formulation of thermodynamics in terms of relative entropy
presented here, it might become possible to develop a better
understanding of quantum field theories in close-to but out-
of-equilibrium situations (see also Ref. [85]) and to connect
more directly to local thermal equilibrium approximations as
they arise in the context of (relativistic) fluid dynamics.

Other interesting questions for future work concern the op-
erational definition of relative entropy directly within a purely
thermodynamic context. In particular one may ask what is
needed to define relative entropy as thermodynamic quantity
and how this differs from the operational definition of entropy
developed in Refs. [54-64].
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