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Spin depolarization induced by self-generated magnetic fields during cylindrical implosions
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Spin-polarized fuels are promising for inertial confinement fusion due to the enhanced fusion cross section.
One significant concern of spin-polarized inertial confinement fusion is whether the nuclei polarization could sur-
vive in the implosions and contribute to ignitions. Here we present numerical simulation methods and results of
spin dynamics of polarized deuterium-tritium fuels in strong self-generated magnetic fields during the implosions
of dense cylindrical shells. The magnetic field generation and evolution is modeled with generalized Ohm’s laws
combined with hydrodynamic equations. The spin dynamics is investigated with a particle-tracking method, by
solving the spin precession equations of tracked particles. Rayleigh-Taylor instabilities and Richtmyer-Meshkov
instabilities are found to be the main cause of depolarization. Hydrodynamic instabilities lead to depolarization
of nuclei near the hot-spot shell interface, and an asymmetric shock front leads to depolarization of nuclei inside
a hot spot. Deuterium polarization is more stable than tritium polarization due to its smaller gyromagnetic ratio.
Low-mode perturbations can lead to higher depolarization inside a hot spot than high-mode perturbations. In the
multimode simulations, the modes around 16–32 are significant for hot-spot depolarization.

DOI: 10.1103/PhysRevE.102.043215

I. INTRODUCTION

For controlled thermonuclear fusion, using spin polarized
deuterium-tritium (DT) fuels can be advantageous in provid-
ing control of the reaction rates and the angular distribution of
the reaction products [1–3]. Fusion reaction rates are critical
to the fusion energy generation. It was estimated [1] that
the cross section can be enhanced by a factor of δ = 1.5
when the spins of DT are perfectly aligned in a total spin
3/2 configuration and assuming that the reaction is isotropic.
Recently, ab initio predictions [4] including anisotropies show
that the enhancement factor δ can be larger than 1.5 at
certain energies. For inertial confinement fusion (ICF), one-
dimensional simulations of directly driven capsules show that
the required laser power and energy to achieve a high gain
scale as δ−0.6 and δ−0.4, respectively, while the maximum
achievable energy gain scales as δ0.9 [5]. The required hot-
spot temperature and areal density for ignition can both be
reduced by about 15% for a fully polarized nuclear fuel [5].
Two-dimensional (2D) simulations indicate that the effects
due to anisotropic reaction product emission and deposition
can be neglected in spin-polarized high-gain ICF targets [6].
Several techniques have been developed to produce polar-
ized DT fuels such as the atomic beam source [7], static
nuclear polarization [8], dynamic nuclear polarization [9],
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spin-exchange optical pumping [10,11], and ultraviolet pho-
todissociation [12]. The polarization of deuterium or tritium
atoms can reach a high level of about 90% [3,7].

Depolarization is a significant concern in polarized fu-
sion [1,2]. The two main depolarization mechanisms are
collisional depolarization and magnetic-field-induced de-
polarization. Simple estimations by More [2] show that
depolarization can be negligible during the short dura-
tion of ICF implosions. One-dimensional simulations show
that collisional depolarization can be smaller than 0.1%
during the compression and burn phase [13]. Recently,
simulations [14,15] and experiments [16–18] have shown self-
generated magnetic fields in ICF plasmas in excess of 103 T,
which is much larger than the estimations of More [2]. These
magnetic fields are generated by the baroclinic source terms
during the onset of hydrodynamic instabilities. Rayleigh-
Taylor instability (RTI) and Richtmyer-Meshkov instability
(RMI) arise from low-mode and high-mode asymmetries typ-
ically seeded by the nonuniformity of the drivers and DT
ice roughness of the inner shell surface, which are currently
unavoidable for both indirect drive and direct drive implo-
sions [19,20]. RTI occurs in the deceleration phase of the
implosion when the pressure gradient is in the opposite di-
rection from the density gradient [21,22]. RMI occurs when
a shock wave passes through the interface between the two
fluids with different densities [23]. While RTI and RMI gen-
erate strong magnetic fields near the interface, the shock front
distortion [24] related to RMI can also generate magnetic
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fields as the shock propagates inside the hot spot. Depolariza-
tion inside the hot spot is critical to the ignition and fusion
energy output. The DT nuclei inside the hot spot need to
stay polarized over the ICF confinement time in an order of
10−10 s [25]. For magnetic fields of 103 T [26], the periods
of Larmor precession for DT nuclei are 1.53 × 10−10 s and
2.20 × 10−11 s, respectively, which are comparable to or even
shorter than the ICF confinement time. The depolarization
induced by self-generated magnetic fields thus cannot be ne-
glected for spin-polarized ICF.

In this paper, we present simulation methods and results
of DT depolarization in self-generated magnetic fields dur-
ing the implosions of cylindrical shells. The magnetic field
generation and evolution is modeled with generalized Ohm’s
laws combined with hydrodynamic equations. The spin dy-
namics is investigated with a particle-tracking method, by
solving the spin precession equations of tracked particles. In
the single-mode simulations, RTI and RMI generate strong
magnetic fields in excess of 103 T, leading to depolarization of
nuclei near the hot-spot shell interface. Shock front distortion
related to RMI generates magnetic fields on the order of 102 T
inside the hot spot. Deuterium polarization is more stable than
tritium polarization due to its smaller gyromagnetic ratio. The
cross-sectional enhancement factor δ drops to below 1.1 near
the interface, while δ drops to about 1.2 inside the hot spot.
Low-mode perturbations can lead to higher depolarization
inside a hot spot than high-mode perturbations. In the multi-
mode simulations, the resulted fusion cross sections inside hot
spot are about 30% higher than the unpolarized cross sections.

II. SIMULATION METHODS

In our spin dynamics simulation code SpinSim, we solve
hydrodynamics equations and a magnetic field evolution
equation with the finite volume method and the spin pre-
cession equation with the particle-tracking method. The
hydrodynamics equations and spin precession equation can be
derived from a rigorous kinetic description of spin-polarized
plasmas [27,28]. The kinetics equations are difficult to solve
numerically for higher dimensions due to the extra dimensions
in phase space. The particle-tracking method can be easily
coupled with hydrodynamics simulations and particle-in-cell
simulations, which are the predominant numerical tools to
investigate ICF.

The equations of compressible inviscid hydrodynamics can
be written in the form of conservation laws,

∂U

∂t
+ ∂Fx

∂x
+ ∂Fy

∂y
+ ∂Fz

∂z
= S. (1)

The conserved variable U is

U = (ρ, ρvx, ρvy, ρvz, ρE )T , (2)

where ρ is mass density, v{x,y,z} are the three components of
velocity, E = ρv2/2 + Eint is the total energy, and Eint is the
internal energy. The fluxes are

Fx = (
ρvx, ρv2

x + p, ρvxvy, ρvxvz, [E + p]vx
)T

, (3)

Fy = (
ρvy, ρvxvy, ρv2

y + p, ρvyvz, [E + p]vy
)T

, (4)

Fz = (
ρvz, ρvxvz, ρvyvz, ρv2

z + p, [E + p]vz
)T

. (5)

The sources S here are zeros. The ideal gas equation of state
is used with an adiabatic index of 5/3. The evolution equation
of the magnetic field including the Biermann battery source
can be written as [29]

∂B
∂t

= ∇ × (v × B) + ∇ × ∇pe

nee

= ∇ × (v × B) + mi

e

1

1 + χ

∇p × ∇ρ

ρ2
. (6)

Here pe is the electron pressure, ne is the electron number
density, e is the elementary charge, mi is the average ion mass,
and χ is the ionization fraction. For equimolar DT fuel, mi ≈
2.5mp, where mp is the proton mass, and χ ≈ 1. Equation (6)
can be written in the form of Eq. (1), with

U = (Bx, By, Bz )T , (7)

Fx = (0, vxBy − vyBx, vxBz − vzBx )T , (8)

Fy = (vyBx − vxBy, 0, vyBz − vzBy)T , (9)

Fz = (vzBx − vxBz, vzBy − vyBz, 0)T , (10)

S = mi

e

1

1 + χ

∇p × ∇ρ

ρ2
. (11)

The magnetic force on the fluid flow is neglected as the ratio of
thermal pressure to magnetic pressure β = p

B2/(2μ0 ) � 1 for a

magnetic field on the order of 103 T and pressure over 1014 Pa
in ICF plasmas. The conservation laws (1) are solved using
the finite volume method on Cartesian grids [30]. The Harten-
Lax-van Leer approximate Riemann solver is used to calculate
the fluxes on computation cell interfaces. A second-order
Runge-Kutta scheme is used for temporal integration [30].
The Biermann sources (11) are calculated using the central
difference scheme.

We use macroparticles to model DT nuclei with similar
initial locations. The weight of a macroparticle is the number
of nuclei included,

wi = ρcellVcell

Ncellmi
, (12)

where ρcell and Vcell are the density and volume of the initial
cell, respectively, and Ncell is the total number of macroparti-
cles in that cell. Ncell is fixed in the simulation domain, and
the initial positions of the particles are randomized within the
cell. The positions of the particles are changed according to

dxi

dt
= vcell, (13)

where vcell is the fluid velocity of the located cell. The spin
evolution of particles is modeled using the spin precession
equation [2,31,32]

dsi

dt
= γ si × Bcell, (14)

where Bcell is the magnetic field of the located cell, and
the gyromagnetic ratio γ = 4.1065 × 107 and 2.8535 ×
108 rad s−1 T−1 for DT nuclei, respectively [33]. Equa-
tion (14) is solved using a semianalytic method by rotating
the spin vector si in the constant magnetic field Bcell within
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a computation time step and s2
i = 1 is preserved numerically.

The collisional depolarization is neglected in our simulation.
The cross-sectional enhancement factor δ of D(T, n)4He

reaction with arbitrary spin configuration can be estimated
as [1,31,32]

δ ≈ 3
2 a + b + 1

2 c, (15)

where a = d1t1/2 + d−1t−1/2, b = d0(t1/2 + t−1/2) = d0, c =
d1t−1/2 + d−1t1/2, d{1,0,−1} is the fractions of deuterium nuclei
at m = {1, 0,−1} states, t{1/2,−1/2} is the fractions of tritium
nuclei at m = {1/2,−1/2} state, and m is the spin quantum
number. With the spin of DT nuclei initially polarized along
the +x direction, the fractions of deuterium nuclei can be
calculated using the spin vectors of macroparticles [1,31,32]

d1 =
∑

i wi(1 + sxi )2/4
∑

i wi
, d0 =

∑
i wi

(
1 − s2

xi

)
/2

∑
i wi

,

d−1 =
∑

i wi(1 − sxi )2/4
∑

i wi
. (16)

For tritium nuclei,

t1/2 =
∑

i wi(1 + sxi )/2
∑

i wi
, t−1/2 =

∑
i wi(1 − sxi )/2

∑
i wi

.

(17)

The particle-tracking algorithm can be easily parallelized
without data races as there are no interactions between
macroparticles. We have implemented these algorithms in the
simulation code SpinSim running on a graphics processing
unit.

III. IMPLOSION SIMULATIONS

To investigate spin depolarization in strong magnetic fields
generated by hydrodynamic instabilities during implosions,
2D simulations of cylindrical implosions are performed using
a high-density shell imploding a low-density hot spot [34,35].
Cylindrical implosions can be well diagnosed in experiments,
providing an excellent platform to validate modeling for con-
vergent geometries [36]. The low-density hot spot is located
inside a radial distance of r1 = 295 μm, with homogeneous
density ρ1 = 0.5 g/cm3 and pressure p1 = 5 × 1014 Pa. The
density linearly rises to ρ2 = 10 g/cm3 from r1 to r2 =
305 μm. The shell is located from r2 to r3 = 345 μm with
a constant density ρ2. The pressure increases linearly from p1

to p2 = 1 × 1016 Pa with radial distance from r1 to r3. The
density linearly drops to ρ3 = 0.1 g/cm3, and the pressure
drops to p3 = 1 × 1012 Pa with the radius increased to r4 =
355 μm. The density and pressure remain constant for the re-
gion outside r4. The initial fluid velocities and magnetic fields
are all zeros. The simulations are performed on 2000 × 2000
grid cells without refinement. The simulation domain has a
size of −500 μm � x, y � 500 μm. Outflow boundaries are
used in all directions. Here 4 × 106 macroparticles for DT nu-
clei are initially located uniformly in the simulation domain.

The evolution of density and pressure without perturbation
is shown in Fig. 1. The surface of the shell is initially very hot,
and matter in the surface starts moving outwards, compressing
the hot spot with rocket effect. A shock wave is launched and

FIG. 1. (a) Time evolution of the mass density ρ radial profile in
the implosion without initial perturbation. The interface of the hot
spot and shell is marked by a white dashed-dotted line, and the
shock front position is marked by gray dashed-dotted lines. (b) Time
evolution of pressure p.

converges towards the center, increasing the density and pres-
sure of the hot spot, rebounds on itself, and propagates again
outwards, as shown in Figs. 1(a) and 1(b). The convergence
ratio is about 1.5 in our simulations. At about t1 = 56 ps,
the shock propagates through the hot-spot shell interface,
causing the RMI growth. After t1, the gradients of density
and pressure near the interface become antiparallel, and the
interface becomes unstable to RTI [22]. At t2 = 157 ps,
the shock rebounds on itself in the center and then reaches
the interface again at t3 = 235 ps.

Single-mode perturbations are imposed on the interface
of hot spot and shell, δr = A cos(mθ ), where A is the initial
amplitude of perturbation, m is the mode number, and θ is the
polar angle. The perturbation is added to r1 and r2. The simu-
lation results for m = 16, A = 10 μm are shown in Fig. 2. The
perturbations grow into spikes and bubbles due to RMI and
RTI near the interface as shown in Fig. 2(a). The “mushroom
caps” are developed around the tips of spikes due to the
Kelvin-Helmholtz instability [14]. Petaloid structure can be
observed in the pressure distribution as depicted in Fig. 2(b).
This is because the convergence of the shock is affected by
the initial perturbation. When the shock wave passes through
the corrugated interface, the RMI are triggered and the shock
wave itself is also distorted by the RMI [24]. As the shock
propagates, the perturbation field is left behind in the shocked
fluid. The shock interference leads to the petaloid structure
and nonuniform heating of the hot spot. The most intense
magnetic fields are found surrounding the spikes and bubbles
near the interface as displayed in Fig. 2(c). The density gra-
dient is large near the interface, and when perturbations are
present, the density gradient is misaligned with the pressure
gradient. The distorted shock front also generates magnetic
fields inside the hot spot as shown in Fig. 2(c). The fractions
of depolarized deuterium (d0 + d−1) and tritium (t−1/2) are
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FIG. 2. Simulation results for initial perturbation m = 16 and A = 10 μm at t = 150 ps: (a) the distribution of mass density ρ, (b) pressure
p, (c) magnetic fields Bz, (d) fraction of depolarized D, (e) fraction of depolarized T, (f) cross-sectional enhancement factor δ.

shown in Fig. 2(d) and Fig. 2(e), respectively. The depolarized
deuterium and tritons are mostly located around the spikes
where the magnetic fields are strong. More depolarized tritons
are found inside the hot spot than deuterium. The cross-
sectional enhancement factor calculated by Eq. (15) is shown
in Fig. 2(f). The enhancement factor δ is smaller than 1.5 near
the hot-spot shell interface and some regions inside the hot
spot. The structures of magnetic fields and the enhancement
factor inside the hot spot resemble the interference pattern
of the distorted shock, showing that the breaking of shock
convergence leads to magnetic field growth and depolarization
inside the hot spot.

For the central hot-spot ignition scheme, the ignition
process starts from the central low-density hot fuel [19].
Depolarization in the central region is extremely harmful to
the ignition of the polarized fusion target. To diagnose the
depolarization inside the hot spot, we divide the hot spot and
shell into two regions, the inner region from r = 0 to 75 μm
and the outer region from r = 75 to 350 μm. The inner region
is mostly affected by the asymmetry shock wave, and the outer
region is affected by the RMI and RTI. The simulation results
of averaged magnetic field strength, fractions of depolarized
DT, and enhancement factor in the inner and outer regions
are shown in Fig. 3. The initial perturbation mode is fixed
at m = 16, and the initial perturbation amplitude is varied
from A = 1.0 to 25 μm. The magnetic field in the inner region
starts to grow after the shock enters and reaches a maximum
when the shock converges at the center as shown in Fig. 3(a).
After the shock rebounds, the gradient of density flips into
its opposite direction, and the magnetic field decreases as

the Biermann term also changes its direction. The maximum
magnetic field strength around 150 ps increases with the initial
perturbation amplitude, but the increment seems to saturate
after A = 10 μm. When the initial perturbation amplitude is
large, the spikes of RTI can penetrate into the inner region
and cause the magnetic field to grow as the curve of A =
25 μm after 250 ps in Fig. 3(a). The fractions of depolarized
deuterons in the inner region are smaller than 1% except for
the A = 25 μm case as shown in Fig. 3(b). The fractions
of depolarized tritons in the inner region are more than 10
times larger than the deuterons as shown in Fig. 3(c). The
enhancement factor δ starts to decrease as the magnetic field
grows as shown in Fig. 3(d). δ is larger than 1.2 even for
the worst case of A = 25 μm. The magnetic field in the outer
region starts to grow earlier due to the RMI and RTI growth
as shown in Fig. 3(e). The magnetic field strength in the outer
region is also much larger than the inner region. The mag-
netic field strength in the outer region increases as the initial
perturbation amplitude increases. The fractions of depolarized
deuterons in the outer region are more than 10 times larger
than those in the inner region as shown in Fig. 3(f). The
fractions of depolarized tritons in the outer region are only
a few times larger than those in the inner region as shown
in Fig. 3(g). The cross-sectional enhancement factors δ in
the outer regionaremuch lower than those in the inner region
as shown in Fig. 3(h). δ in the outer region also decreases
monotonically as the initial perturbation increases from 1 to
25 μm. Controlling the initial perturbation amplitude is neces-
sary for reducing the depolarization in both the inner and outer
regions.
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FIG. 3. Simulation results for different initial perturbation amplitudes A with fixed M = 16. (a) Mass weighted average magnetic field
strength |Bz| in the inner region. (b) Fraction of depolarized deuterons in the inner region. (c) Fraction of depolarized tritons in the inner
region. (d) Cross-sectional enhancement factor δ in the inner region. (e) Mass weighted average magnetic field strength |Bz| in the outer region.
(f) Fraction of depolarized deuterons in the outer region. (g) Fraction of depolarized tritons in the outer region. (h) Cross-sectional enhancement
factor δ in the outer region.

The simulation results for different mode numbers of the
initial perturbations are shown in Fig. 4. The peak averaged
magnetic field strength in the inner region first increases with
mode number, reaches a maximum for m = 16, and then
decreases as the mode number increases further as shown in
Fig. 4(a). The averaged magnetic field strength for m = 8 after
the peak is larger than that for m = 16, and the cross-sectional
enhancement factor is the lowest for m = 8 and largest for

FIG. 4. Simulation results for different initial perturbation mode
numbers m with fixed A = 10 μm. (a) Mass weighted average mag-
netic field strength |Bz| in the inner region. (b) Cross-sectional
enhancement factor δ in the inner region. (c) Mass weighted average
magnetic field strength |Bz| in the outer region. (d) Cross-sectional
enhancement factor δ in the outer region.

m = 64 as shown in Fig. 4(b). The averaged magnetic field in
the outer region for m � 16 can reach over 200 T as shown
in Fig. 4(c), and δ in the outer region decreases as the mode
number increases as shown in Fig. 4(d). The polarization in
the inner region is more stable to high-mode perturbations,
while the polarization in the outer region is more stable to
low-mode perturbations.

Simulations of random multiple modes are performed, and
the results are shown in Fig. 5. The initial perturbations can

FIG. 5. Multimode random perturbation simulation results.
(a) Density ρ at 150 ps. (b) Cross-sectional enhancement factor δ at
150 ps. (c) Mass weighted average magnetic field strength |Bz| in the
inner region for five random initial perturbations. (d) Cross-sectional
enhancement factor δ in the inner region for five random initial
perturbations.
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be written as δr = ∑
m Am cos(mθ + φm), with m from 1 to

128. The amplitudes Am are randomly chosen from 0 to
1 − 0.0025(m − 1) μm and phases φm are randomly chosen
from 0 to 2π . The density distribution is shown in Fig. 5(a).
The spikes of RTI and RMI are more curvy than the single
mode results, and they can interact with each other. The in-
teraction between modes cause the modes around 16–32 to
grow significantly as shown in Fig. 5(a). The cross-sectional
enhancement factor δ is small around the spikes, and there
are also some depolarized fuels near the center as shown in
Fig. 5(b). The simulation results are similar for five random
initial perturbations as shown in Figs. 5(c) and 5(d). The evo-
lutions of averaged magnetic field strength and cross-sectional
enhancement factor δ are similar to the results of m = 16 and
m = 32 in Fig. 4. The enhancement factor δ is still larger than
1.3 as shown in Fig. 5(d).

IV. DISCUSSION

In summary, we have combined the hydrodynamics simu-
lation with a particle-tracking method to investigate the spin
dynamics of polarized deuterons and tritons during cylindrical
implosions. In the single-mode simulations, RTI and RMI

generate strong magnetic fields in excess of 103 T, leading
to depolarization of nuclei near the hot-spot shell interface.
Shock front distortion related to RMI generates magnetic
fields on the order of 102 T inside the hot spot. The inner zone
of the hot spot has smaller self-generated magnetic fields and a
larger cross-sectional enhancement factor than the outer zone
where RMI and RTI happens. The cross-sectional enhance-
ment factor decreases as the initial perturbation amplitudes
increase. The polarization in the inner zone of hot spot is
more stable to high-mode perturbations while the polarization
in the outer zone is more stable to low-mode perturbations.
In the multimode random perturbation simulations, the modes
around 16–32 are significant for depolarization. Our results
indicate that controlling hydrodynamic instabilities and drive
asymmetries is significant for preserving the polarization in
spin-polarized ICF. The polarization of D nuclei is more sta-
ble than the polarization of T nuclei during the implosion.
Spin-polarized DD fusion also can be considered to power fu-
ture fusion reactors. Our preliminary simulations include only
magnetic-field-induced depolarization and cylindrical implo-
sion hydrodynamics. Further investigations of spin-polarized
fusion including collisional depolarization, spherical implo-
sion, radiation transport, fusion reactions, and alpha particle
deposition are planned for the future.
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