PHYSICAL REVIEW E 102, 043213 (2020)

Structure of a two-dimensional superparamagnetic system in a quadratic trap
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Ground-state structures of a two-dimensional (2D) system composed of superparamagnetic charged particles
are investigated by means of molecular dynamics simulation. The charged particles trapped in a quadratic
potential interact with each other via the repulsive, attractive, and magnetic dipole-dipole forces. Simulations
are performed within two regimes: a one-component system and a two-component system where the charged
particles have the identical charge-to-mass ratio. The effects of magnetic dipole-dipole interaction, mixing ratio
of the two species and confinement frequency on the ground-state structures are discussed. It is found that as the
strength of the magnetic dipole increases, the charged particles tend to self-organize into chainlike structures.
The two species particles exhibit different structural features, depending on the competition of electrostatic
repulsive interaction, magnetic dipole-dipole interaction and confinement force. The potential lanes are observed
through analyzing the global potential of the magnetic particles, which guide the unmagnetic particles aligning

themselves in the direction of the potential lanes.
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I. INTRODUCTION

Colloidal matter or dusty plasma contains nanometer to
millimeter sized particles immersed in a weakly ionized
plasma environment. It is an ideal platform to study the
self-organization phenomena of the strongly coupled sys-
tem [1-14]. Of special interest are the ground-state structures
of the two-dimensional (2D) finite system [15-19], which pro-
vides a potential candidate for the design of microstructures
used in the nanotechnology [20,21] and materials process-
ing [22-24]. So far, it has been clear that the competition
of the interaction forces determines the various structures of
the system. In this paper, we attempt to identify the effects of
magnetic dipole-dipole interaction on the ground-state struc-
tures of the charged particles trapped in a quadratic potential,
by emphasizing the binary mixture system. Charged parti-
cles doping with the ferromagnetic materials such as Fe;O4
or y Fe,03 can acquire magnetic dipole moment, and form
the magnetic particles in the presence of external magnetic
field [25]. The magnetic dipole-dipole interaction is usually
anisotropic and can be repulsive or attractive depending on the
orientation of the magnetic dipole [26-29]. Previous studies
on the superparamagnetic colloidal crystals have shown that
the stable crystal lattices including triangular, rectangular,
oblique, chainlike oblique, and rhombic structures can be
formed at zero temperature [30,31], where the mutual inter-
action between the colloids is governed by magnetic dipole-
dipole force and a short-ranged repulsion. Hartmann et al.
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extended this study to 2D dusty plasma crystals [32], in which
the interparticle spacing is typically on the order of 100 pm,
falling in the range of terahertz (THz) wavelengths. They
found that the lattice spacing can be tuned by changing the ex-
ternal magnetic field, where the charged dust particles interact
with each other via magnetic dipole-dipole force and repulsive
screened Coulomb force. Normally, the attractive force in
the colloids (characterized by the second term of Lennard-
Jones potential) or the attractive potential in the dusty plasma
(due to the thermionic electron emission and dust shadowing)
is omitted, for its weakness as compared to the repulsive
counterpart. However, previous studies have found that the
attractive force also contributes to the formation of ordered
structures such as voids, shells, and clusters [16,19,33-42].
It will be, thus, of interest to make clear that how does the
magnetic dipole-dipole interaction operate in a more realistic
system to affect the ground-state structures. Intuitively, the
ordered structures should be distorted when the anisotropic
magnetic dipole-dipole interaction is sufficiently strong, on
the other hand, the details are far from fully understood, to
the best of our knowledge.

In this study, we first give the preliminary results based
on the one-component system. Then, the focus is moved
to the system composed of two-component superparamag-
netic charged particles, since more physics are expected
therein [43—-48]. In the colloidal suspensions, the monolayer
can be reached by confining the particles on a liquid-gas
interface, while in the dusty plasma, the identical charge-to-
mass ratio for each particle is required to satisfy the force
balance perpendicular to the horizontal 2D plane. Here, we
assume the particles have the same charge-to-mass ratio. Ac-
tually, the 2D or quasi-two-dimensional (Q2D) dusty plasma
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with two species particles has been achieved in recent labora-
tory experiments [14,49,50], thus the results herein hopefully
are detectable. This work also serves as a reference for the
quenching of a multicomponent suparamagnetic fluid, where
the slow dynamics and structural relaxation undergo before
the system reaches the ground state. Depending on the com-
plexity of the fluid and the quenching depth, the system may
either crystallize or remain in an amorphous state [51]. The
manuscript is arranged as follows: Sec. II gives the simulation
model in detail. Simulation result and discussion are presented
in Sec. III. Section IV is devoted to a conclusion.

II. SIMULATION MODEL

The magnetic charged particles exposed to an uniform
magnetic field receive the following forces: horizontal con-
finement force, long-ranged repulsive force, short-ranged at-
tractive force, and magnetic dipole-dipole force. The Lorentz
force due to the external magnetic field is not considered since
it is rather small as compared to the others in our simulation,
more importantly, the equilibrium structure of the system is
independent of the uniform magnetic field based on the Bohr—
Van Leeuwen theorem [52,53]. Then, the equation of motion
for the particles moving at 2D (x-y) plane is given by
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where m; and r;, respectively, are the mass and coordinate of
ith particle, and w is the trap frequency. The last term at the
rhs of Eq. (1), as a thermostat, is used to anneal the system
until the ground state is reached, i.e., the kinetic energy K is
much smaller than the potential energy U of the system. The
gradually decreasing temperature 7 (¢) of the system relates to
the stochastic thermal kick ¢ (¢) according to the fluctuation-
dissipation theorem [54-59]

(£i(0)8i(1)) = 2mvkpT (1)5(1), 2

where v is the collision frequency between the charged parti-
cles and the ambient medium, kz is the Boltzmann constant,
and § is the Dirac delta function. In our simulation, each run is
initialized at a high temperature 7 = 0.1 — 1, the time step
is 0.002a);dl, the number of annealing cycles is 5 x 107, and

K /U is on the order of 10~ or less at the end of the annealing.
Repulsive potential energy @y, attraction potential energy @4
and magnetic dipole-dipole potential energy ®,,, respectively,
are expressed as
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In Eq. (2), ®f takes the form of Yukawa potential, where O
is the charge of the particle, 7 is the interparticle distance, and
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FIG. 1. Sketch of a pair of superparamagnetic particles Q, and
Q. Magnetic moment M for both of the magnetic particles is aligned
to the external magnetic field. The tilt angle of M with respect to the
2D (x-y) plane is . The project of M onto the 2D plane, i.e., M,, is
assumed to be along the x direction without losing generality. The
angle between M, and connection vector of the pair particles is 6.

k = a/\p is the screening coefficient with a being Wigner-
Seitz radius and Ap being Debye radius. In Eq. (3), B is the
attraction strength, and B characterizes the screening length.
In Eq. (4), M is the magnitude of the magnetic dipole mo-
ment, which is proportional to the magnitude of the external
magnetic field. More discussion about M is given in our pre-
vious study [29]. @ and 6, respectively, denote the direction
of magnetic dipole moment and the relative orientation of the
pair particles, as sketched in Fig. 1.

Units are used throughout the paper unless otherwise
stated, which are length is normalized by a = (nr)~'/?, where
n is the areal number density for the overall particles. Time
is normalized by w, ! = [207/(a’m;)]~"/*. Energy is normal-
ized by Uy = Q%/a. In the simulation, Q; and m; are fixed,
while Q> and m; are varied.

To characterize the strength of the magnetic dipole-dipole
interaction, we employ a dimensionless parameter

n=M?*/a’)/(07/a), (©6)

which is the ratio of the magnetic dipole-dipole interaction
energy (with o = 90°) to the bare Yukawa potential energy
(i.e., the screened cloud of the charged particles is removed)
of a pair of charged particles with distance a.  ranges from 0
to 1 based on the typical dusty plasma parameters (for exam-
ple [32],7, =2 eV, n; = 10'%cm 3, the radius of dust particle
is Sum, the particle surface potential is 2V, the magnetic field
varies from O to 1 T).

III. SIMULATION RESULT AND DISCUSSION

The simulations are arranged as follows: in subsection A,
the charged particles are assumed to have the identical charge
and mass, i.e., one-component system. The ground-state struc-
tures with high asymmetry are discussed. In subsection B, the
charged particles are classified into two species, i.e., species 1
and species 2. The difference in the charge and mass is quan-
tified by the parameter u = Q,/Q| = my/m;. The proportion
of the species 1 particles is given by x; = N; /N, where N; and
N, respectively, are the number of species 1 particles and total
particles. In subsection C, we briefly discuss the connection
between simulation and dusty plasma experiment, particularly
for the two-component system.
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FIG. 2. Configurations of the one-component system with N = 256 and o = 60°. In the columns, attraction strength B is decreased from
the top to the bottom. In the rows, magnetic dipole strength 7 is increased from the left to the right. Three shells in the panel c(1) are indicated

with the green lines.

A. One-component system

In the previous study [19], Liu et al. have shown a wealth
of ground-state structures based on the molecular dynam-
ics simulation, where the magnetic dipole-dipole interaction
is absent. As a benchmark, also for the further investiga-
tion, we carry out the simulations with some parameters
therein.

Figure 2 shows the ground-state structures of the system
with k = 0.9, 8 = 4.0, ¢ = 60° and N = 256. The effects of
magnetic dipole strength 1 and attraction strength B are inves-
tigated. In panel a(1) of Fig. 2, the circular shells with inner
voids are self-organized with n = 0, which agree well with
result shown in Fig. 3 of Ref. [19]. When 7 is present (even
for a very small n = 0.1), the ordered structures are broken
up, instead, the 2D ball appears. When 7 is further increased,
as shown in a(3) and a(4) of Fig. 2, the 2D ball expands as
a result of the increasing repulsive magnetic dipole-dipole
interaction. The resultant chainlike structures are consistent
with the findings of Ref. [32], here the bending of the chains
reflects the competition of the local magnetic dipole-dipole
forces. When n = 0 and B is decreased, as shown in a(1), b(1),
and c(1) of Fig. 2, one finds that the circular shells with inner
voids also are broken up, then replaced by circular shells with
inner hexagon crystals. The same phenomenon can be found
in the case of n = 0.1, as shown in a(2), b(2) and c(2) of Fig. 2.
When 7 is sufficiently strong, only the chainlike structure can
be observed. To conclude, the system with a strong magnetic
dipole-dipole interaction is most likely to self-organize into
the chainlike structure. The attraction force contributes to the
specific structures such as voids, circular shells and hexagon
crystals.

Figure 3 shows the ground-state structures of the system
with k = 0.9, =4.0,n =1 and N = 256. The effects of
magnetic dipole direction « and attraction strength B are in-
vestigated. It is found that the chainlike structures are gone
when « is increased gradually. This is straightforward since

o=75° a=90°

B=6

FIG. 3. Configurations of the one-component system with N =
256 and n = 1. In the rows, the chainlike structures are replaced
by the circular shells with inner hexagon crystals with increasing
«. In the columns, the structures basically remain unchanged with
decreasing B.
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FIG. 4. Contours of the interaction potential (combination of ®g,
®, and ®,,) for one charged particle. With increasing «, the potential
tends to be radically asymmetric. For each column, the potential is
independent of B. « = 0.9, 8 =4,and n = 1.

the anisotropy of the magnetic dipole tends to be weak when o
is increased. Particularly for « = 90°, the trapped charged par-
ticles interact with each other via the isotropic potential (radial
asymmetry) and the Wigner-like crystallization is formed. In
the columns, the structures basically are not changed with
changing B, since the magnetic dipole-dipole interaction is
strong enough to dominate over the attraction force.

To verify Fig. 3, the interaction potential around one
charged particle is plotted in Fig. 4. As expected, the poten-
tials with the smaller & have a stronger anisotropy, and the
wells are (light regions) along the x direction. This leads to
the chainlike structures as shown in the panels a(1), b(1) and
c(1) of Fig. 3. Meanwhile, the potentials with the same « are
independent of B, showing that the magnetic dipole-dipole
interaction indeed dominates over the attraction interaction.
Here we note that « ranges from 60° to 90° in order to avoid
the aggregation of the charged particles [29,32].

Figure 5 shows the effects of @ and n on the ground-state
configurations. According to Refs. [60,61], the ground-state
configurations of the system do not depend on the confinement
. The theory goes like this: although w participates in the
calculation of the potential energy term of the Hamiltonian, it
just defines the absolute values of the energy and the cluster
size. The configurations of the minimum energy is determined
only by the particle number N. Here we include all of &g, ®4,
@), and the confinement potential to investigate the depen-
dence. N = 20 is chosen because a fine configuration with it
can be observed in the dusty plasma experiment [61] (12 and
7 particles are on the first and second rings, respectively, with
a central particle). It is shown the ground-state configurations
in panels a(1), b(1), and c(1) of Fig. 5 indeed are not affected
by w, meanwhile, the cluster shrinks when w increases, being
consistent with the above theory. We have also examined the
case of n # 0, as shown in the second and third columns of
Fig. 5. The subtle changes in the particle number and direction
of the chains can be observed, nevertheless, the ground-state
configurations do not depend on w basically.

FIG. 5. Configurations of the one-component system with N =
20. In the columns, the cluster size is decreased with increasing w,
which has no influence on the ground-state configurations. In the
rows, the chainlike structures tend to appear with increasing 1 and
the 2D balls expand. k = 1, B=0.1, § = 3, and o« = 60°.

B. Two-component system

In this section, we extend the aforementioned study to the
two-component system. First, the ground-state configurations
with different mixing ratio of the two species are investigated
in Fig. 6, where u =2,k =1,B=6, 8 =3, « = 60°, and
N = 64. It is found that (i) In the first column, where n = 0,
the species 2 particles (red ones) are in the outer region, by
contrast, the species 1 particles (green ones) condense to a
core located at the central region. This does make sense since
the species 2 particles have more charges, thereby they are
pushed out due to the stronger repulsive interaction ®g. (ii)
Again in the first column, the number of the outer rings is
decreased with increasing x, and the cluster size shrinks due

n=0 n=0.1 0.5 n=1

x,=0.25

X,=0.65

x,=0.85

FIG. 6. Configurations of the two-component system with N =
64 and o = 60°. In the columns, proportion of the species 1 particles
x; is increased from the top to the bottom. In the rows, magnetic
dipole strength 7 is increased from the left to the right.
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FIG. 7. Configurations of the two-component system with N =
400, x; = 0.5, and p = 2. The species 1 particles (green ones) are
magnetic and the species 2 particles (red ones) are unmagnetic.

to the decreasing of the effective repulsive attraction ®g. (iii)
When a smaller 7 is present (second column), the species 1
particles self-organize into the chainlike configuration, while
the species 2 particles remain in the ring configuration. When
n is increased further (third and fourth columns), the species 2
particles also self-organize into the chainlike structures. These
results reflect the competition of ®,; and &y, i.e., both species
1 and species 2 particles exhibit chainlike structures when @,
dominates over ®x. (iv) The most interesting point is that
the species 1 particles tend to move outward in the regime
of @y (n =0.5,1), which is right opposite to those of the
first two columns. We give the explanation as follows: the
previous study has shown that the lattice spacing increases as
n increases for o > «;; [32]. That will result in a consider-
able decline of the repulsive interparticle forces, including the
contributions of ®x and ®,,. When 5 is big enough, the con-
finement force begins to play an important role in determining
the position of the particles. Considering the confinement
force is proportional to m (mass of the charge particles), thus
the particles with smaller m receive less confinement force and
they tend to move outward.

In the two-component system, there is an interesting ques-
tion that how does the charged particles arrange themselves
when some unmagnetic particles get involved in. Figure 7
shows the ground-state configurations of such a system, where
the species 1 particles are magnetic and the species 2 par-
ticles are not. The parameters are xk = 1.5,B=17.5, 8 =4,
and o = 60°. It is found that the species 1 particles (magnetic
particles) tend to form the chainlike configurations and move
outward as n increases. Surprisingly, the species 2 particles
(unmagnetic particles) also form the chainlike configurations
when 7 is strong enough (7 = 0.3). This result is robust and
independent of u, x; and N. Recalling @, is anisotropic, here
we infer that the magnetic particles collectively generate the

120

potential lanes in the x direction, which guide the unmagnetic
particles aligning themselves in chains as well.

In order to verify the above inference, we calculate the
superposition of ®; and @y, of the species 1 particles based
on the parameters of Fig. 7. The corresponding global po-
tential in the real space is mapped, as shown in Fig. 8. It is
found that when n = 0, the global potential of the species 1
particles is radially isotropic. However, the global potential
tends to be anisotropic as 1 increases, particularly for panel
(c) of Fig. 8, where the global potential is dominated by ®;,
and the potential lanes along the x direction are formed, which
result in the alignment of the unmagnetic particles.

At last, the effects of w on the ground-state configurations
of the two-component system are investigated, as shown in
Fig. 9. The system is composed of the unmagnetic particles
with u =2, =1,B =6, B = 3. A perfect structure of two
rings with a central particle is self-organized. One finds that
the global configurations of the system are independent of w,
being consistent with the conclusion of Fig. 5. However, the
outer ring moves inward and the inner ring nearly keeps still
as w increases. This is easy to understand since the particles
with bigger mass (red ones) receive a bigger change of the
confinement force when w is varied, while the electrostatic
interaction is unchanged because of the fixed u.

C. Connection between simulation and dusty
plasma experiment

Ordered structures of monodisperse charged particles
trapped in a well have been observed in the dusty plasma
experiments, including the two-dimensional hexagons [5,6],
two-dimensional voids [62], three-dimensional nested shells
[63,64], etc. It is a popular idea that the competition among the
screened Coulomb interaction, confinement and other forces
determines the final states. In this study, the anisotropic mag-
netic dipole-dipole interaction is taken into account and the
chainlike structure tends to be formed when @, is sufficiently
strong. Recalling the studies on the structure of magnetic
particles in the dusty plasma experiments with magnetic
field [26,27], where the chainlike structure along the magnetic
field has been observed, the simulations shown here make
sense.

Here we note the simulation of two-component system,
where the interesting phenomena such as location exchange
of species 1 and species 2 particles and chainlike alignment
of nonmagnetic particles are observed. To verify them in
the two-dimensional binary mixture dusty plasma experiment,

FIG. 8. Global potential distribution of the species 1 particles. In panel (a), only ®x of the species 1 particles exist in the real space.
In panels (b) and (c), Py of species 1 particles is added in and the potential lanes appear, particularly for the bigger 7.
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FIG. 9. Configurations of the two-component system with N =
16, x; = 0.5, u = 2, and n = 0. The species 1 particles (green ones)
nearly keep still, while the species 2 particles (red ones) move inward
as w increases.

two species particles with different radius have to be pre-
pared in advance. Normally, inert materials such as melamine
formaldehyde, polymethyl methacrylate, and SiO, are used
to manufacture the microparticles. Based on the analysis of
Wieben et al. [49], the ratio of particle radii of the two
species is limited to 1.07 < b; /b, < 1.33 because of the few
available particle material, where b1 /b, = (p2/p1 )72 with 01
and p, being the mass densities of the two species particles,
respectively. We propose that the particles doping with fer-
romagnetic material may considerably increase the limit of
by /by (thus m;/my and Q;/Q,) because of the larger mole
mass of Fe;O4 (or y Fe,03) relative to that of inert materials
such as SiO,. As for the magnetic dipole-dipole interaction,
an adjustable magnetic field should be deployed in the dusty
plasma experiment.

IV. CONCLUSION

In this paper, we have used a molecular dynamics
simulation to investigate the ground-state structures of super-
paramagnetic charged particles. The structural properties of
one-component and two-component systems are discussed,
by changing the strength and direction of magnetic dipole
moment, mixing ratio of the two species, and confinement
strength. It is found that the chainlike structure is most likely
to be self-organized when the magnetic dipole is strong
enough (by increasing the magnitude of external magnetic
field or choosing appropriate particle material). The compe-
tition of ®g, ®), and w determines interesting phenomena
including: (1) In the regime of ®g, the particles with more
charges tend to locate at the outer region due to the stronger
electrostatic repulsive interaction. (2) In the regime of @,
the particles with less mass tend to move outward due to the
weaker confinement force. (3) In the moderate regime (for
example, n = 0.1 in our simulation), the particles with less
charges self-organize into the chainlike configuration, while
the particles with more charges does not. For the coexistence
of magnetic particles and unmagnetic particles, the potential
lanes may appear in the system when 7 is strong enough,
which lead to the alignment of the unmagnetic particles. These
results are helpful to understand the structures of superpara-
magnetic charged particles trapped in a quadratic potential,
particularly for the binary mixture system.
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