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Friction force in strongly magnetized plasmas
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A charged particle moving through a plasma experiences a friction force that commonly acts antiparallel to
its velocity. It was recently predicted that in strongly magnetized plasmas, in which the plasma particle gyrofre-
quency exceeds the plasma frequency, the friction also includes a transverse component that is perpendicular to
both the velocity and Lorentz force. Here, this prediction is confirmed using molecular-dynamics simulations,
and it is shown that the relative magnitude of the transverse component increases with plasma coupling strength.
This result influences single-particle motion and macroscopic transport in strongly magnetized plasmas found in

a broad range of applications.
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Friction influences the dynamics of projectiles as they
travel through a medium. It also determines how interactions
at microscopic scales influence the macroscopic rate of parti-
cle, momentum, and energy transfer. In plasmas, as in other
media, friction is commonly thought to act antiparallel to the
velocity of a projectile, here considered to be a single charged
particle. Recent work has predicted that a qualitatively dif-
ferent effect arises in strongly magnetized plasmas, which
are characterized by the property that the gyrofrequency of
the plasma species (w.) responsible for slowing the projec-
tile significantly exceeds its plasma frequency (w,) [1]. The
predicted effect is a component of the friction force that is
perpendicular to both the projectile velocity and Lorentz force
vectors. This transverse force depends on the orientation of the
velocity vector with respect to the magnetic field, and it causes
the total friction force to shift with respect to the particle’s
velocity vector in the plane of the velocity and magnetic field.

Here, the prediction of a transverse component of friction
is confirmed using first-principles molecular-dynamics simu-
lations. Plasmas with a strongly magnetized component are
found in many instances, some of which are summarized in
Table I. For example, electrons and positrons in antimatter
traps and non-neutral plasmas are strongly magnetized [2-5].
Key steps in these experiments include slowing and cooling
antiprotons on strongly magnetized electrons via friction, and
mixing antiprotons with strongly magnetized positrons to cre-
ate antihydrogen. The transverse force will alter the trajectory
of the antiprotons and may influence the confinement rate
as it increases the gyroradius of particles moving faster than
the thermal speed of the background plasma [1]. Magnetized
ultracold neutral plasmas are a new experimental platform in
which electrons can access the strongly magnetized regime at
modest applied magnetic field strengths because of the low
plasma density and temperature [6]. The transverse friction

*scott-baalrud @uiowa.edu

2470-0045/2020/102(4)/041201(5)

041201-1

force will influence the dynamics of ions in these experiments,
which in turn influences the macroscopic expansion of the
plasma. In astrophysics, the atmosphere of neutron stars and
electrons in the magnetosphere of Jupiter, and likely many
exoplanets, is strongly magnetized [7,8]. The transverse fric-
tion force will influence the rate of particle and momentum
transport in these systems. Finally, we note that even in mag-
netic confinement fusion experiments, the electrons can be in
a modestly strongly magnetized regime [9]. The transverse
force may influence the trajectory of fusion products, or run-
away electrons, in these experiments [10,11].

Accounting for the transverse component, the total friction
force on a test charge can be expressed as [1]

F=FV+FVxn (1)

in which i = (V x ﬁ)/ sin @, where 6 is the angle between
the velocity V and magnetic field B (V = V/|V| and B =
B/|B|). In a weakly magnetized plasma, the friction force can
be computed using traditional plasma kinetic equations [12],
such as the Landau-Boltzmann equation [13] or the Lenard-
Balescu equation [14,15]. These have collision operators that
do not depend on the magnetic field because the gyroradius
is assumed to be much larger than the Debye scale over
which particle interactions occur. These lead to the prediction
that F, = 0, and the friction is entirely determined by F,
(—F, is commonly referred to as the stopping power [12]).
A significant body of work has been developed to extend both
the Landau-Boltzmann and Lenard-Balescu approaches to the
strongly magnetized regime [16—19]. These have shown that
the stopping power (—F,) is significantly altered by the mag-
netic field in the strongly magnetized regime [18]. However,
they considered only F, rather than the full friction vector. It
was only recently suggested that there is a second transverse
component of the friction force that is perpendicular to the
velocity vector [1]. This prediction was made using a linear-
response approximation, which has never been validated in
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TABLE 1. A sample of systems for which the electrons (or positrons) are strongly magnetized. Columns list electron density (n.),
electron temperature (kT,), external field strength (B), magnetization parameter (8, = w,,/w,,), and electron coupling strength (T,). For

more antimatter trap parameters, see Table I in [5].

System n, (cm™) kgT, (eV) B (T) Be T, Ref.
antimatter traps 108 1073 1 300 0.1 [5]
neutron star atmospheres 10* 100 108 300 0.3 [7]
Jupiter magnetosphere 10° 100 4x107* 30 1073 [8]
ultracold neutral plasmas 107 4 x 10~ 0.01 10 0.1 [6]
magnetic confinement fusion 10" 2 x 10* 5 2 1077 [9]

the strongly magnetized regime. Validation is a critical step to
acceptance of this predicted physical effect.

The goal of this work is to verify the existence of the
transverse force using molecular-dynamics (MD) simulations.
These simulations provide a means of validation because they
are based only on first-principles. As long as numerical con-
vergence is obtained, they make no approximation other than
the validity of Newton’s equations of motion, the Coulomb
force law, and the Lorentz force operator in the presence
of an external magnetic field. Friction is an average force.
Therefore, many projectiles traveling through a plasma were
simulated for a short period of time, and the average force
exerted on them by the plasma was computed. By analyzing
the force parallel and perpendicular to the projectile velocity,
the presence of the transverse component was verified.

The background plasma was modeled using the magne-
tized one-component plasma (OCP) model, which consists
of a single species of charged particles interacting via the
Coulomb force, as well as the Lorentz force associated with
the external field, in which the neutralizing background is
noninteracting [20-22]. It is fully characterized by two pa-
rameters. The first is the Coulomb coupling parameter I" =
(¢*/a)/(kgT), which is the ratio of the potential energy at
the average interparticle spacing [a = (3/4mn)!/?, where n
is the density] to the average kinetic energy (kgT) [23,24].
The second is the magnetization parameter 8 = w./wp, where
w. = q|B|/cm is the gyrofrequency and w, = \/4wng?/m is
the plasma frequency. When 8 >> 1, the plasma is considered
strongly magnetized [20]. When this condition is met, the
particle gyration occurs on the same time and length scales
as microscopic collisions [20]. Although the OCP is a model
system, it is well adapted to validate the friction force because
a particle of a given energy predominately interacts only with
the plasma species of a similar kinetic energy. For instance,
these simulations accurately represent a fast ion slowing on
the electrons of a background neutral plasma.

Here, the projectile has a mass of M = 1000m and charge
QO = q. Its gyrofrequency is therefore 1000 times smaller than
that of the plasma particles. The simulation duration of a few
plasma periods is sufficiently short that the gyromotion of
the projectile is negligible. The magnetic field only indirectly
affects the projectile via the friction force exerted by the
magnetized background.

The simulations were conducted using the code described
in [25], which utilizes the particle-particle-particle-mesh
method [26]. They evolved 5 x 10* particles in a cubic

periodic domain, corresponding to a domain length of 59a.
First, an unmagnetized plasma was equilibrated for 3.05 x
104w;1 with a velocity scaling thermostat [26]. The mag-
netic field was not included during the equilibration phase
because the relaxation to equilibrium is faster without it, and
the magnetic field does not influence the equilibrium state
(the Bohr—van Leeuwen theorem [27]). Particle velocities and

positions were recorded every 1w, after the first 500w, ",

yielding 3 x 10* independent-particle configurations. Time
was discretized into time steps of 0.001w; !, which is much
smaller than the timescale at which close collisions and parti-
cle gyrations occur.

From each of the 3 x 10* configurations collected, an in-
dividual simulation was conducted consisting of three steps.
(i) The thermostat was turned off and a magnetic field ori-
ented along the 4z direction was imposed with magnetic field
strength corresponding to either 8 = 0 or 10. (ii) A projectile
was introduced and launched in the x-z plane with speed Vj
and angle 6 between the velocity and magnetic field, where
Vp is in units of the plasma thermal speed vy = /2kzT /m.
There is a short transient period in which the plasma responds
to the abrupt introduction of the projectile, which lasts for
about 1 — 2w;1 . After this period, the projectile energy loss is
steady [28]. To remove effects from the transient period, the
projectile’s momentum was held constant for 2a);1. Particle
positions were recorded at the end of this step, and used
for potential distribution calculations. (iii) After the transient
period passed, the projectile’s momentum was no longer held
constant, letting the projectile fully interact with the plasma.
The total force induced by the plasma particles on the projec-
tile was tracked over time. The forces in Cartesian coordinates
(Fy, F,, and F;) were recorded every O.Ola);1 (every 10 time

steps) for a total time of lw;l. A time average of the forces
was calculated for each simulation. The results of the time
averages were then averaged over the 3 x 10* simulations,
and used in F, = F,cosf — F,sin6, F, = F,sin6 + F, cos 0,
and —F, = F, to yield the final results for the transverse and
stopping forces, and the force perpendicular to the plane de-
fined by the velocity and magnetic field (Fig. 1). The stopping
power is —F,, which describes the average energy loss with
respect to distance, and the forces are displayed in units of
kgT /a [12].

The main result of this study is shown in Fig. 1(a): A trans-
verse force on the projectile is present in the simulations when
B =10 and 8 = 22.5° [Fig. 1(a)], in good agreement with the
theoretical prediction (the transverse force is predicted to be
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FIG. 1. A comparison between theoretical predictions and simulation results for the transverse force (F, ) [panels (a), (d), and (g)], stopping
force (—F,) [(b), (e), and (h)], and force in the Lorentz force direction (—F,) [(c), (f), and (i)]. Parameters 8 and 6 for each row are indicated.

The black dotted line marks 0. I' = 0.1 for these simulations.

largest when 6 ~ 22.5° [1]). MD simulation results are shown
as data points, and theoretical predictions from [1] are shown
as dashed lines. No transverse force was observed when =
10 and 6 = 0°, or when B8 = 0 [Figs. 1(d) and 1(g)], which is
also consistent with the theory. The simulations and theoreti-
cal predictions agree quantitatively. The theory is based on a
linear-response approximation, whereas the MD simulations
are first-principles nonlinear computations. They provide val-
idation of the prediction of the transverse friction force.

The predictions and MD results for the stopping forces also
agree well [Figs. 1(b), 1(e) and 1(h)]. The MD data are slightly
lower than the predictions around the Bragg peak, which was
previously seen in simulations of unmagnetized plasmas at
the same coupling strength [28,29]. The friction force in the
direction perpendicular to the velocity-magnetic field plane
(the fi direction) is also shown [Figs. 1(c), 1(f) and 1(i)].
Theory predicts —F;,, = 0, around which the simulation results
fluctuate with no discernible signal.

In linear-response theory, the friction force is computed
from the electric field induced by the electrostatic potential
wake that forms around the projectile [23]. The wake is dis-
torted in the presence of a magnetic field [30-34], and it can be
asymmetric about V if 6 is not 0° or 90° [1]. The transverse
force arises from the induced electric field associated with this
asymmetry [1]. To see this, wakes were calculated with the
particle positions recorded at the end of step (ii) (Fig. 2).

To calculate the wakes, a two-dimensional grid in the
x-z plane consisting of 250 x 250 points was established for
each simulation centered at the projectile’s final position. The
Coulomb potential at each grid point was calculated from
particles within a sphere of radius 52a about the grid point.
To account for quasineutrality, the OCP model includes an
immobile, noninteracting, neutralizing background [22]. The
constant potential from this theoretical background was sub-
tracted at each grid point in order to compare the MD results
with theory. The potential values on the grids were then av-
eraged across the simulations, yielding the results shown in
Figs. 2(a) and 2(c).

When 6 = 0°, the wakes from both the simulations and the-
ory are symmetric about the z axis [Figs. 2(a) and 2(b)]. Since
the friction force can be attributed to the electric field induced
by the charge distribution, a wake that is symmetric about
the velocity vector implies that F, = 0. When 6 = 22.5°, an
asymmetry about Vj is observed in the wakes in both the
simulations and predictions [Figs. 2(c) and 2(d)], suggesting
that F is nonzero, as is confirmed in Fig. 1(a).

A large number of simulations was needed to verify the
presence of the transverse force by reducing the relatively
large statistical noise. A large range of time-averaged force
values was observed [examples of the force time series are
given in Fig. 3(a)], forming a broad distribution [an example
of this is given in Fig. 3(b)]. The histogram in Fig. 3(b) does
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FIG. 2. Electrostatic potential maps (wakes) from MD simula-
tion are shown in panels (a) and (c) (8 = 10), and those from
linear-response theory in the large-f limit [1] are shown in panels
(b) and (d). In panels (a) and (b), & = 0°. In panels (c) and (d),
6 = 22.5°. The positions of the projectiles are marked with white
dots, and the arrows show the velocity orientation and direction
(Vo = 2vr).

not show the full extent of one of the tails, which extends to
—F, = 4kgT /a. By comparing the distribution of time aver-
ages to a best-fit Gaussian [Fig. 3(b)], one can see that the
distribution is skewed and the tails are heavily populated.
A large number of simulations was needed to populate the
distribution and accurately calculate the mean. This is shown
in Fig. 3(c), where the cumulative average is displayed. The
error bars for each data point have a size of one standard
deviation of the mean, which is smaller than the data markers
in Fig. 1. There are both small fluctuations that occur over
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2v7). (b) Distribution of 3 x 10* time-averaged force measurements
compared with a best-fit Gaussian. (c) Cumulative average of the
time-averaged force measurements with simulation number. I' = 0.1
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FIG. 4. Simulation results (blue dots) for forces when I"' = 1 and
B = 10. The dotted line marks 0. Panels (a) and (b) show F., (c) and
(d) show —F,, and (e) and (f) show —F,. 1 x 10* particles were used
for these simulations (fewer than the I' = 0.1 simulations).

small numbers of simulations, and drifts that occur over large
numbers of simulations [Fig. 3(c)]. It is the latter of these
that could be contributing to the fluctuations in the simulation
results.

Some strongly magnetized plasmas, such as non-neutral
plasmas, exist at conditions of moderate to strong Coulomb
coupling. Previous work has suggested that for a fixed value
of B the magnetic field more strongly influences transport
as the coupling strength increases from a weak to moder-
ate value [20], e.g., if T increases from 0.1 to 1 at g =
10. The reason is that the gyroradius transitions from being
larger than the distance of closest approach in a binary colli-
sion, to being shorter than it. Although the theory from [1]
only applies to weakly coupled plasmas, it also predicts
that the transverse force becomes a larger component of
the total friction force as this regime is approached. Fig-
ure 4 shows that, as expected, the ratio of the maximum
transverse force compared to the maximum stopping force
in the I' =1 case is larger than in the I' = 0.1 case [com-
pare Fig. 4(a) with Fig. 4(c), and compare Fig. 1(a) with
Fig. 1(b)]. Likewise, the stopping power exhibits previously
predicted behavior as the angle increases, i.e., the maximal
stopping force shifts to lower speeds and the magnitude de-
creases [18]. In addition, a statistically significant component
of the friction force in the Lorentz force direction (—F,) is
observed for 6 = 22.5°. This is not predicted by the linear-
response theory, indicating that a nonlinear effect becomes
important at these moderately coupled and strongly magne-
tized conditions. Molecular-dynamics simulations are first-
principles, whereas the linear-response theory is based upon
a weak interaction approximation. The mechanism respon-
sible for this observation will be studied in greater detail in
future work.
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In conclusion, this work has confirmed a predicted trans-
verse friction force in strongly magnetized plasmas using
first-principles MD simulations. This is associated with gyro-
motion at the microscopic scale of collisions, and significantly
alters the average trajectory on macroscopic scales [1]. This
could affect how well particles are contained in experiments
that rely on magnetic confinement, such as antimatter traps,
non-neutral plasmas, and fusion experiments. The existence
of the transverse force exemplifies the shortcomings of tradi-
tional plasma kinetic theory. Kinetic theories that are adapted
to accurately account for strong magnetization can be tested
by calculating this force.
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