
PHYSICAL REVIEW E 102, 033209 (2020)

Transient analysis of the nonmonotonic response of counterflow laminar diffusion flames
in alternating current and step electric fields using a one-dimensional ionic transport model
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The electrohydrodynamic response of a counterflow laminar diffusion flame to applied alternating current
(ac) electric fields is investigated experimentally and numerically. The flame positions are observed to show
typical response to applied ac electric fields with high and moderate frequencies. The flame position does
not respond above a threshold frequency corresponding to a certain collision response time, below which it
oscillates in phase with the applied electric field. At a very low frequency (less than approximately 1 Hz),
however, the flame position is observed to vary nonmonotonically as a function of time. To elucidate the
nonmonotonic behaviors, a one-dimensional ionic transport model was employed by applying time-dependent
electric fields. The responses of flame positions for ionized layers substituting for counterflow diffusion flames
were systematically investigated with respect to one-way ionic wind (OIW) and two-way ionic wind (TIW)
models. Consequently, it is demonstrated that the ionic models can produce not only harmonic flame oscillations
for relatively low ac frequencies, but also free flame oscillations for stepwise voltages, which originated from
the interaction between electrostatic force and ionic wind-induced force in the ionic system for both the OIW
and TIW models.
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I. INTRODUCTION

Electrohydrodynamic phenomenon has been widely ap-
plied in advanced thermal engineering including nonreacting
and reacting flows; in particular, studies on the effects of
electric fields on existing combustion systems are being ac-
tively conducted for the efficient use of fossil fuels with
cleaner combustion [1,2]. The application of an electric field
is known as one of the key technologies that can improve
flame stabilization and reduce emissions [3–5]. Conversely,
the oscillatory effects of electrohydrodynamic instability also
occur in certain regions of the applied electric fields [6]. Thus,
a deep understanding of this instability is essential to provide
a stable energy transfer in combustors with electric fields.
However, because of the abundance of charged ions and elec-
trons produced by thermochemical reactions in a combustor,
it is burdensome to deal with both the electrohydrodynamic
forces exerted on charged matters by applied electric fields
and the forces among those particles. Moreover, it is impor-
tant to accurately describe collisions of neutral particles as
well as collisions of charged particles. Thus, to approach the
multiphysical problem efficiently, it is necessary to develop an
appropriate model in which the convective bulk flow is modi-
fied under the effect of ionic or electric wind from momentum
transfer [7,8].

In the reaction zone of a hydrocarbon flame, positively
charged species such as H3O+, C3H3

+, CH3
+, and CHO+

have number densities of the order of 109 to 1011 ions/cm3
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[9,10]. They are driven by external electric fields and trans-
fer their momentum to neutral molecules by collision [7].
Therefore, single-charged positive ions can be considered
primarily for momentum balance [6,11] by assuming the
contribution of anions and electrons to be relatively small
[7]. In addition, negatively charged species such as OH−,
O−, CxHy

− hydrocarbon ions, CxHyOz
− oxygen-containing

ions, and electron-attached O2
−, H2O− exist on the order of

1010 ions/cm3 [9,12,13]. They are driven by external electric
fields and interact in the opposite direction of the moving
positive ions with respect to the applied ac and dc electric
fields. The ionic wind effect caused by both the positive and
negative ions in several flow configurations has been investi-
gated using numerical calculations [14–18] and experimental
visualization [19,20].

Electrons can play crucial roles for electron attachment
[21], dissociative attachment [22], and direct momentum
transfer to neutrals [23]. Therefore, although they are lighter
and smaller than charged and neutral molecules, the direct and
indirect interactions of the electrons produced in the reaction
zone can be significant in the ionic wind effect, owing to
their higher mobility and larger diffusion coefficient [24,25].
In our previous study [25], incorporating the electric force
acting on the electron together with the effect of charged
ions, a one-dimensional (1D) ionic transport model has been
proposed and compared by applying the own-way (unidirec-
tional) and two-way (bidirectional) ionic wind models. The
results emphasized that the nonlinear responses of a counter-
flow diffusion flame in the applied dc electric fields could
be classified into a one-way ionic wind (OIW)-dominated
regime for relatively low dc voltages, two-way ionic wind

2470-0045/2020/102(3)/033209(15) 033209-1 ©2020 American Physical Society

https://orcid.org/0000-0002-7427-6697
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.102.033209&domain=pdf&date_stamp=2020-09-24
https://doi.org/10.1103/PhysRevE.102.033209


BYUNG CHUL CHOI AND PYEONG JUN PARK PHYSICAL REVIEW E 102, 033209 (2020)

(TIW)-induced regime for relatively high dc voltages, and the
transition regime between the two regimes. However, unstable
behaviors of flame positions under a certain range of the
applied dc voltages remained an unsolved problem.

The interesting phenomenon of time-varying unstable
flame positions has been rarely reported, despite the constant
applied dc electric fields. In a similar study, the electro-
hydrodynamic instability of a premixed stagnation flame
was observed at approximately Vdc = 1.5 kV and analyzed
quantitatively using the experimental method of particle im-
age velocimetry and CH* chemiluminescence, by comparing
with two-dimensional simulations [26]. Flame oscillation was
observed at the transition to saturation ion current at approxi-
mately Vdc = 1.2kV in a coflowing nonpremixed methane/air
flame and analyzed using transient CH* chemiluminescence
and ion current signals [27]. Under a fixed propane–butane
flow rate and a constant potential difference, the free-
oscillation regime for the diffusion flame was observed at
approximately the order of Vdc = 1 kV in the interelectrode
gap and analyzed using the radiation strengths of CH* and
C2∗ radicals and the current between the electrodes [28]. The
underlying mechanism regarding the nontrivial flame oscilla-
tion in a constant electric field is still to be uncovered.

Although the counterflow diffusion flame has been numeri-
cally conducted in depth by applying dc electric fields [29,30],
studies on unsteady flame behavior in ac electric fields with
relatively low frequencies are still limited. In this study, the
dynamical position of methane diffusion flame diluted with
nitrogen in a counterflow burner is examined experimentally
by applying ac electric fields. To illustrate the oscillations of
the flame positions, the effects of time-varying electric fields
with a sine function on the flame positions were numerically
investigated using the 1D ionic transport model and analyzed
by comparing the OIW and TIW effects. In particular, to
understand the nonmonotonic behavior that occurs peculiarly
in ac electric fields of relatively low frequencies in the order of
0.1 Hz, unsteady flame positions were analyzed by applying
stepwise dc electric fields.

II. EXPERIMENTAL SETUP

The experimental apparatus used in this study was identical
to that used in the previous study [25], except that ac electric
fields were applied instead of dc electric fields. The main com-
ponents comprising a counterflow burner, flow controllers, an
electric power supply, and a visualization setup are shown in
Fig. 1. The counterflow burner had two divergent-convergent
nozzles with an area ratio of 36:1 to obtain a near-uniform
velocity profile. Fuel and oxidizer were supplied in opposite
directions through nozzles of inner diameter 1.0 cm to form
a counterflow diffusion flame. The distance between the two
nozzles was fixed at 1.6 cm. The fuel was a mixture of chem-
ically pure-grade methane (> 99.98%) and nitrogen diluent
(> 99.99%). The fuel mole fraction was set to XF,0 = 0.3
to suppress soot formation. The oxidizer was a mixture of
21% oxygen (> 99.99%) and 79% nitrogen. Both nozzle exit
velocities were set to 30 cm/s (stretch rate ≈ 72 s−1 [20]).
To prevent flow disturbance, shielding nitrogen was supplied
through concentric slits of inner diameter 1.2 cm at the outer
sections of the fuel and oxidizer exits. The flow rates of the

FIG. 1. Schematic diagram of experimental setup.

fuel and oxidizer were controlled by mass flow controllers
calibrated with a wet gas meter.

An electric power supplier (Trek, 10/10B-FG) and a func-
tion generator (NF, WF1943B) were used to apply the ac
voltage as root-mean-squared values. The ac voltage output
from the electric power supplier was connected to one of
the circular meshes of diameter 60 mm placed at the lower
nozzle exit of the fuel side. The other meshes placed at the
upper nozzle exit of the oxidizer side and the ground terminal
from the electric power supply were connected to the building
ground to maintain reasonably uniform electric fields between
the fuel and oxidizer exits. The voltage profile was monitored
using an oscilloscope (Tektronics, TDS 1012B) and a 1000:1
voltage divider (Tektronics, P6015A). The flame images were
captured using a high-speed camera (Photron, Fastcam Ultima
1024) at a maximum shutter speed of 500 fps. The responses
of the diffusion flame with respect to the applied ac electric
fields were monitored and represented by the flame position
x f along the centerline of y = 0, which was defined as the
location of maximum luminosity.

It is noted that the self-similarity assumption typically al-
lows the quasi-1D governing equations and analysis along the
axis of symmetry for the counterflow burner [31]. Specifically,
the centerline profiles of two-dimensional (2D) axisymmetric
counterflow burners were investigated by Johnson et al. [32]
concerning the aspect ratios of 0.67 < 2R/L < 2.6. The re-
sults showed that the differences in physical profiles along the
centerline were greater than those of the larger aspect ratio
(a Seshadri-type burner of 2R = 26 mm) by comparing with
the numerical quasi-1D solutions. This suggested a suitable
aspect ratio for the purpose of the quantitative experiment
for validation of numerical simulations. Although the insuffi-
ciently slender burners have quantitatively less compatibility
with the self-similarity assumptions, the results of the counter-
flow experiments with the geometrical conditions of 2R/L =
0.67 and 1 indicated a comparable trend in the flame positions
on the centerline and current density under the stoichiometric
mixture fractions of Zst = 0.07 and 0.5 in the case of dc
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FIG. 2. Representative responses of (a) central flame position including dc data [25] and (b) radial flame profile with time.

electric fields [20]. For ac electric fields, furthermore, the am-
plitudes of flame oscillations responding to the time-varying
applied voltages were identically characterized using both the
aspect ratios of 2R/L = 0.5 and 1 under the stoichiometric
mixture fraction of Zst = 0.5 [33]. In this regard, we selected
a geometrical condition with the aspect ratio of 2R/L = 0.625
and a stoichiometric mixture fraction of Zst = 0.228 in the
present experiment. The main purpose of this study was to
analyze the dynamic variations in the flame positions along
the centerline by applying the external electric fields.

III. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 2 shows the flame position xf with respect to
the time (a) and radial profile of the flame positions corre-
sponding to each period (b), which was divided into eight
pieces (0/8T –7/8T ), when an ac voltage of Vac = 1.5 kV
was applied to the counterflow diffusion flame by vary-
ing the representative ac frequency of (a) fac = 100 Hz,
(b) 8 Hz, and (c) 0.2 Hz. For (a) fac = 100 Hz as a high
frequency, the flame position (a-i) was almost constant at xf =
0.83 cm with slight deviations of ±1.8%. The radial flame
profile (b-i) was almost stationary and axisymmetric. This was

consistent with the previous result that the maximum thresh-
old frequency having no distinctive movement of flame
position was approximately 35 Hz [34] corresponding to the
collision response time of approximately 14 ms [35–37],
regardless of the increase in the applied ac voltage.

For (b) fac = 8 Hz as an intermediate frequency, the flame
position (a-ii) oscillated sinusoidally with a period of T =
0.125 s. The oscillation amplitude was approximately 0.33 cm
for the maximum and minimum values of xf = 1.08 and
0.75 cm, respectively. The radial flame profile (b-ii) exhibited
a longer length when rising (marked as symbols) compared
with when falling downward (marked as solid lines with sym-
bols). The typical behavior of the flame positions responding
to ac voltages with relatively high frequencies was consistent
with previous experimental results [33,34].

For (c) fac = 0.2 Hz as a low frequency, the flame posi-
tion in Fig. 2(a-iii) shows a complex response with rising
and falling patterns compared with the sinusoidal oscillation
shown in Fig. 2(a-ii). As time progressed, the flame position
jumped up rapidly from the halfway location to the upper ox-
idizer side and exhibited a fluctuating motion. Subsequently,
the flame position repassed the halfway location and exhibited
a momentary falling-down motion with two sharp points at
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the lower fuel side. The radial flame profiles in Fig. 2(b-iii)
showed generally similar shapes with those of Fig. 2(b-ii)
while the radial profiles tended to be slightly tilted around
the upper oxidizer nozzle. This nonmonotonic behavior of the
flame position closely resembles the nonlinear response of the
flame positions as a function of the applied dc voltage [25].
Previous data of flame positions for applying dc electric fields
in the same experimental configuration was rescaled to RMS
ac voltages with the time and replotted for a period as star
symbols in Fig. 2(a-iii). When a positive dc voltage of Vdc =
+ 2 kV was applied to the lower fuel side, the flame position
was shifted toward the upper oxidizer side connected to the
ground and exhibited some fluctuations with the maximum
and minimum values of xf = 1.19 and 1.07 cm, respectively.
Meanwhile, the flame position under the opposite polarity
of Vdc = −1.5 kV moved toward the lower fuel side and
oscillated periodically at a frequency of approximately 5 Hz.
The oscillation amplitude was approximately 0.51 cm for the
maximum and minimum values of xf = 0.99 and 0.48 cm,
respectively.

It is interesting to compare the dynamic behavior of the
flame position with respect to time between dc and ac electric
fields. As shown in Fig. 2(a-iii), the fluctuating flame motion
in dc electric fields reappeared during the time interval in
which the flame positions were located in the upper direc-
tion by the slowly varying ac electric fields. Furthermore,
the oscillating flame motion in dc electric fields reappeared
during the time interval in which the flame positions were
located in the lower direction by the slowly varying ac electric
fields. This implies that the nonmonotonic behavior of the
flame position considered as electrohydrodynamic instability
can be understood by adopting a comparative methodology
of the constant and slowly varying the voltages in terms of
time. The following section provides detailed discussions.

Figure 3 shows the flame positions as a function of time
for the representative ac voltage and frequency, except for the
range of relatively high frequency. In Fig. 3(a) fac = 12 Hz,
the amplitudes of the flame oscillation became larger as the
applied ac voltage increased to Vac = 0.8, 2.0, and 7.0 kV.
In Fig. 3(c), fac = 0.2 Hz. Here, although the response of
the flame position in the case of Vac = 2.0 kV exhibited a
momentary falling-down motion in the lower fuel side, which
was similar to that of Vac = 1.5 kV as shown in Fig. 2(a-iii),
the rapid flame motion did not appear and was unclear for
Vac = 0.8 and 7.0 kV. Meanwhile, the time interval in which
the flame fluctuation occurred in the upper oxidizer side
was further expanded as the applied ac voltage increased. In
Fig. 3(b) fac = 2 Hz, the transition behavior between those of
(a) fac = 12 and (c) 0.2 Hz is exhibited.

The significant changes in the flame position with respect
to the representative combinations of Vac and fac can be cat-
egorized into three regions: (1) the stable behavior in the
relatively high frequency of fac ≈ 100 Hz, (2) the sinusoidally
oscillating behavior in the intermediate frequency of fac ≈
10 Hz, and (3) the nonmonotonically oscillating behavior in
the relatively low frequency of fac < 1 Hz. To understand the
underlying mechanism that results in nonmonotonic flame re-
sponses with respect to time, a numerical study was performed
for a qualitative comparison between the OIW and TIW wind
effects in the next section.

FIG. 3. Dynamic flame positions for the representative ac voltage
and frequency.

On the other hand, the nonsymmetrical flame shapes ap-
peared instantaneously as shown in Fig. 2(b-iii) and the
difference in the flame positions between the upper and lower
directions shifted by the electrohydrodynamic force appeared
obviously as shown in Fig. 3(c). These may be affected by
not only the initial flame position due to species diffusion,
but also the buoyancy exerted by a chemical reaction in the
three-dimensional counterflow structure, but are neglected in
the present study. The governing equations such as mass,
momentum, energy, and species conservations including a
detailed kinetic mechanism and a state equation of ideal gas
must be considered to advance the quantitative analysis in the
future. Nevertheless, the following 1D ionic transport model
can be useful to provide physically important insights.

IV. ONE-DIMENSIONAL IONIC TRANSPORT MODEL

As reported in the previous study regarding dc elec-
tric fields, the time evolutions of number densities have
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FIG. 4. Schematic diagram of numerical model.

been suggested as a 1D simple model based on convection-
diffusion-reaction equations [25]. The number densities of
ni(x, t ) are defined as a function of position x and time t ,
where the subscript i represents the fuel, oxygen, or charged
species k. Subsequently, the coupled nonlinear system re-
sponse to dc electric fields was solved as a steady-state
equation by ∂ni

∂t = 0. In the present study regarding ac electric
fields, the distributions of number densities in the 1D ionic
transport model evolved in time by numerical integration, i.e.,
ni = ni,0 + ∫ dni

dt dt , where ni,0 is the initial profile of ni(x, 0)
with no electric field.

When applying ac electric fields, the schematics of the 1D
ionic transport model for the fuel side at xmin(x = 0) and at the
oxygen side at xmax(x = L) in an x coordinate are expressed
in a dimensionless quantity, as shown in Fig. 4. The constant
boundary conditions for nF(x, t ) and nO(x, t ) are specified as
follows:

nF(0, t ) = nF,0, (1)

nF(L, t ) = 0, (2)

nO(0, t ) = 0, (3)

nO(L, t ) = nO,0, (4)

where nF,0 and nO,0 are the initial number densities of fuel
and oxygen at the nozzle exits, respectively. The time-varying
sinusoidal electric potential differences between the boundary
conditions are defined as

V (0, t ) = Vac sin(2π fact ), (5)

V (L, t ) = 0, (6)

where the applied ac voltage of V (x, t ) periodically reverses
direction with respect to the peak voltage Vac and frequency

fac. As the polarity of the applied voltage changes, the bound-
ary conditions for charged species k are reversed. When a
positive ac voltage [V (0, t ) > 0] is applied in the +x direction
and x = xmin, the positive ions are reflected and the negative
ions and electrons are absorbed at the fuel side, as expressed in
Eq. (7). When x = xmax, the positive ions are absorbed and the
negative ions and electrons are reflected at the oxygen side, as
expressed in Eq. (8):

{ j+(0, t ), n−(0, t ), ne(0, t )} = 0 for x = xmin, (7)

{n+(L, t ), j−(L, t ), je(L, t )} = 0 for x = xmax, (8)

where jk(= −Dk
∂nk
∂x + vknk ) is the flux (current density) and

Dk is the diffusion coefficient of charged species k by the Ein-
stein relationship. The drift velocities of the charged species k
are given by vk = μkE = qeE

γk
, where μk is the mobility, qe is

the unit charge, E is the electric field, and γk is the friction
coefficient related to the product of mass and momentum-
transfer collision frequency. Meanwhile, when a negative ac
voltage [V (0, t ) < 0] is applied in the +x direction, the fuel
and oxygen sides switch to the opposite boundary conditions,
as expressed in Eqs. (9) and (10) for x = xmin and x = xmax,
respectively.

{n+(0, t ), j−(0, t ), je(0, t )} = 0 for x = xmin, (9)

{ j+(L, t ), n−(L, t ), ne(L, t )} = 0 for x = xmax, (10)

Although the details of the governing equations have been
reported previously [25], the 1D ionic transport model applied
in this transient analysis is briefly rewritten in the following.
A global reaction mechanism comprises one chemi-ionization
and two recombination reactions:

Fuel + O2
kFO→ 2A+ + B− + e− for chemi − ionization,

(11)

A+ + B− k1→ AB for recombination 1, (12)

A+ + e− k2→ A for recombination 2, (13)

where Fuel and O2 are the supplied fuel and oxygen, re-
spectively; A+ and B− are the intermediate ions; e− is the
intermediate electron appearing in the chemi-ionization; kFO,
k1, and k2 are the reaction rates in these irreversible reactions;
AB and A are the combustion products by the recombinations.
The time evolution of the number densities ni(x, t ) are ex-
pressed as

∂nF

∂t
− DF

∂2nF

∂x2
+ vF

∂nF

∂x
= −kFOnFnO, (14)

∂nO

∂t
− DO

∂2nO

∂x2
+ vO

∂nO

∂x
= −kFOnOnF, (15)

∂n+
∂t

− D+
∂2n+
∂x2

+ v+
∂n+
∂x

=2kFOnFnO − k1n+n− − k2n+ne,

(16)

033209-5



BYUNG CHUL CHOI AND PYEONG JUN PARK PHYSICAL REVIEW E 102, 033209 (2020)

∂n−
∂t

− D−
∂2n−
∂x2

+ v−
∂n−
∂x

= kFOnFnO − k1n+n−, (17)

∂ne

∂t
− De

∂2ne

∂x2
+ ve

∂ne

∂x
= kFOnFnO − k2n+ne, (18)

where Di is the diffusion coefficient and vi is the drift veloc-
ity. The chemi-ionization reaction rate kFO is assumed to be
proportional to the product of the number densities of fuel and
oxygen as kFO = KF(nFnO), where KF is a parameter for deter-
mining the strength of the chemi-ionization reaction rate. The
local electric field as a function of x can be deduced from the
electric potential as E (x) = − ∂V (x)

∂x , and V (x) is determined

by Poisson’s equation of ∂2V (x)
∂x2 = − qe

ε
(n+ − n− − ne ), where

ε is the permittivity of vacuum.
The average flow (drift) velocities of fuel and oxygen are

modeled simply as

vF = vF,S + vM, (19)

vO = vO,S + vM. (20)

As the first terms on the right-hand side of Eqs. (19) and
(20), vF,S and vO,S are the base velocities of fuel and oxygen,
which are modeled by considering the axial velocity varia-
tions owing to the positive divergence of the opposed-nozzle
flow field along the centerline, as a linear function of x,
respectively:

vF,S =
{
vF,0

(
1 − x−xmin

0.5xmax

)
for 0 � x � L

2

0 for L
2 � x � L

, (21)

vO,S =
{

0 for 0 � x � L
2

−vO,0
(
1 − xmin−x

0.5xmax

)
for L

2 � x � L
, (22)

where vF,0 and vO,0 are the initial velocities of fuel and oxygen
at the nozzle exits, respectively. As the second term, vM is the
correction velocity in the fuel and oxygen as a function of
charged species flux:

vM = Km(n+v+) for OIW, (23)

vM = Km(n+v+ + n−v− + neve ) for TIW, (24)

where Km is a parameter in determining the strength of the
flow retardation.

This 1D ionic transport model derived above demonstrated
that it could successfully reproduce the interesting features
of the counterflow diffusion flame responses in dc electric
fields by comparing OIW and TIW effects [25]. Therefore, the
physical constants used in the present model and the reference
values for scaling dimensionless quantities to obtain numer-
ical stability were valid and identical to those of previous
studies [25,38–42], as listed in Tables I and II. Using the Engi-
neering Equation Solver with a high-order predictor-corrector
algorithm [43], the spatially discretized dimensionless gov-
erning equations for a uniform element with 80 nodes were
numerically solved in the transient mode of ac electric fields.
The present calculations satisfied the numerical stability with

TABLE I. Constants for ionic transport model.

Constant Note

D−[cm2/s] 0.043 Ref. [40]
D+[cm2/s] 0.028 Ref. [40]
De[cm2/s] 0.043 × 104 Simply assumed as D− × 104

DF[cm2/s] 0.217 Ref. [41]
DO[cm2/s] 0.176 Ref. [42]
k1[cm3/no. s] 2.4 × 10−7 Ref. [39]
k2[cm3/no. s] 2.4 × 10−7 Ref. [39]
qe[C] 1.6 × 10−19 Ref. [39]
vF,0[cm/s] 30 Present experiment
vO,0[cm/s] 30 Present experiment
μ−[cm2/V s] 2.9 Ref. [39]
μ+[cm2/V s] 2.9 Ref. [39]
μe[cm2/V s] 0.4 × 104 Ref. [39]
L[cm] 1.6 Present experiment
ε[C/V cm] 8.854 × 10−12 Ref. [39]

CFL = 0.001–0.03 based on the Courant criteria. Here, the
K̃F in the chemi-ionization reaction rate increased until the
dimensionless number density of fuel and oxygen decreased
to below 10–6 around the nozzles on each opposing side [25].
The K̃m increased until the flame positions reached near the
maximum limits at the applied ac voltage of Ṽac = 10, and
K̃m = 500 in the correction velocity was selected with respect
to the OIW and TIW models.

As described in the equations, the fuel and oxygen are
injected at the opposite nozzle exits and transported by the
convection terms of the linear base velocities together with the
diffusion terms. When there is no electric field, the generation
of an ionic layer that substitutes for the counterflow diffu-
sion flame occurs in the middle position. When the electric
fields are applied, the positive and negative ions as well as
electrons produced by the chemi-ionization process have the
bidirectional drift velocities as the product of their mobility
and the strength of electric fields. Regarding the interplay
through a momentum transfer, the sum of all the charged
species fluxes was coupled with the bulk flow velocities of the
fuel and oxygen to reflect the collisional effect on the neutral
particles. Hence, the proposed model leads to a change in the
distributions of the central ionic layer according to the ionic
wind effect attributed to the applied electric fields, and allows
a qualitative analysis and cost-effective computation specific
to the nonlinear flame responses.

TABLE II. Reference values for nondimensionalization.

Reference value for dimensionless quantity

na[no./cm3] 6.02 × 1023 [ions/liter] ≈ 3 × 1019 [ions/cm3]
n0[no./cm3] na × (1 × 10−2 [cm/x0])3 ≈ 1013 [ions/x0

3]
qe,0[C] 1 × 10−19

t0[s] 1 × 10−1

V0[V] 1 × 102

x0[cm] 1 × 10−2

ε0[C/V cm] qe,0
V0 x0
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FIG. 5. Stable flame positions for (a) ( f̃ac, Ṽac ) = (10 000, 1) and
(b) (10 000, 10) with respect to the OIW and TIW models.

It is noted that the radial flame shapes as shown in Fig. 2(b)
are curved under the various ac electric fields. The radial pro-
files were more severely distorted outside the nozzle diameter
(r/R > 1). This is indicative that the self-similarity assump-
tions for the thermo-flow field can be less preserved for the
electrified flames in an insufficiently slender burner with the

aspect ratio of 2R/L = 1 [44]. Such a multidimensionality ef-
fect on the flow-chemistry interaction in no electrified flames
can be revealed clearly through an extreme comparison of
1D counterflow and 2D axisymmetric coflow nonpremixed
flames (i.e., such aspect ratios of 2R/L ≈ ∞ and ≈ 0) [45].
Nevertheless, our 1D approach was simply limited as a func-
tion of x with no consideration of the radial variations and
we mainly focused on the qualitative characteristics of the
flame positions along the centerline in the present unsteady
and previous steady analyses [25].

V. NUMERICAL RESULTS AND DISCUSSION

A. Dynamic flame positions responding to sine function
electric fields

As a relatively high ac frequency, when f̃ac was fixed
at 10 000, the responses of the flame positions were repre-
sented with regard to the OIW and TIW models, as shown in
Figs. 5(a) Ṽac = 1 and (b) 10, respectively. The flame positions
were not changed from L̃ = 0.5 for Ṽac = 1 and maintained
at the middle position with a slight deviation of ± 0.0125
for Ṽac = 10 . According to the conditions of f̃ac and Ṽac in
Fig. 5(b), the typical profiles of the dimensionless number
densities of ñF and ñO and dimensionless reaction rate of k̃FO

were plotted as a function of dimensionless nozzle distance
of L̃, as shown in Fig. 6(a). Despite the phase changes in the
applied ac voltages of ±π/2, their profiles remained almost
uniform regardless of the OIW and TIW models. Furthermore,
in Fig. 6(b), the profiles of the dimensionless number densities
of ñ+, ñ−, and ñe exhibited similar distributions from their

FIG. 6. Profiles of dimensionless quantities as a function of L̃ for ( f̃ac, Ṽac ) = (10 000, 10): (a) ñF, ñO, and k̃FO, (b) ñ+, ñ−, and ñe, (c) c̃vF

and c̃vO marked as solid line for t̃ = 0.0125 and dotted line for t̃ = 0.0100 (:+π/2), (d) c̃vF and c̃vo marked as solid line: t̃ = 0.0125 and
dotted line for t̃ = 0.0150 (:−π/2), with respect to the OIW and TIW models.
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FIG. 7. Sinusoidally oscillating flame positions for (a) ( f̃ac, Ṽac ) = (1000, 1), (b) (1000, 10), (c) (100, 1), and (d) (100, 10) with respect to
the OIW and TIW models.

peak positions, which corresponded to that of the k̃FO profile,
toward both the nozzle exits.

For t̃ = 0.0125 shown in Figs. 6(c)–6(d), the profiles of
the dimensionless convective terms of c̃vF and c̃vO of the fuel
and oxygen flows acted in the opposite direction (indicated
by arrows in the figure). This was similar with the case of no
electric field and enabled the ionized layer to stabilize at ap-
proximately the midpoint, where the counterflowing fuel and
oxygen were stagnant (solid line with gray). However, both
the convective terms acted in the same direction toward the ox-
idizer side of L̃ = 1 at t̃ = 0.0100 (:+π/2) [Fig. 6(c)] and the
fuel side of L̃ = 0 at t̃ = 0.0150 (:−π/2) [Fig. 6(d)], respec-
tively. Additionally, their magnitudes became significantly
higher than those of t̃ = 0.0125, but no distinctive movement
occurred in the flame position, as shown in Fig. 5(b).

For the intermediate ac frequency, Fig. 7 shows the flame
positions responding to (a) ( f̃ac, Ṽac) = (1000, 1), (b) (1000,
10), (c) (100, 10), and (d) (100, 10) with respect to the OIW
and TIW models. The response of the flame position was neg-
ligibly small when ( f̃ac, Ṽac) = (1000, 1) was applied. When
the applied voltage increased with Ṽac = 10 [Fig. 7(b)] or
the applied frequency decreased with f̃ac = 100 [Fig. 7(c)],
compared with the condition in Fig. 7(a), the time evolution
of the flame position exhibited a sinusoidal motion. In the case
of Fig. 7(d) when both conditions were applied, the amplitude
of the sinusoidal oscillation increased distinctively and the
amplitude of the OIW model was larger than that of the TIW
model.

For the representative conditions in Fig. 7(d), the profiles
of the dimensionless values are presented with respect to the
(a) OIW and (b) TIW models in Fig. 8. For the OIW model,
the k̃FO profile shifted in the reverse direction toward the
oxidizer side of L̃ = 1 at t̃ = 1.0 (:+π/2) and the fuel side
of L̃ = 0 at t̃ = 1.5 (:−π/2) in Fig. 8(a-i). The peak position

of the k̃FO profile was located at approximately the midpoint,
where the counterflowing fuel and oxygen were stagnant
(solid and dotted gray lines). According to the movement of
the ionic layer, all positions of the peak number densities of
the charged species migrated repeatedly toward the oxidizer
and fuel sides, as shown in Fig. 8(a-ii). In particular, the pro-
files of ñ− and ñe moved promptly including within a single
peak of the ionic layer, but the ñ+ profiles showed relatively
slow responses while exhibiting two broad afterimages in
both directions from their peak positions, owing to the richer
concentration and smaller diffusion coefficient.

In these cases, the profiles of c̃vF and c̃vO in Fig. 8(a-iii)
show convection in the same direction acting toward each of
the flow stagnation. In Fig. 8(b) illustrating the TIW model,
although the overall profiles of the dimensionless number
densities are similar to those of the OIW model in Fig. 8(a),
the peak values are relatively large, and the distance be-
tween the stagnation points is relatively small. Figure 8(b-iii)
shows that the different profiles in the TIW model can re-
sult from additional convections of fuel and oxygen acting
against the opposite direction to the movement of the flame
positions.

For the relatively low ac frequency, Fig. 9 shows the flame
positions responding to (a) ( f̃ac, Ṽac) = (10, 1), (10, 1), (b)
(10, 10), (c) (1, 1), and (d) (1, 10) with respect to the OIW and
TIW models. For Ṽac = 1, the magnitudes of the sinusoidally
oscillating flame position increased slightly with the decrease
in the applied ac frequency from f̃ac = 100 in Fig. 7(c) to
f̃ac = 1 in Fig. 9(a). No significant difference was observed
in the flame responses between (a) ( f̃ac, Ṽac) = (10, 1) (10, 1)
and (c) (1. 1) in Fig. 9, as well as in the OIW and TIW models.
However, for Ṽac = 10, the response of the flame positions for
f̃ac = 10 in Fig. 9(b) showed a nonmonotonic behavior with
time. When the slope of the applied ac voltage was reversed,
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FIG. 8. Profiles of dimensionless quantities as a function of L̃ for ( f̃ac, Ṽac =) = (100, 10): (i) ñF, ñO, and k̃FO, (ii) ñ+, ñ−, and ñe, (iii) c̃vF

and c̃vO, marked as solid line: t̃ = 1.0 (:+π/2) and dotted line for t̃ = 1.5 (:−π/2), with respect to the (a) OIW and (b) TIW models.

the flame positions jumped up or down momentarily, and the
distance of momentary shift for the TIW model was larger
than that of the OIW model. This numerically reproduced
the behavior of the momentary shifting flame position, which
resembled the experimental jumping down behavior during
the period when the flame positions were shifted toward
the upper oxidizer side for ( fac,Vac) = (2 Hz, 0.8 kV) (2 Hz,
0.8 kV) as shown in Fig. 3(b).

When the applied ac frequency was further reduced to
f̃ac = 1, as shown in Fig. 9(d), a nonmonotonic oscillation
of the flame positions appeared with the forced oscillation of
the sine wave synchronized by the applied ac frequency, in
which the frequency of the remarkable harmonic oscillation
exhibited higher values than that of the applied ac frequency.
Additionally, the amplitude and frequency of the harmonic
flame oscillation for the TIW model was relatively large and
lower, respectively, compared with those of the OIW model.
These harmonic oscillations were consistent with the OIW
and TIW models resembled partially by the experimental re-
sults of the momentary falling-down motion with two sharp
points in the lower fuel side for fac,Vac = (0.2 Hz, 2.0 kV), as
shown in Fig. 3(c). Consequently, the nonmonotonic change

in the flame positions shown in Figs. 9(b) ( f̃ac, Ṽac) = (10, 10)
and 9(d) (1, 10) implies that the important features in the
experimental results of the dynamic flame positions for the
relatively low ac frequency can be effectively reproduced by
the proposed 1D model adopting not only the OIW model, but
also the TIW model.

To compare with the experimental results, Fig. 10 shows
the representative flame responses during one cycle of the
dimensionless period T̃ = 1 for (a) the intermediate and (b)
relatively low ac frequency regions. For ( f̃ac, Ṽac) = (100, 10)
in Fig. 10(a), the flame positions of the OIW and TIW results
were good agreement with those of the experimental results,
while both the OIW and TIW models did not reflect that the
experimental results were slightly shifted and magnified in
the upward direction. For ( f̃ac, Ṽac) = (1, 10) in Fig. 10(b),
when the negative ac voltages were applied, the harmonic
oscillation of the TIW model exhibiting the larger amplitude
and lower frequency was more similar to the experimental
results exhibiting the momentary falling-down motion. When
the positive ac voltages were applied, the harmonic oscil-
lation of the OIW model exhibiting the smaller amplitude
and higher frequency was more similar to the experimental
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FIG. 9. Nonmonotonically or sinusoidally oscillating flame positions for (a) ( f̃ac, Ṽac ) = (10, 1), (b) (10, 10), (c) (1, 1), and (d) (1, 10)
with respect to the OIW and TIW models.

results exhibiting the fluctuation motion. However, neither the
OIW nor TIW models reflected quantitatively that the exper-
imental results showed the different responses in the upward
and downward directions. As mentioned in the experimental
part in Sec. III and Ref. [25], the difference between the
upward and downward dynamic behaviors in the experimental
results may be resulted from the gravitational interference
of the buoyancy effects acting upwards on a reaction zone

with relatively low density. That is, when the direction of the
applied electric field acts in the same or opposite to that of
the buoyancy, the movement of the flame positions can be
promoted or inhibited. Therefore, further studies are needed
to implement additional models for the buoyancy effects in
the 1D ionic transport equations.

The previous dc study [25] reported that the TIW model
rather than the OIW model in our 1D ionic transport model

FIG. 10. Comparison of experimental data with nonmonotonically or sinusoidally oscillating flame positions for (a) ( f̃ac, Ṽac ) = (100, 10)
and (b) (1, 10) with respect to the OIW and TIW models.
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FIG. 11. Dynamic flame positions responding to ṼSTEP = 1, 3, 5, 10 with respect to the (a) OIW and (b) TIW models.

showed the ability to produce the double peaks in the ionic
layer accompanied by the three stagnation points. In the rel-
atively high ac frequency region of the present study, no
significant separation between the fuel and oxygen profiles for
( f̃ac, Ṽac) = (10 000, 10)) was observed for the numerical con-
ditions in the present ac simulations, as shown in Fig. 6. The
results are reasonable in terms of requiring the collision re-
sponse time to induce the ionic wind effect. Besides, although
not shown in a figure, the numerical results for ( f̃ac, Ṽac) =
(10 000, 100) exhibited no distinctive difference to the results
in Fig. 6. However, this is inconsistent with the visualization
results that the flow separation phenomenon observed in the
dc experiment [20] occurs also in the relatively high ac fre-
quency [33]. It requires a detailed study in the future.

B. Dynamic flame positions responding to step function
electric fields

To identify the underlying mechanism for the nonmono-
tonically oscillating behaviors of the flame positions specific
to the relatively low ac frequency, the sine-function ac voltage
in Eq. (5) was replaced with a step function, which exhibited
ṼSTEP = 0 for t̃ � 0 and constant values of ṼSTEP for t̃ > 0.
Furthermore, the dynamic responses at the flame positions
were recorded with time according to the (a) OIW and (b)
TIW models in Fig. 11. For the OIW model in Fig. 11(a),
the flame position as a function of time for ṼSTEP = 1 ex-
hibited a constant value after settling t̃ ≈ 2. However, for
ṼSTEP = 3, 5, and 10, the flame positions started to oscillate
significantly after experiencing their rising times despite the
uniform electric potential differences between the cathode and
anode electrodes, which is similar to case of dc electric fields.
Because the flame oscillation was activated by an impulse,

which is the derivative value of ṼSTEP at t̃ = 0, the dynamic
flame motions in the stepwise electric fields could be regarded
as free oscillations, including its natural frequency. Addition-
ally, free oscillations appeared in the TIW model, as shown
in Fig. 11(b); however, the major features of their natural
frequencies and amplitudes were distinctively distinguishable
in accordance with the applied ṼSTEP voltages.

Figure 12(a) shows the inverse of the dimensionless time
for the free oscillation period in the stable state as a func-
tion of the applied ṼSTEP voltage with respect to the OIW
and TIW models. When ṼSTEP = 3, the dimensionless natural
frequency was similar to 1/T̃ ≈ 0.1. As ṼSTEP increased, the
free oscillation of the OIW model became faster than that
of the TIW model. The deviation in the natural frequency
fnatural according to the ionic wind models exhibited a wide
range of fnatural = 1–6 Hz. This numerical value of the natural
frequency agreed well with the experimental value of 5 Hz for
the periodical oscillation under a constant dc voltage of Vdc =
−1.5 kV observed in the previous study [25], as mentioned in
Sec. III. Therefore, free oscillations under the applied ṼSTEP

voltages could be considered as a main cause of the findings.
This resulted in not only nonmonotonic behaviors for the rel-
atively low ac frequencies [such as the harmonic oscillations
represented in Figs. 9(b) and 9(d)], but also the oscillating and
fluctuating responses of the flame positions exhibiting insta-
bility in the certain ranges of the applied dc voltages [25]. This
implies the following: (1) the nonmonotonic response of the
flame positions can be effectively reproduced by applying any
model (either the OIW model or the TIW model) and (2) the
behavior between the dynamical flame positions responding
to both the slowly varying ac and constant dc electric fields,
as shown in Fig. 2(a-iii), can result from the natural frequency
of the ionic system.
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FIG. 12. (a) inverse of dimensionless period and natural fre-
quency and (b) maximum and minimum flame positions as a function
of ṼSTEP with respect to the OIW and TIW models, comparing with
the free oscillation under Vdc = − 1.5 kV [25].

As shown in Fig. 12(b), as the applied ṼSTEP voltage
increased, the maximum positions for the freely oscillating
flame positions saturated at L̃ ≈ 1, and were slightly lower in
the case of the TIW model compared with the OIW model. For
the OIW model, the minimum positions increased and the am-
plitude of the free oscillation decreased with ṼSTEP. In contrast
to the OIW model, the minimum positions for the TIW model
decreased significantly, accompanied by an increase in the
amplitude of the free oscillations with ṼSTEP. Consequently,
it could be deduced that the different responses of the mini-
mum flame positions with the ṼSTEP function might generate
different responses in the OIW and TIW models, as shown in
Figs. 9(b) and 9(d), for the relatively low ac frequency.

To elucidate the physical origin governing the free os-
cillations in the ionic system, the downward and upward
movements of the flame positions (marked as arrows in
Fig. 11) were further investigated for the representative case
where the positive constant voltage of ṼSTEP = 3 was ap-
plied to the lower fuel side of L̃ = 0 (anode electrode). For
the downward movements of the flame positions, the time
evolution profiles of the dimensionless number densities and
convection terms were compared with respect to the (a) OIW
and (b) TIW models in Fig. 13. For the OIW model in
Fig. 13(a-i), the peak positions of k̃FO profiles, which was
formed at the stagnation point (solid line with gray) between
the fuel and oxidizer profiles, shifted down gradually from the
maximum position in the upper oxidizer side (ground elec-
trode) toward the lower fuel side. Subsequently, the magnitude
of their peak values represented a reducing tendency. At this
moment, in Fig. 13(a-ii), the ñ− and ñe profiles became higher
and wider toward the anode electrode, and their peak positions

were coupled with the stagnation points. However, the ñ+ pro-
files exhibited a delaying tendency to maintain the previous
ñ+ profile located at the maximum flame position and newly
generated a secondary peak, which shifted remarkably toward
the lower fuel side and coupled with the stagnation point.
These trends in the profiles of the OIW model in Figs. 13(a-i)
and 13(a-ii) were similar to those of the TIW model in
Figs. 13(b-i) and 13(b-ii), respectively.

For the OIW model in Fig. 13(a-iii), the convection profiles
of c̃vF and c̃vO acted against the opposite direction of the
flow stagnation (solid line with gray) while shifting toward the
lower fuel side. However, for the TIW model in Fig. 13(b-iii),
the time evolution profiles of c̃vF and c̃vO represented a tran-
sition from the opposite direction to the same direction toward
the lower fuel side, in which the flow stagnations and k̃FO

peaks maintained with time as the single points equal to the
OIW model. The difference in convective behavior between
the ionic wind models resulted in faster and longer displace-
ments during t̃ = 42.2–42.5 in the TIW model, as compared
with those of t̃ = 41.3–41.9 in the OIW model. Therefore,
this accelerating motion could result in a significant moving
down of the minimum positions and increasing amplitude for
the free oscillations in the case of the TIW model rather than
the OIW model, as shown in Fig. 12(b).

For the upward movements of the flame positions, the
time evolution profiles of the dimensionless number densities
and convection terms are shown with respect to the OIW
(a) and TIW (b) models in Fig. 14. In particular, the upward
movements exhibited a relatively slow motion compared with
that of the downward movements, as shown in Fig. 11. For
the OIW model in Fig. 14(a-i), the positions and magnitudes
of the k̃FO peaks gradually reshaped toward the upper oxidizer
side (ground electrode). In recovering the flame positions
upwardly, the ñ+, ñ−, and ñe profiles tended to maintain single
peaks coupled with stagnation points under a slower motion,
as shown in Fig. 14(a-ii). The generation of ñ− and ñe peaks
was relatively low compared with those of the downward
movements. As shown in Fig. 14(a-iii), the c̃vF and c̃vO

profiles acted primarily in the opposite directions against the
flow stagnations, but the additional convection term of c̃vO

was continuously exerted in the same direction as that of the
upward movement. These trends in the profiles of the OIW
model in Fig. 14(a) are similar to those of the TIW model in
Fig. 14(b).

Consequently, the detailed mechanism for the free oscil-
lations of the 1D ionic model specific to the constant ṼSTEP

voltage applied to the lower fuel side can be explained based
on the electrostatic forces for the reflecting and absorbing
boundary conditions in Eq. (8). This implies that a repul-
sive force by the identical polarities between the negatively
charged species (ñ− and ñe) and the ground electrode can
be activated locally when the ionized layer reached near
the upper oxidizer side. The positive ions tended to re-
main near the upper oxidizer side by the attractive force
between the positively charged ion (ñ+) and the ground elec-
trode; however, the repulsive force of the negatively charged
species resulted in the downward movement of k̃FO peaks
coupled with the flow stagnation between the counterflowing
fuel and oxygen. This was accompanied by the secondary
peaks of positive ions generated by the chemi-ionization
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FIG. 13. Sequential profiles of dimensionless quantities as a function of L̃ for downward movement responding to ṼSTEP = 3 : (i) ñF, ñO,
and k̃FO, (ii) ñ+, ñ−, and ñe, (iii) c̃vF and c̃vO, with respect to the (a) OIW and (b) TIW models.

in Eq. (11). After the charged species profiles were redis-
tributed by recombinations 1 and 2 in Eqs. (12) and (13),
the flame positions started to move toward the upper oxidizer
side because the ionic wind effect induced by the electric
(Lorentz) force became dominant again under the uniform dif-
ference in the electric potential. Therefore, the free oscillation
could have originated from the repetitive balance between the
repulsive and ionic wind-induced forces when sufficient re-
sponse time was provided in the ionic system for both the
OIW and TIW models.

VI. CONCLUDING REMARKS

Using the 1D ionic transport model, which was suggested
by our previous study on dc electric fields [25], the dynamic
response of flame positions was numerically investigated in ac
and step electric fields to understand the experimental obser-
vations of nonmonotonic flame responses specific to relatively
low ac frequencies and dc voltage ranges. The interesting
features of the ionized layer in the applied ac voltages are
summarized and compared with respect to the OIW and TIW
models as follows.

For the relatively high ac frequency, the ionic profiles of
k̃FO, ñ+, ñ−, and ñe and their peak positions were maintained
near the middle position and were almost identical to those
of the typical profile without any electric field. Their profiles
remained almost uniform, even though the dimensionless con-
vective terms of c̃vF and c̃vO in the OIW and TIW models
were conversely affected by the phase changes in the ap-
plied ac voltages as ±π/2. However, for the relatively low
ac frequency, the flame positions exhibited a nonmonotonic
oscillation composed of the forced oscillation synchronized
by the applied ac voltages together with the free oscillation
from the nonlinear ionic system. These harmonic oscillations
in accordance with the OIW and TIW models resembled with
the experimental results partially, exhibiting the momentary
falling-down and jumping-up motions of the flame positions.
In the intermediate ac frequency range, the flame positions
represented a transition behavior between stable motion and
sinusoidal oscillation.

Through a comparison of the free oscillations of the flame
positions driven by the stepwise voltages in time, it was
demonstrated that the harmonic oscillation in the relatively
low ac frequency could have resulted from the free oscillation.
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FIG. 14. Sequential profiles of dimensionless quantities as a function of L̃ for upward movement responding to ṼSTEP = 3 : (i) ñF, ñO, and
k̃FO, (ii) ñ+, ñ−, and ñe, (iii) c̃vF and c̃vO, with respect to the (a) OIW and (b) TIW models.

This originated from the interaction between the repulsive
force and ionic wind-induced force in the ionic system, for
both the OIW and TIW models. The numerical results agreed
reasonably well with the distinctive features in the nonmono-
tonic responses of the ac experiments and suggested a possible
solution that the present 1D ionic model could predict tran-
sient motions.
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