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Buckling-induced interaction between circular inclusions in an infinite thin plate

Oz Oshri ,1,* Santidan Biswas,2 and Anna C. Balazs2

1Department of Mechanical Engineering, Ben-Gurion University of the Negev, Beer-Sheva 84105, Israel
2Chemical Engineering Department, University of Pittsburgh, Pittsburgh, Pennsylvania 15261, USA

(Received 20 March 2020; accepted 14 August 2020; published 16 September 2020)

Design of slender artificial materials and morphogenesis of thin biological tissues typically involve stimulation
of isolated regions (inclusions) in the growing body. These inclusions apply internal stresses on their surrounding
areas that are ultimately relaxed by out-of-plane deformation (buckling). We utilize the Föppl-von Kármán model
to analyze the interaction between two circular inclusions in an infinite plate that their centers are separated a
distance of 2�. In particular, we investigate a region in phase space where buckling occurs at a narrow transition
layer of length �D around the radius of the inclusion, R (�D � R). We show that the latter length scale defines
two regions within the system, the close separation region, � − R ∼ �D, where the transition layers of the two
inclusions approximately coalesce, and the far separation region, � − R � �D. While the interaction energy
decays exponentially in the latter region, Eint ∝ e−(�−R)/�D , it presents nonmonotonic behavior in the former
region. While this exponential decay is predicted by our analytical analysis and agrees with the numerical
observations, the close separation region is treated only numerically. In particular, we utilize the numerical
investigation to explore two different scenarios within the final configuration: The first where the two inclusions
buckle in the same direction (up-up solution) and the second where the two inclusions buckle in opposite
directions (up-down solution). We show that the up-down solution is always energetically favorable over the
up-up solution. In addition, we point to a curious symmetry breaking within the up-down scenario; we show that
this solution becomes asymmetric in the close separation region.
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I. INTRODUCTION

Inclusions in solid bodies are isolated regions of inho-
mogeneities that encompass different elastic constants or
eigenstrains, i.e., strains produced without external forces.
Although the study of these inclusions has a long history in
structural mechanics, dating back to the foundational work by
Eshelby [1,2], the topic has recently regained interest in the
context of the modeling of softer, biological, and synthetic
materials. In biology, the morphogenesis of soft materials
typically involves the addition of mass into isolated regions
of the growing body. These isolated regions alter the elas-
tic response of the material and its rest configuration and
therefore effectively behave as Eshelby’s inclusions. In fact,
the latter reorientation of the current (reference) configuration
was identified as a key factor in the mechanics of growing
bodies [3,4]. When this reorientation does not preserve the
body’s integrity (i.e., necessary continuity constraints), inter-
nal strains are accommodated around the area of the inclusion
and drive the system out of equilibrium. Relaxation of these
strains are then associated with growth, i.e., the process in
which the body obtains its shape.

While inclusions in three-dimensional (3D) solids require
relatively large eigenstrains to deform the entire body, thin
sheets, which are almost 2D structures, undergo pronounced
2D-to-3D shape transitions on relatively small stimulation.

*oshrioz@bgu.ac.il

This inclusion-based deformation of thin materials has re-
cently been of interest in various technological applications.
For example, electrical actuators embedded in specific regions
of thin origami structures behaved as isolated inclusions, i.e.,
they produced localized internal stresses that drove the sys-
tem into different, desired shapes [5]. Artificial materials,
such as thin layers of gels, are often designed using dis-
continuous variations of the cross-linked density [6–11]. On
actuation, these islands of discontinuities swell to a different
degree than their surrounding areas, thereby allowing the cre-
ation of complex configurations. Another example is given in
Refs. [12,13], where two dimensional network of Hookean
springs is used to design metamaterials with memory ef-
fects. Within these discrete models, isolated springs in the
network (inclusions) are endowed with different rest lengths.
These network’s impurities then promote buckling of isolated
regions that reshape the entire membrane. In nature, embed-
ded fibers behave as slender elongated inclusions in organic
materials. Their relatively high stiffness, compared with the
surrounding matrix, allows plants to change their shapes due
to the application of external stimuli [14,15].

Many of the aforementioned applications utilized several
inclusions to control the global deformation of the body.
Therefore, appropriate modeling of these systems must take
into consideration how neighboring inclusions can interact co-
operatively and undergo mutual deformation [10]. Although
elastic bodies that contain multiple inclusions have been stud-
ied extensively, either in the framework of linear elasticity
[2,16] (with an emphasis on 2D plane-strain configurations
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[17]) or in the context of fluid membranes [18–21], less at-
tention has been given to the effects of these interactions in
thin elastic plates [22,23]. These plates couple stretching and
bending deformations and are analytically described in the
framework of the Föppl-von Kármán (FvK) model and the
extension of this theory [4,24–27]. In general, this coupling
between in-plane and out-of-plane deformations adds nonlin-
ear terms to the theory that allow the coexistence of multiple
solutions under the same setup of external confinements.

Some general guidelines to the postbuckling behavior of
thin plates were presented by Davidovitch et al. in a series of
publications [28–31]. In a recent paper [32], we utilized these
insights to investigate the behavior of a circular inclusion with
positive eigenstrain in a plate with thickness h. Our main
findings were summarized on a bendability-confinement state
diagram. While bendability measures the plate’s slenderness,
R/h, where R is the inclusion’s radius, confinement refers
to the magnitude of the eigenstrains, � − 1. This diagram
revealed two distinct solutions in the postbuckling region of
the plate. One is a near-threshold (NT) solution that occu-
pies a narrow area close to the flat-to-buckle instability, and
second is a far-from-threshold (FFT) solution that dominates
the system slightly beyond this initial buckling. While the
NT solution corresponds to an extensive pattern, where the
out-of-plane deformation scales with the external dimensions
of the plate, the FFT solution is localized around the radius
of the inclusion. This localization refers to a narrow transition
layer over which the height function decays to zero exponen-
tially. The characteristic length scale of this decay was found
to depend on the system’s parameters, �D ∝ (� − 1)−1/3h2/3

[33].
Motivated by these findings, we herein investigate the in-

teraction between two circular inclusions that buckle into a
localized, FFT solution. Our investigation is carried out us-
ing two approaches, analytical and numerical. Analytically,
we focus on the interaction between two inclusions that are
separated far apart, i.e., � − R � �D, where 2� is the distance
between the centers of the inclusions. Using a variational
ansatz, we show that the leading order of this interaction
energy is proportional to the interaction between the out-of-
plane deformations of the two inclusions. Since the tails of
these bending deformations decays exponentially in the FFT
region, we conclude that the leading order of this energy
behaves as Eint ∝ e−(�−R)/�D . We note that the NT solution of
a closely related system was recently given by Plummer and
Nelson [13], who considered an array of dilational impurities
in a two-dimensional crystalline membrane. Their solution
revealed long-ranged interaction between the impurities and
as a result, competition between several complex surface mor-
phologies.

Numerically, we investigate the minimizers of the FvK
model by the straightforward solution of its corresponding
equilibrium equations. While the analytical model shows
good agreement with the numerical results at large sep-
arations, significant deviations are encountered at shorter
distances, � − R ∼ �D. In particular, we explore two different
solutions within the FFT region [11,34]. One is the “up-up”
scenario, where the two inclusions buckle in the same direc-
tion, and second is the “up-down” scenario, where buckling
occurs in opposite directions. Three interesting results are

obtained within this numerical investigation. First, the inter-
action energy behaves nonmonotonically in both solutions.
While it increases sharply when 0 < � − R � �D, it decays
to zero exponentially as in a Morse-like potential at larger
distances. Second, the up-down scenario is always energet-
ically preferable over the up-up solution. Third, while the
up-up solution remains symmetric at any mutual separation,
i.e., the left and right inclusions have the same amplitudes,
the up-down solution develops into an asymmetric shape. The
latter effect is also verified qualitatively by our gel lattice
spring model (gLSM), which accounts for the complete elas-
todynamic behavior of polymeric gels [35–37].

The paper is organized as follows. In Sec. II we formulate
the problem and derive the corresponding equilibrium equa-
tions. In Sec. III, we derive an approximate analytical solution
in the case where the inclusions are separated relatively far
apart (the far separation region) and show that it corresponds
to an exponentially decaying interaction energy. In Sec. IV,
we present our numerical investigation and compare it with
the analytical solution. Last, in Sec. V, we conclude and
suggest some extensions for a future research.

II. FORMULATION OF THE PROBLEM

Our system consists of an infinite plate with thickness
h that contains two circular inclusions with radius R. The
centers of the inclusions are located at a distance 2� apart.
Following the standard terminology, the region outside the in-
clusions is called the “matrix.” The inclusions are subjected to
in-plane dilative strains (swelling) compared to the matrix (see
Fig. 1). This dilation is modeled by the following reference
metric:

ḡαβ = h(r)2(dr2 + r2dθ2), h(r) =
{
� r ∈ inclusions
1 r ∈ matrix ,

(1)

where (r, θ ) are polar coordinates that originate from the cen-
ter of the right inclusion, r is a position vector to a point on the
plate, and � is a constant that characterizes the dilation in the
inclusions. In this analysis we assume that 0 < � − 1 � 1.
The assumption that � � 1 guarantees that the inclusions
buckle into a spherical-cap-like shape [38] and the assumption
that � − 1 � 1 corresponds to small strain approximation.
In addition, we define the Cartesian coordinates (x, y) at
the center of the right inclusion, i.e., x = r cos θ and y =
r sin θ . Although polar coordinates are used in this section,
the Cartesian representation will be of interest in some of our
derivations. For this reason, the essential formulas in the (x, y)
coordinates are summarized in Appendix A.

The final 3D configuration is given by

f j (r, θ ) = [√
ḡrrr + u j

r (r, θ )
]
r̂ + u j

θ (r, θ )θ̂ + ζ j (r, θ )ẑ, (2)

where hereafter the subscript or superscript j = IR, IL, M ac-
counts for quantities that are calculated in the right or left
inclusions or the matrix, respectively. In addition, u j

r (r, θ ) and
u j

θ (r, θ ) are the respective radial and azimuthal displacements
and ζ j (r, θ ) are the height functions. The unit vectors r̂, θ̂,
and ẑ, are oriented in the respective radial, azimuthal, and z
directions and form a cylindrical coordinate system.
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(a)

(b) (c)

FIG. 1. Schematic overview of the system. (a) Top view. Two circular inclusions with radius R (light blue areas) are confined within an
infinite plate with thickness h, Young’s modulus Ẽ , and Poisson’s ratio ν. The centers of the inclusions are located at a distance 2� apart, and
their areas are swelled by a factor � compared to the matrix (light gray area). The origin of the polar and the Cartesian coordinates are located
at the center of the right inclusion such that the center axis is at x = −� (dashed-dotted line). In addition, we define the polar coordinates from
the center of the left inclusion (r2, θ2), where r2 =

√
(2�)2 + r2 + 4�r cos θ . We anticipate the deformation of the plate to yield either the up-up

profile, where the two inclusions buckle in the same direction (b), or up-down profile, where the two inclusions buckle in opposite directions
(c). The latter panels reveal two results from our numerical simulations in Sec. IV, where h = 1, R/h = 60, � = 1.02, ν = 0, and �/h = 160.
Color-bars indicate the height in units of the plate’s thickness.

The total elastic energy of the system is the sum of the en-
ergies of the inclusions and the matrix, E = EIR + EIL + EM ,
where each region has two contributions, one from stretch-
ing, E j

s , and second from bending, E j
b . Therefore, the total

energy is

E =
∑

j=IR,IL,M

(
E j

s + E j
b

)
, (3)

where the stretching and bending contributions are given by

E j
s = 1

2

∫∫
σ

j
αβε

j
αβrdθdr, (4a)

E j
b = 1

2

∫∫
M j

αβφ
j
αβrdθdr, (4b)

and by the standard notation repeated indices imply summa-
tion. The integrations in Eqs. (4) are taken either over the
areas of the right or left inclusions or the area of the matrix. In
addition, the tensors σ

j
αβ and M j

αβ are respectively the stresses

and bending moments, and ε
j
αβ and φ

j
αβ are the respective

strains and “bending strains.”
The stresses and the bending moments are related to

the strains by the linear relations, σ
j

αβ = Y [(1 − ν)ε j
αβ +

νε
j
γ γ δαβ] and M j

αβ = B[(1 − ν)φ j
αβ + νφ

j
γ γ δαβ], where Y =

Ẽh/(1 − ν2) and B = Ẽh3/[12(1 − ν2)] are the respective
stretching and bending moduli of the plate, ν is Poisson’s ra-
tio, and Ẽ is the Young’s modulus. In addition, the constitutive

relations between the strains, as well as the bending strains
and the displacements, are given by

ε j
rr = ∂ru j

r + 1

2
(∂rζ j )

2,

φ j
rr = ∂rrζ j, (5a)

ε
j
rθ = 1

2r
∂θu j

r − 1

2r
u j

θ + 1

2
∂ru j

θ + 1

2r
∂rζ j∂θζ j,

φ
j
rθ = ∂r

(
1

r
∂θζ j

)
, (5b)

ε
j
θθ = u j

r

r
+ 1

r
∂θu j

θ + 1

2r2
(∂θζ j )

2,

φ
j
θθ = 1

r
∂rζ j + 1

r2
∂θθ ζ j . (5c)

When the system reaches equilibrium the elastic energy
is extremized. Therefore, we minimize Eqs. (3) and (4) with
respect to the displacements, u j

r , u j
θ , and ζ j , and obtain the

following equilibrium equations:

∂r
(
rσ j

rr

) − σ
j

θθ + ∂θσ
j

rθ = 0, (6a)

∂r
(
rσ j

rθ

) + σ
j

rθ + ∂θσ
j

θθ = 0, (6b)

B�2ζ j − σ
j

αβφ
j
αβ = 0, (6c)

where � = ∂rr + 1
r ∂r + 1

r2 ∂θθ is the Laplace operator. Equa-
tions (6a), (6b), and (6c) correspond to the force balance in the
radial, azimuthal, and normal directions, respectively. Closure
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is obtained once these equations are supplemented with the
following boundary conditions on the edges of the inclusions:

continuity of the surface: fi(ri, θ ) = fM (ri, θ ), (7a)

∂rζi(ri, θ ) = ∂rζM (ri, θ ), (7b)

continuity of momentum: σ i
rμ(ri, θ ) = σ M

rμ(ri, θ ),

(μ = r, θ, z), (7c)

Mi
rr (ri, θ ) = MM

rr (ri, θ ), (7d)

where i = IR, IL and the radius ri points either to the edge
of the right or left inclusion. In addition, σ

j
rz = ∂r (rM j

rr ) −
M j

θθ + 2∂θM j
rθ − rσ j

rr∂rζ j − σ
j

rθ ∂θ ζ j is the normal stress at a
cross section, and we assume that the deformation of the plate
decays to zero at infinity, i.e., the stresses and the bending
moments vanish all together when r → ∞.

Finally, we define the energy of interaction by

Eint ≡ E − E∞, (8)

where E is given by Eqs. (3) and (4) and E∞ = E (� → ∞).
The latter definition bears the assumption that the interaction
between the inclusions decay to zero as � increases. In the
limit � → ∞ we expect that E (� → ∞) = 2E1i, where E1i is
the energy of a single inclusion, with radius R and swelling
factor �, in an infinite plate with thickness h.

Although Eqs. (6) and (7) provide the complete set of
equilibrium equations, we add one modification that will be
helpful in the next section. Following Ref. [24, p. 52], the
force balance equations in the radial and the azimuthal direc-
tions, Eqs. (6a) and (6b), are automatically satisfied when

σ j
rr = 1

r
∂rU

j + 1

r2
∂θθU j,

σ
j

rθ = −∂r

(
1

r
∂θU j

)
, (9)

σ
j

θθ = ∂rrU
j,

where U j (r, θ ) are the so-called Airy’s stress functions. At
equilibrium, these functions satisfy the compatibility condi-
tions,

�2U j = −Ẽh
[
φ j

rrφ
j
θθ − (

φ
j
rθ

)2]
, (10)

where the φ
j
αβ are given in Eqs. (5). The right-hand side of

Eqs. (10) are proportional to the Gaussian curvature on the
plate and depend solely on the height functions ζ j (r, θ ).

In summary, given the swelling �, and the stretching and
bending moduli, Y and B, we determine the final deformation
of the plate from the solution of the equilibrium equations,
Eqs. (6), and the boundary conditions, Eqs. (7). The solution
of the latter equations is equivalent to the solution of Eqs. (6c)
and (10) under the same set of boundary conditions. In these
equations, the stresses are related to the strains by Hooke’s law
and the strain-displacements relations are given by Eqs. (5). In
general, the nonlinearity of the equilibrium equations implies
that the solution is not unique. Among the set of possible
solutions, only the one with the lowest energy is realized
experimentally. While the total energy of the minimizer, E ,
is determined from Eqs. (3) and (4), the interaction energy,
Eint, is determined from Eq. (8).

In general, the complexity of our equations does not allow
a tractable analytical treatment. For this reason, their straight-
forward solution, i.e., without any simplifications, is obtained
numerically in Sec. IV. A further analytical treatment is con-
sidered in the next section under a certain set of simplifying
assumptions.

III. APPROXIMATED ANALYTICAL SOLUTION
IN THE FAR SEPARATION REGION

This section is divided into two parts. While in the first part,
we introduce our set of simplifying assumptions, in the second
part, we utilize these assumptions to derive the approximated
solution of the problem. We show that when the separation
between the two inclusions is large, the interaction energy
decays to zero exponentially, i.e., Eint ∝ e−(�−R)/�D , where �D

characterizes the localization of the elastic pattern.

A. Assumptions

The approximated solution is derived under the following
assumptions. First, the deformation of the plate is localized
around the areas of the inclusions. In Ref. [32], we showed
that a plate with a single inclusion localizes the elastic defor-
mation given that the bendability, h/R, is small enough, and
the confinement is set above a certain threshold, �− 1 > ε.
This localized state was referred to as the FFT solution.
Second, the mutual distance between the inclusions is large
compared with the elastic relaxation of the buckled profile,
� − R � �D.

Third, we assume that the final configuration is symmet-
ric around the middle axis x = −� [dashed-dotted line in
Fig. 1(a)]. This assumption will allow us to consider only
one-half of the plate, say, x � −�, while setting symmetric
boundary conditions at x = −�,

uM
x (−�, y) = σ M

xy (−�, y) = 0. (11)

In the latter equation, uM
x (x, y) and σ M

xy (x, y) are the horizontal
displacement and shear stress in the Cartesian representation,
see Appendix A. In addition, since we are now dealing with
only one inclusion, we will simplify our notation and use the
subscript or superscript j = I, M (instead of j = IR, IL, M) to
denote quantities that are related to the right inclusion or the
matrix to the right of the axis of symmetry.

Fourth, we assume that each inclusion buckles into an
axisymmetric shape up to small asymmetric corrections that
diminish as the mutual separation increases. Considering the
symmetry around x = −�, this assumption implies that

ζ j (r, θ ) → ζ j (r) ± ζM (r2), (12)

where ζ j (r) is an axisymmetric function that depends solely
on the radial coordinate and ζM (r2) is the contribution from
the tail of the left inclusion [see Fig. 1(a) for the definition
of r2]. The latter contribution aims at satisfying the bound-
ary conditions, Eq. (11), where plus and minus correspond
to up-up and up-down scenarios, respectively; see Figs. 1(b)
and 1(c).
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Fifth, we assume that ζ j (r) are given by

ζI (r) = A[1 − (r/R)α], (13a)

ζM (r) = −A[1 − (r/R)−α], (13b)

where A and α are two variational constants that are yet to be
determined by minimization of the total energy. In Ref. [32],
this ansatz presented good agreement with the numerical so-
lution of the FFT profile. This chosen function is motivated
by the fact that thin sheets tend to accommodate the Gaus-
sian curvature of the reference metric in order to minimize
their stretching energy [39]. Although the reference metric,
Eq. (1), prescribes zero Gaussian curvature in both regions,
the inclusions and the matrix, it contains a discontinuity on the
edge of the inclusion. Therefore, we expect the morphology of
each region to converge into a flat state up to narrow transition
layers accommodated around the inclusions’ edges. This be-
havior is obtained in Eq. (13) when α � 1. In this limit, we

have that (r/R)±α 
 e± r−R
�D , where �D = R/α is the length of

the transition layer [40].
Last, since the tail of the left inclusion is expected to decay

exponentially, ζM (r2) ∝ e− r2−R
�D , we neglect it in the leading-

order approximation, i.e., we assume that ζ j (r, θ ) 
 ζ j (r).
Note that with this assumption, the up-up and up-down sce-
narios become indistinguishable. Note also that although this
ansatz is independent on �, this parameter is not absent from
the analysis of the leading-order approximation. It yet plays a
role in the boundary conditions imposed on the in-plane equa-
tions, i.e., when A = 0, the solution must converge to the one
expected from a flat plate with two circular inclusions [17].

Utilizing the above assumptions, our goal in the next sec-
tion is to show that the interaction energy of the system,
Eint, vanishes identically in the leading-order approximation.
Consequently, the first nontrivial contribution to Eint must
be proportional to subleading-order terms that are akin to
the deformation of the left inclusion, ζM (r2). Since the latter
corrections decays exponentially in the FFT region, we would
expect the first nontrivial contribution to Eint to decay expo-
nentially as well.

B. Solution to leading order

This section is divided into three parts. First, given the
above assumptions, we find an exact solution to Eq. (10).
Second, we utilize this solution to calculate the total energy
of the system, E (A, α) and to determine the elastic shape, i.e.,
the amplitude, A, and the length of transition layer, �D. Third,
we discuss the main differences between this FFT solution and
the solution of the flat configuration.

1. Solution to Eqs. (10)

In this section, we derive the solution of Eqs. (10) under
the set of simplifying assumptions made in Sec. III A. These
equations recover the problem of plane stress in linear elastic-
ity where the right-hand side of the equations, which depends
solely on the height function, takes the role of external body
forces. For this reason, we adopt the complex formulation
of planar elasticity [41–43] and extend it to include correc-
tions due to the “external forces.” As discussed in the latter
references, this technique is adequate to deal with nontrivial

geometrical boundaries that include both the circular interface
of the inclusion, r = R, and the vertical line of symmetry,
x = −� [44].

Following the derivations in Appendix B, it can be shown
that the solution of Eqs. (10) reads,

Ẽt

1 + ν

(
u j

r + iu j
θ

)
eiθ = 3 − ν

1 + ν
φ j (z) − (z + �)φ′

j (z) − ψ j (z)

+ eiθ

1 + ν

(
r∂rrU

j
p − ν∂rU

j
p

)
, (14a)

σ
j

θθ + σ j
rr = 2[φ′

j (z) + φ′
j (z)] + ∂rrU

j
p + 1

r
∂rU

j
p ,

(14b)

σ
j

θθ − σ j
rr + 2iσ j

rθ = 2[(z̄ + �)φ′′
j (z) + ψ ′

j (z)]e2iθ

+ ∂rrU
j

p − 1

r
∂rU

j
p , (14c)

where z = x + iy = reiθ is a complex variable (i = √−1), the
overbar denotes the complex conjugate, and prime ( )′ indi-
cates a derivative with respect to z. In addition, the functions
U j

p (r) are the particular solutions to the Airy’s stress func-
tions, and φ j (z) and ψ j (z) are arbitrary complex potentials.
Note that Eqs. (14) hold only for the case of an axisymmetric
height function; their general form is given in Appendix B.

It is left to determine φ j (z), ψ j (z), and U j
p (r) that satisfy

the appropriate set of boundary conditions, i.e., Eqs. (7a) and
(7c) in the r and θ directions and Eqs. (11) on the axis of
symmetry. Since the derivation of these unknown functions
is cumbersome the details are presented in Appendix C. The
solutions read,

φI (z) =
[
−σo

2
+ Ẽh α3A2

8(α2 − 1)R2

]
z, (15a)

ψI (z) = σo�

2

[
1 − R2/�2

1 + z/(2�)

]

− Ẽh �α3A2

8(α2 − 1)R2

{
1 − (α2 − 1)R2

α2�2[1 + z/(2�)]

}
, (15b)

φM (z) = 0, (15c)

ψM (z) = −2

(
σoR2 − Ẽh

4
αA2

)
z + �

z(z + 2�)
, (15d)

and

U I
p (r) = − ẼhA2

16(α − 1)

( r

R

)2α

,

U M
p (r) = ẼhA2

16(α + 1)

( r

R

)−2α

. (16)

where σo = Ẽh(� − 1)/2. Indeed, Eqs. (15) depend on the
parameter � although our ansatz, ζ j (r, θ ) 
 ζ j (r), is indepen-
dent of this parameter. When A = 0, this solution converges to
the exact solution of a flat plate with two circular inclusions
[17].

2. Energy, amplitude, and transition layer

Using Eqs. (15) and (16), we can calculate the elastic
energy as a function of the variational parameters, E (A, α).
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This calculation is somewhat simplified given our set of as-
sumptions. Indeed, following the derivations in Appendix D,
it can be shown that Eqs. (3) and (4) are equivalent to the
calculation of the following integral:

leading order: E = (1 − �)R2
∫ 2π

0
σ I

rr (R, θ )dθ

+ 1

2

∑
j=I,M

∫∫
σ j

rr (∂rζ j )
2rdθdr

+
∑

j=I,M

E j
b , (17)

where the first two terms are obtained from the stretching
energy, and the third term is the bending contribution, see
Eq. (4b). We add three comments regarding Eq. (17). First,
when ζ j (r) = 0 the last two terms vanish identically, and the
energy of the flat state is obtained by a line integral over
the boundary of the right inclusion. Second, the integrals in
Eq. (17) refer either to the area of the right inclusion or
the area of the matrix to the right of the axis of symmetry,
x = −�. In addition, we keep in mind that terms of order
(R/2�)α are neglected in our leading-order approximation.
Third, since the height functions, ζ j (r), are already given by
the ansatz, Eqs. (13), we can perform the explicit integration
once we determine the radial stresses, σ

j
rr , in both regions.

These stresses are obtained from Eqs. (14)–(16).
Integrating Eq. (17) gives the following result:

E = 2E f

[
1 − α(2α + 1)A2

2(α + 1)(� − 1)R2

+ α4(4α + 1)A4

4(α + 1)(4α2 − 1)(� − 1)2R4

]

+ 2πBA2α5

R2(α2 − 1)
, (18)

where we defined the energy of the flat configuration (A = 0)
by 2E f = π ẼhR2(� − 1)2. This flat-state energy is equal to
twice the energy of a single inclusion in an infinite plate.
Therefore, it recovers the well-known result that the interac-
tion energy between two flat and circular inclusions vanish
identically [2,45].

Evidently, Eint = 0 also in the leading order of our buckled
solution. This is because Eq. (18) is independent on the pa-
rameter �. This result imply that the inclusions do not “attract”
or “repel” each other in both the flat and the FFT solutions.
Nonetheless, while the solution to the flat state is exact and
holds for any mutual separation R/2�, the FFT solution holds
only to leading order under the set of assumptions made in
Sec. III A. In particular, since the subleading correction of this
expansion is proportional to the bending deformation of the

left inclusion, ζM ∝ e− r2−R
�D , we would expect the same expo-

nential decay in Eint. Indeed, as we further discuss in Sec. IV,
numerical investigation of the problem reveals nonzero in-
teraction when the transition layers of the two inclusions
coalesce, � − R ∼ �D.

To complete the calculation we need to determine the
variational parameters A and α as a function of the system’s
parameters. Following the analysis in Ref. [32] we expand

Eq. (18) in powers of 1/α assuming that A ∝ α−1/2. This gives

EFFT = 2E f

[
1 − αA2

2(� − 1)R2

]2

+ π

2
ẼhR2(�−1)

[
1− 3αA2

8(�− 1)R2

]
A2

R2
+ 2πBα3 A2

R2
,

(19)

where the first and second terms on the right-hand side are re-
spectively the leading and subleading orders of the stretching
energy, and the third term is the bending energy. Minimiz-
ing the leading order of this energy with respect to A gives
A/R = √

2(� − 1)/α. Substituting the latter amplitude back
in the energy and minimizing it with respect to α gives the
required solution,

α = (3/8)1/3(1 − ν2)1/3(� − 1)1/3(R/h)2/3. (20)

Equation (20) coincides with our solution in Ref. [32] for the
case of a single inclusion [see Eq. (19) in that paper]. Using
Eq. (20) we find that the length of the transition layer, �D =
R/α, the amplitude, and the energy, Eq. (19), are given by

�D = (8/3)1/3(1 − ν2)−1/3(� − 1)−1/3(h/R)2/3R,

(21a)

A/R =
[

2(� − 1)
�D

R

]1/2

, (21b)

EFFT/2E f = 3�D

8R
, (21c)

These results complete our approximated analytical so-
lution. In summary, for a given �, R, �, and the physical
parameters ν and Ẽ , the height function is given by Eqs. (12)
and (13), where A and α are determined from Eqs. (20) and
(21b). In addition, the in-plane displacements are obtained
from Eqs. (14)–(16). We note that the limits of this solution
with respect to the small slope approximation are discussed in
Ref. [32].

3. Stress distribution and relative separation—Comparison
between the flat and FFT solutions

In this section we further characterize the interaction be-
tween the inclusions and calculate (i) the stresses on the
edge of the right inclusion, σ

j
αβ (R, θ ), and (ii) the rela-

tive distance between the inclusions’ centers, i.e., �c ≡
2[f (0, 0) − f (−�, 0)] · x̂. Aiming for comparison, these FFT
quantities will be compared with their counterparts in the flat
configuration.

To calculate the stresses and the relative separation in the
FFT solution, we substitute Eqs. (15) and (16) in Eqs. (14) and
expand the resulting expressions to leading order in powers of
1/α. Using our FFT solution, Eqs. (20) and (21b), we obtain

FFT (leading order):

σ j
rr (R, θ )/σo = − �D

2R
, (22a)

σ
j

rθ (R, θ )/σo = 0, (22b)

σ
j

θθ (R, θ )/σo = ±1, (22c)

�c/2� = 1, (22d)
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FIG. 2. Height profiles and total energy as a function of �/h (R/h = 100). In panels (a) and (b) we plot the cross sections of the height
profile for several values of �/h. In both panels, the dashed black line corresponds to our ansatz, Eqs. (12) and (13), where the variational
parameters are determined from Eqs. (20) and (21b), and orange circles correspond to the numerical solution. The cross sections are considered
at y = 0, where the origin is placed at the center point between the inclusions. While panel (a) corresponds to the up-up solution, panel
(b) corresponds to the up-down solution. The ansatz based solution agrees nicely (up to 10% difference) with the numerical data for large
values of �/h but breaks down at smaller separations. In addition, note that while the up-up solution maintains the profile’s symmetry even at
small separations, the up-down profile becomes asymmetric. (c) The energy, Eqs. (3) and (4), as a function of �/h. The energy of the up-up and
up-down solutions are given by the dotted solid red and dotted solid blue lines, respectively. Dots on the corresponding curves represent the
numerical data, and the solid lines are their interpolations. The up-down solution is always energetically preferable over the up-up scenario.
In addition, both profiles are nonmonotonic functions of �/h. Short-range attraction is observed between R < � < �max, where �max/h 
 114.
Short-range repulsion is observed for �max < � < �i

min, where �
up-down
min /h 
 146 and �

up-up
min /h 
 190. The minimum of the up-up is shallower

compared to the up-down solution and is hardly seen in the figure. When � > �i
min, both energies present long-range attraction. Asymptotically,

the numerical energy converges to E∞/(Ẽh3) 
 0.329, which is comparable with our analytical prediction in Eq. (21c), EFFT/(Ẽh3) 
 0.351.

where σo = Ẽh(� − 1)/2. While the radial and the shear
stresses are continuous across the boundary of the inclusion,
as dictated by the boundary conditions Eqs. (7c), the az-
imuthal stresses are discontinuous, i.e., they are negative in
the inclusion and positive in the matrix.

To compute the counterparts of Eqs. (22) in the flat con-
figuration we set A = 0 in the potentials, Eqs. (15), and take
U j

p (r) = 0. This gives on substitution into Eqs. (14),

Flat (exact):

σ j
rr (R, θ )/σo = −1 − R2

r̄2
2

(
1 − 8�2

r̄2
2

sin2 θ

)
, (23a)

σ
j

rθ (R, θ )/σo = 4R�

r̄2
2

(
1 − 4�2 + 2R� cos θ

r̄2
2

)
sin θ, (23b)

σ
j

θθ (R, θ )/σo = ±1 + R2

r̄2
2

(
1 − 8�2

r̄2
2

sin2 θ

)
, (23c)

�c/2� = 1 + (1 + ν)(� − 1)R2

4�2
, (23d)

where r̄2 =
√

(2�)2 + R2 + 4R� cos θ is the radial coordinate
from the center of the left inclusion to the edge of the right
inclusion.

Comparing Eqs. (22) and (23) reveals an essential differ-
ence between the flat and FFT solutions. While the former
equations are independent on �, the latter equations do depend
on it. Although the inclusions do not interact energetically in
both solutions, in the flat state the inclusions do “sense” each
other due to the distortions in the stress field. This complete
screening in the FFT solution is a signature of the exponential
decay of the interaction energy, as we further show numeri-
cally in the next section.

IV. NUMERICAL INVESTIGATION IN CLOSE
AND FAR SEPARATION REGIONS

This section is devoted to numerical investigation of the
problem. Our numerical scheme, for the solution of the FvK
equations, follows the analysis in Refs. [34,46] but includes
some modifications that account for the boundary conditions
on the plate’s edges; the details of the algorithm are given in
Appendix E. Our simulation box consists of a square, two-
dimensional, grid of size L×L, where L/h = 2500 and h = 1.
The physical constants of the plate are Ẽ = 1 and ν = 0. In
addition, the inclusions’ radii and the relative separations are
varied in the range R/h ∈ [60, 100] and � ∈ [R, R + 7�D], and
the swelling factor is set at a constant value, � − 1 = 0.01.
The numerical scheme converges either to the up-up solution,
Fig. 1(b), or the up-down solution, Fig. 1(c), depending on the
parity prescribed by the initial guess.

In Figs. 2(a) and 2(b) we compare the numerical
height functions with the analytical solution when R/h =
100 and � = {100, 110, 150, 300}, such that (� − R)/�D 

{0, 0.3, 1.6, 6.6} (�D/h 
 29.8). The analytical solution is
given by Eqs. (12) and (13), where α and A are obtained from
Eqs. (20) and (21b). In both the up-up and up-down cases,
the variational ansatz agrees nicely with the numerical solu-
tion for large separations, �/h = {150, 300}, but breaks down
when �/h = {100, 110}. The total energies of these shapes,
Eqs. (3) and (4), are presented in Fig. 2(c). Evidently, the
up-down solution has slightly lower energy compared with the
up-up case. While the energies of the two solutions converge
to E∞/(Ẽh3) 
 0.329 when �/h � 160, they deviate as their
mutual distance decreases. The latter asymptotic energy is
comparable with the analytical approximation, which gives
EFFT/(Ẽh3) 
 0.351 [see Eq. (21c)].

As reported in Ref. [34], the close separation region
presents nonmonotonic behavior. When R < � < �max we find
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FIG. 3. Numerical investigation of the interaction energy. In panels (a) and (b) we plot Eint/E∞ as a function of �/h for several R/h =
{60, 80, 100} (solid blue, dashed red, dashed-dotted orange). Dots on the corresponding curves represent the numerical data. While panel
(a) corresponds to the up-up solution, panel (b) corresponds to the up-down solution. In both cases the tail of the data collapse on a single
master curve once we redefine the x axis, �/h → (� − R)/�D. The collapse of the data for the up-up and up-down cases, respectively, are
presented in panels (c) and (d). The master curve is approximated by the Morse potential (dashed black), V (x) = a1(1 − e−a2 (x−a3 ) )2 − a1,
where x = (� − R)/�D, and ai (i = 1 · · · 3) are the fitting constants. For the up-up we find {a1, a2, a3} = {9.6×10−4, 0.85, 3.09} and for the
up-down {a1, a2, a3} = {1.7×10−3, 1.38, 1.69}.

short-ranged attraction, between �max � � � �i
min (i = up-up,

up-down) short-range repulsion, and when � � �i
min long-

range attraction. While �max approximately obtains the same
value for both the up-up and up-down solutions, �i

min depends
on the given scenario. Obviously, the analytical analysis in
Sec. III is applicable only at the tails of these profiles.

Considering our analytical investigation, we anticipate
large deviations from E∞ when the transition layers of the in-
clusions coalesce, i.e., the distance between the closest edges
of the inclusions and the center line, x = −�, is approximately
of order �D. To check this conjecture we plot in Figs. 3(a)
and 3(b) the interaction energies, Eq. (8), of the up-up and
up-down solutions for several values of R/h = {60, 80, 100}.
Then, in Figs. 3(c) and 3(d) we redefine the x axis such
that it measures the relative separation in units of �D, i.e.,
�/h → (� − R)/�D. Indeed, we find that with this redefinition
the tails of all the data sets collapse on the same master
curve, which fit well with the Morse potentials. While the
minimum of these potentials are located at (�up-up

min − R)/�D 

3.09 and (�up-down

min − R)/�D 
 1.69, the maximum is obtained
at (�max − R)/�D 
 0.4 and is approximately independent on
the given solution. Nonetheless, the close separation region,
(�max − R)/�D � 0.4, does not present the same universal be-
havior as the potentials’ tails.

Symmetry breaking in the up-down solution

An interesting result that appears in our numerical in-
vestigation is shown in Fig. 2(b): The height function
of the up-down solution becomes asymmetric at very
small separations. To quantify this effect, we first de-

fine the respective maximum and minimum amplitudes on
the plate as Amax = max{|ζIL (−�, 0)|, |ζIR (�, 0)|} and Amin =
min{|ζIL (−�, 0)|, |ζIR (�, 0)|}. Then, we plot the evolution of
Amax − Amin as a function of the normalized mutual sepa-
ration, (� − R)/�D for several values of R/h, as shown in
Fig. 4. Similarly to our previous observations, we find that all

FIG. 4. Symmetry breaking in the up-down solution. The differ-
ence between the maximum and minimum amplitudes on the plate,
Amax − Amin, is plotted as a function of (� − R)/�D for several values
of R/h. Approximately, all data sets present the same behavior.
Above (� − R)/�D 
 0.54 the profile is symmetric and the amplitude
difference is zero. Below this critical value, the difference between
the amplitudes growth as (Amax − Amin )/h ∝ [0.54 − (� − R)/�D]0.5

(dashed line).
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the data collapse on the same curve. While at (� − R)/�D �
0.54 the profile is completely symmetric and Amax = Amin,
at (� − R)/�D � 0.54 the profile becomes asymmetric and
the difference between the maximum and minimum am-
plitudes approximately follows the line (Amax − Amin)/h ∝
[0.54 − (� − R)/�D]0.5.

To verify that this effect is not an artifact of our numerical
method, we first verify that the breaking of symmetry occurs
randomly either in the left or the right inclusions. We provided
the initial setup with a small and random perturbation, i.e.,
the initial height function consisted of our ansatz Eqs. (12)
and (13), and a random perturbation over the areas of the
inclusions. Indeed, when we ran the simulations several times
given the same system’s parameters (� = 1.01, R/h = 60,
and �/h = 70), the maximum amplitude, Amax, was randomly
obtained either in the left or right inclusions.

Second, we verified that this symmetry breaking is not a
simulation size effect. One way to estimate the accuracy of
these simulations is, for example, to compare the numerical
solution with the theoretical prediction in the far separation
region. We keep in mind that this is only a rough estima-
tion because the analytical profile is by itself not the exact
solution. Following our numerical example, i.e., ν = 0 and
� = 1.01, we find that when R/h = 100 and the separation
is �/h = 300, the maximum numerical amplitude deviates
from the analytical solution, Eq. (21b), by approximately
7%. A similar deviation is obtained when R/h = 60 (∼5%).
Therefore, we conclude that spatial patterns with a char-
acteristic size that is smaller than ∼0.1Amax are below the
accuracy of our simulations. Following the typical examples
in Fig. 2(b) where �/h = 100, we find that while the maxi-
mum height of the inclusion is Amax/h 
 15, the difference
between the maximum and minimum amplitudes is Amax −
Amin 
 5. Therefore, Amax − Amin 
 0.3Amax is much larger
than our approximated accuracy criterion, and the symmetry
breaking is not a simulation size effect.

Third, we verified that the numerical discretization of the
plate is sufficiently dense to support the strong nonlinearity of
the resulting pattern. Since the distance between consecutive
grid points in our simulations is equivalent to the plate’s thick-
ness, h = 1, we must require, at least, that that the maximum
spatial derivative between two consecutive points is less than
one. This requirement is safely satisfied in all of our simula-
tions. Furthermore, we identified the regions on the plate with
the largest gradients in the far separation region, where we
obtained good fit with the analytical solution and compared
them with their counterparts in the close separation region.
We found that in both cases, the density of the numerical
grid is almost identical and therefore can support the largest
deformation of the elastic structure.

Fourth, we investigated the symmetry breaking qualita-
tively using our gLSM. These simulations are based on the
finite-element method and account for the complete elasto-
dynamic behavior of polymer gels. Applied to this study,
the simulation essentially mimics an experimental procedure
in which gel is immersed in a thermal liquid bath. (See
Refs. [36,37] for further details on this model.) Recently, we
showed that these simulations adequately describe the defor-
mation of thin elastic plates, even in the presence of localized
deformations [32,47].

We simulate a single layer of gel having the dimensions
79×79×1, i.e., the length and the width are equal and the
thickness is of unit length. In addition, we prescribe two
similar squared inclusions, 7×7×1, that are separated a dis-
tance of 2�/h apart. Following Ref. [37], in this model, the
network within the inclusions encompasses loops that fold
and unfold as a function of the external temperature. The
folding and unfolding of these loops effectively mimics the
eigenstrain within the inclusion. The relation among the num-
ber of loops, the temperature, and the amount of swelling is
given in Ref. [37]. We consider two mutual separations. One
where the inclusions are very close, 2�/h = 1, and a second
where they are far apart, 2�/h = 33 [see Fig. 5(a)]. For each
respective separation, the system is simulated twice, once for
the up-up scenario and second for the up-down case. The
results of these simulations are presented in Figs. 5(b)–5(e).
Indeed, the same symmetry breaking that we encountered in
the FvK model appears in the gLSM. While both the up-up
and up-down solutions preserve the even and odd symmetry
at the large separation, Figs. 5(c) and 5(e), only the up-up
scenario remains symmetric at the shorter distance [compare
Figs. 5(b) and 5(d)]. Since these simulations account for non-
linear corrections in the elasticity of the gel, they essentially
demonstrate that a weak nonlinearity does not overwhelm the
symmetry breaking effect.

V. CONCLUSIONS

In this paper we investigated the elastic interaction between
two circular inclusions in an infinite plate. We tackled the
problem both analytically, Sec. III, and numerically, Sec. IV.
Analytically, we utilized the assumptions in Sec. III A to in-
vestigate the limit, � − R � �D. In this limit we showed that
the energy of interaction vanishes identically to leading order,
i.e., when we neglected terms of order ζM (r2) ∝ e−(r2−R)/�D .
Therefore, we concluded without explicit calculation that
the first nonzero correction to the interaction energy must
decay exponentially. Nonetheless, the leading-order solution
provided us with a Debye-like length scale, �D, that charac-
terizes both the decay in the elastic pattern of each inclusion
and the region in which strong interaction dominates the
system.

While the analytical investigation is concerned with the far
separation limit, the numerical solution scanned a much wider
region of the parameter space. We found good fit between the
analytical predictions and the numerics when (� − R) � �D.
Indeed, the height profiles at large separations, Figs. 2(a)
and 2(b), and the collapse of the interaction energies’ tails,
Figs. 3, rely on our analytical predictions, either by the vari-
ational ansatz solution, Eqs. (13), (20), and (21b), or by the
characteristic length scale, �D, Eq. (21a). Nonetheless, when
� − R ∼ �D the analytical analysis broke down. In particular,
the following three observations were predicted only numer-
ically. First, the up-down solution is energetically preferable
over the up-up solution. Second, the interaction energy has
nonmonotonic shape, i.e., it accommodates short-range at-
traction at short separations and fits a Morse-like potential at
larger separation, and, third, the up-down solution becomes
asymmetric at short distances, Fig. 4.
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FIG. 5. Results of the gLSM simulations. (a) Top view of the initial setup. We consider a single layer of squared gel, L×L×1, that is
endowed with two squared inclusions (shaded areas). The distance between the closest edges of the inclusions is 2�/h. We investigated two
mutual separations, 2�/h = 33 (shown in the figure) and 2�/h = 1 (not shown). The results of these simulations are presented in panels (b)–(e).
While panels (b) and (c) correspond to the up-down solution at large and small separations respectively, panels (d) and (e) correspond to the
up-up scenario. Considering panels (c) and (e) we find that both solutions remain symmetric (either odd or even) around the center axis.
Nonetheless, in the close separation the up-down solution (b) becomes asymmetric and the up-up solution (d) remains symmetric.

Although our system was not previously investigated
within the FFT region of the parameter space, some exper-
imental and numerical data on closely related systems are
given in Refs. [11,48]. For example, the experimental study
in Ref. [11] embedded two circular inclusions with dilative
eigenstrains inside a narrow strip of gel, i.e., the external
dimensions of the strip were of the order of the inclusion’s
radii. The authors reported that on actuation, the inclusions
buckled spontaneously in the same direction, i.e., the ener-
getically preferred pattern is the up-up solution. Contrary, the
up-down scenario in this experiment was observed only with
some initial interference. Indeed, this experimental result is
in contradiction with our numerical solution that points to the
up-down solution as the energetically preferable pattern. One
possible resolution to this contradiction may be the fact that
different regions in phase space have different global mini-
mizers, i.e., the magnitude of the eigenstrains, the thickness
of the material, and the overall dimensions of the plate affect
the experimentally observed pattern. Indeed, the numerical
study in Ref. [48] considered the interaction between two unit
cells of a corrugated surface as a function of a normalized
thickness [Fig. 5(k) in that paper]. Although the latter surface
did not involve a discontinuous swelling profile, it nonetheless
presented the same set of up-up and up-down solutions. The
authors showed that the up-down solution becomes energeti-
cally preferable over the up-up case if the thickness is made
small enough.

We emphasize that our work can provide guidelines in the
design of patterned surfaces as, for example, is considered in
Ref. [10]. In this paper, thin layers of hydrogels were patterned
with periodic structures of circular inclusions. On actuation,
each inclusion buckled upwards or downwards to relieve the

stored elastic energy. The morphology of the buckled surface
depended strongly on three major parameters: the relative
distance between the inclusions, the relative spatial orientation
of the inclusions, and the magnitude of the eigenstrains. We
hypothesize that if this system is designed to operate within
the FFT region of the parameter space, i.e., where localized
buckling is favorable energetically, then knowing the char-
acteristic length scale, �D, over which the interaction energy
decays to zero will be useful for optimizing the behavior of
the system. On one hand, if the relative separation between
the edges of the inclusions is made large compared to �D,
i.e., (� − R)/�D � 1, then the inclusions will not interact at
all, and buckling will occur randomly without any preferred
direction. On the other hand, if (� − R)/�D � 1, then we
would expect the resulting morphology to exhibit a patterned
surface with more ordered geometry. This ordered structure
essentially will signify the mutual elastic cooperation between
the inclusions. Nonetheless, we note that gels are more com-
plicated systems than thin elastic plates, and therefore some
corrections must be taken under consideration in the analytic
calculations of �D (see discussion in Appendix A of Ref. [32]).

In summary, although the present study provided us
some answers regarding the long-range interaction between
buckled structures in thin elastic sheets, many questions yet
remained open. Besides the analytical challenge to model
the short-ranged interaction between two inclusions, it will
be interesting to investigate the interaction energy between
three or more of such isolated structures. Furthermore, it
would be of great interest to study the post buckling behavior
of circular inclusions with negative eigenstrains [10,38] or
elongated inclusions that mimic fiber reinforces in organic
materials [14].
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APPENDIX A: ESSENTIAL FORMULAS
IN CARTESIAN COORDINATES

In this Appendix we provide the essential formulas in the
Cartesian representation. Following the formulation of the
problem in Sec. II the reference metric is given by

ḡαβ = h(r)2(dx2 + dy2), h(r) =
{
� r ∈ inclusions
1 r ∈ matrix ,

(A1)

where (x, y) are our set of Cartesian coordinates, see Fig. 1(a).
The final 3D configuration is given by

f (x, y) = [√
gxxx + u j

x (x, y)
]
x̂

+ [√
gyyy + u j

y (x, y)
]
ŷ + ζ j (x, y)ẑ, (A2)

where
√

gxx = √
gyy = � and u j

x (x, y), u j
y (x, y), and ζ j (x, y)

are the displacements in the x, y, and z directions, respectively.
In addition, by the standard notation the unit vectors x̂, ŷ,
and ẑ form an orthonormal coordinate system. The polar and
the Cartesian displacements are related by ur = ux cos θ +
uy sin θ and uθ = −ux sin θ + uy cos θ .

While the total elastic energy, Eq. (3), remains unchanged
compared to the polar representation, the stretching and bend-
ing energies, Eqs. (4), are transformed into

E j
s = 1

2

∫∫
σ

j
αβε

j
αβdxdy, (A3a)

E j
b = 1

2

∫∫
M j

αβφ
j
αβdxdy, (A3b)

where the indices α, β account for the two in-plane coordi-
nates, x and y, and repeated indices imply summation. The
stresses and the bending moments, σ

j
αβ and M j

αβ , are related
to the “bending strains” by the same linear relations intro-
duced in Sec. II. The transformation between the polar and
Cartesian stresses are well known and given, for example, in

Ref. [49, p. 24]. Nonetheless, the strain-displacement relations
are modified into [24]

ε
j
αβ = 1

2

(
∂αu j

β + ∂βu j
α + ∂αζ j∂βζ j

)
, (A4a)

φ
j
αβ = ∂αβζ j . (A4b)

The equilibrium equations are obtained once we substi-
tute these strain-displacement relations back in the energy,
Eqs. (A3) and (3), and minimize it with respect to the dis-
placements, u j

x , u j
y , and ζ j . This gives

∂ασ
j

αβ = 0, (A5a)

B�2ζ j − σ
j

αβφ
j
αβ = 0, (A5b)

where � = ∂xx + ∂yy is the Laplacian operator in Cartesian
coordinates. Last, Eqs. (A5a) are automatically satisfied when

σ j
xx = ∂yyU

j, σ j
yy = ∂xxU

j, σ j
xy = −∂xyU

j, (A6)

where U j (x, y) are the Airy’s stress functions. Similarly to
Eq. (10) the compatibility equations for the stress functions
U j (x, y) are

�2U j = −Ẽh
[
φ j

xxφ
j
yy − (

φ j
xy

)2]
. (A7)

APPENDIX B: DERIVATION OF EQS. (14)

In this section we derive Eq. (14). The derivation follows
the analysis in Ref. [41, Ch. 5] and is extended to include
corrections due to bending deformations. We emphasize that
in this derivation the height functions, ζ j (r, θ ), are assumed to
be known.

The solutions to Eq. (10) are given by U j = U j
h + U j

p ,
where U j

h and U j
p are the homogeneous and particular solu-

tions, respectively. While the homogeneous solution satisfies
the biharmonic equation, �2U j

h = 0, the particular solution
satisfies Eq. (10). Therefore, the function U j satisfies both the
equilibrium equations, Eq. (10), and the boundary conditions,
Eqs. (7a) and (7c) in the radial and azimuthal directions, and
Eqs. (11).

Let us start with the derivation of Eq. (14a), i.e., we aim
to find u j

r (r, θ ) and u j
θ (r, θ ) as a function of U j (r, θ ) and

ζ j (r, θ ). To do this, we first invert the stress-strain relations
into εrr = (σrr − νσθθ )/Ẽh and εθθ = (σθθ − νσrr )/Ẽh and
substitute these inversions in Eqs. (5a) and (5c). Using the re-
lations between the stresses and U j (r, θ ), Eqs. (9), we obtain,

∂ru j
r = −1 + ν

Ẽh
∂rrU

j + 1

Ẽh
�U j − 1

2
(∂rζ j )

2, (B1a)

1

r
∂θu j

θ = −1 + ν

Ẽh

(
1

r
∂rU

j + 1

r2
∂θθU j

)
+ 1

Ẽh
�U j − u j

r

r
− 1

2r2
(∂θζ j )

2. (B1b)

Second, we substitute �U j = �U j
h + �U j

p into Eqs. (B1) and replace the homogeneous part of this term by

�U j
h = 4(cos θ∂r p j + sin θ∂rq j ) = 4

r
(cos θ∂θq j − sin θ∂θ p j ), (B2)

where p j (r, θ ) and q j (r, θ ) are conjugate harmonic functions, i.e., they satisfy the Cauchy-Riemann equations. Third, we
substitute the first part of Eq. (B2) in Eq. (B1a) and integrate with respect to r,

u j
r = −1 + ν

Ẽh
∂rU

j + 4

Ẽh
(cos θ p j + sin θq j ) +

∫ [
1

Ẽh
�U j

p − 1

2
(∂rζ j )

2

]
dr. (B3)
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Similarly, we substitute Eq. (B3) along with the second part of Eq. (B2) in Eq. (B1b) and integrate with respect to θ ,

u j
θ = −1 + ν

Ẽh

1

r
∂θU j + 4

Ẽh
(cos θq j − sin θ p j ) + 1

Ẽh

∫ (
r�U j

p

)
dθ

−
∫∫ [

1

Ẽt
�U j

p − 1

2
(∂rζ j )

2

]
drdθ − 1

2r

∫
(∂θζ j )

2dθ. (B4)

Multiplying Eq. (B4) by i and adding to Eq. (B3) gives

Ẽh

1 + ν

(
u j

r + iu j
θ

) = −
(

∂rU
j

h + i
1

r
∂θU j

h

)
+ 4

1 + ν
(p j + iq j )e

−iθ + u j
ζ (r, θ )e−iθ , (B5a)

u j
ζ (r, θ ) ≡ −eiθ

(
∂rU

j
p + i

1

r
∂θU j

p

)
+ eiθ

1 + ν

(∫
�U j

p (dr + irdθ ) − i
∫∫

�U j
p drdθ

)

− Ẽheiθ

2(1 + ν)

[∫
(∂rζ j )

2dr + i

r

∫
(∂θζ j )

2dθ − i
∫∫

(∂rζ j )
2drdθ

]
. (B5b)

Fourth, the most general homogeneous solution of Eq. (10) is given by 2U j
h = (z̄ + �)φ j (z) + (z + �)φ j (z) + χ j (z) + χ j (z),

where φ j (z) = p j + iq j and χ j (z) are arbitrary functions of the complex variable, z. Differentiation of the latter solution with
respect to r and θ gives

∂rU
j

h + i
1

r
∂θU j

h = [φ j (z) + (z + �)φ′
j (z) + ψ j (z)]e−iθ , (B6)

where ψ (z) ≡ χ ′(z). Substituting Eq. (B6) into Eq. (B5), and multiplying the resulting expression by eiθ , we obtain,

Ẽh

1 + ν

(
u j

r + iu j
θ

)
eiθ = 3 − ν

1 + ν
φ j (z) − (z + �)φ′

j (z) − ψ j (z) + u j
ζ . (B7)

This equation recovers Eq. (14a) in the main text given that u j
ζ = eiθ

1+ν
(r∂rrU

j
p − ν∂rU

j
p ). Indeed, it is straightforward to verify

that Eq. (B5b) reduces to the latter expression in the case of an axisymmetric height function [50].
In a similar way we derive Eqs. (14b) and (14c). The starting point of this derivation requires us to calculate the total force in

the radial and azimuthal directions, Fr and Fθ , over arbitrary curve on the plate,

ieiθ (Fr + iFθ ) = eiθ

(
∂rU

j + i
1

r
∂θU j

)
= φ j (z) + (z + �)φ′

j (z) + ψ j (z) + σ
j

ζ , (B8a)

σ
j

ζ ≡ eiθ

(
∂rU

j
p + i

1

r
∂θU j

p

)
, (B8b)

where in the second equality of Eq. (B8a) we used U j = U j
h + U j

p and Eq. (B6). The derivation of Eqs. (14b) and (14c) follows
on differentiation of Eqs. (B8), see Ref. [41, p. 113].

APPENDIX C: SOLUTION TO THE COMPLEX POTENTIALS

In this section we derive the solution to the complex potentials, φ j (z) and ψ j (z), introduced in Eqs. (14). The derivation
follows Ref. [17] but includes additional corrections due to the assumed height function. Since these potentials are analytic
functions, i.e., they are functions of the coordinate z but not of z̄, they can be expanded in Taylor and Laurent series,

φI (z) =
∞∑

k=0

ckzk, ψI (z) =
∞∑

k=0

dkzk, (C1a)

φM (z) =
∞∑

k=1

[akz−k + Ak (z + 2�)−k], ψM (z) =
∞∑

k=1

[bkz−k + Bk (z + 2�)−k], (C1b)

where {ck, dk, ak, bk, Ak, Bk} are arbitrary complex constants to be determined by the boundary conditions. Nonetheless, under
our set of simplifying assumptions these unknown are all real.

Following the analysis in Ref. [17] it can be shown that the boundary conditions on the axis of symmetry, Eqs. (11), are
automatically satisfied given that

Ak = (−1)k+1ak, (C2a)

Bk = (−1)k+1bk . (C2b)
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These constants remain unchanged compared to the analysis of the flat state in Ref. [17], because the height function that we
assumed is symmetric around x = −�. In order to satisfy the boundary conditions on the interface of the right inclusion, Eqs. (7a)
and (7c) in the radial and azimuthal directions, we set z = Rσ , where σ = eiθ , and use Eqs. (14a) [or, equivalently, Eq. (B7)]
and (B8a) to obtain the following conditions on the boundary:

2σoz

1 + ν
+ 3 − ν

1 + ν
φI (z) − (z + �)φ′

I (z) − ψI (z) + uI
ζ = 3 − ν

1 + ν
φM (z) − (z + �)φ′

M (z) − ψM (z) + uM
ζ , (C3a)

φI (z) + (z + �)φ′
I (z) + ψI (z) + σ I

ζ = φM (z) + (z + �)φ′
M (z) + ψM (z) + σ M

ζ , (C3b)

where σo = Ẽh(� − 1)/2. While the first equation, Eq. (C3a), guarantee the continuity of the surface, Eq. (7a), the second
equation, Eq. (C3b), guarantees the continuity of the radial and the shear stresses, Eq. (7c). Note that the continuity of Eq. (B8a)
on the boundary of the inclusion is equivalent to the continuity of the radial and the shear stresses, see Ref. [17].

The remaining unknown constants, {ck, dk, ak, bk}, are determined from Eqs. (C3) once they are expanded in powers of σ . To
do this, we first substitute z = Rσ in the complex potentials and expand the second terms in �M and ψM in powers of σ . This
gives

φI (z) =
∞∑

k=0

ck (Rσ )k, ψI (z) =
∞∑

k=0

dk (Rσ )k, (C4a)

φM (z) =
∞∑

k=1

ak (Rσ )−k +
∞∑

k=1

∞∑
j=0

AkR−khk, jσ
j, ψM (z) =

∞∑
k=1

bk (Rσ )−k +
∞∑

k=1

∞∑
j=0

BkR−khk, jσ
j, (C4b)

where hk, j = (−1) j (k+ j−1)!
(k−1)! j! (R/2�)k+ j . Second, we expand the functions u j

ζ and σ
j

ζ in powers of σ ,

u j
ζ (r = R, θ ) =

∞∑
k=−∞

uk
jσ

k, σ
j

ζ (r = R, θ ) =
∞∑

k=−∞
σ k

j σ
k . (C5)

Third, we substitute Eqs. (C4) and (C5) back in the boundary conditions, Eqs. (C3), and equate coefficients of the same order in
σ k (k = 0,±1,±2, . . . ). This gives linear algebraic equations that need to be solved for the unknown constants.

The solution for ck and dk as a function of ak and bk is given by

c0 = −1 + ν

4

(
σ 0

I − σ 0
M + u0

I − u0
M

) −
∞∑
j=1

(−1) jR− jh j,0a j, (C6a)

c1 = −σo

2
+ 1 + ν

4R

(
u1

M − u1
I + σ 1

M − σ 1
I

) −
∞∑
j=1

(−1) jR− j−1h j,1a j, (C6b)

ck = −(k − 2)
ak−2

R2k−2
− �(k − 1)

ak−1

R2k
+ bk

R2k
+ σ k

M − σ k
I

Rk
−

∞∑
j=1

(−1) jR− j−kh j,ka j, (k = 2, 3, ...), (C6c)

d0 = −c0 − �c1 − 2R2c2 + σ 0
M − σ 0

I +
∞∑
j=1

(−1) jR− j

[
j

(
�

R
hj+1,0 + h j+1,1

)
a j − h j,0a j − h j,0b j

]
, (C6d)

d1 = a1

R2
− 2�c2 − 3R2c3 + σ−1

M − σ−1
I

R
+

∞∑
j=1

(−1) jR− j−1

[
j

(
�

R
hj+1,1 + h j+1,2

)
a j − h j,1b j

]
, (C6e)

dk = ak

R2k
− �(k + 1)ck+1 − (k + 2)R2ck+2 + σ−k

M − σ−k
I

Rk

+
∞∑
j=1

(−1) jR− j−k

[
j

(
�

R
hj+1,k + h j+1,k+1

)
a j − h j,kb j

]
, (k = 2, 3, . . . ). (C6f)

In addition, the coefficients ak and bk satisfy the following equations:

a1 = (1 + ν)R

4

(
σ−1

I − σ−1
M + u−1

I − u−1
M

)
, (C7a)

b1 = −σoR2 −
∞∑
j=1

(−1) jR1− j (h j,1 + jh j+1,0)a j + (1 + ν)R

2

(
u1

M − σ 1
I

) − R

2
(1 − ν)

(
σ 1

M − σ 1
I

)
, (C7b)
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bk = (k − 2)R2ak−2 + �(k − 1)ak−1 + (1 + ν)Rk

4

(
ūk

M − ūk
I

) − (3 − ν)Rk

4

(
σ k

M − σ k
I

)
, (k = 2, 3, ...), (C7c)

ak = 1 + ν

4
Rk

(
σ−k

I − σ−k
M + u−k

I − u−k
M

)
, (k = 2, 3, . . . ). (C7d)

Solution to leading order

In this section we derive the relevant coefficients for our leading-order solution. To do this, we first substitute Eq. (13) into
Eq. (10) and obtain the particular solutions of the Airy’s stress functions,

U I
p (r) = − A2Ẽh

16(α − 1)

( r

R

)2α

, U M
p (r) = A2Ẽh

16(α + 1)

( r

R

)−2α

. (C8)

Second, we substitute Eqs. (C8) in u j
ζ and σ

j
ζ , Eqs. (B5b) and (B8b), and calculate the resulting expression on the edge of the

inclusion, r = R. Using our expansion in powers of σ , Eq. (C5), it is clear that only the k = 1 coefficients do not vanish. These
coefficients read,

u1
I = ẼhA2α(1 + ν − 2α)

8R(1 + ν)(α − 1)
, u1

M = ẼhA2α(1 + ν + 2α)

8R(1 + ν)(α + 1)
, (C9a)

σ 1
I = ẼhA2α

8R(1 − α)
, σ 1

M = − ẼhA2α

8R(1 + α)
. (C9b)

Using these expressions in Eqs. (C6) and (C7), we obtain the following coefficients:

c1 = −σo

2
+ Ẽh α3A2

8(α2 − 1)R2
, and ck = 0 for all k = 1, (C10a)

d0 = −�c1 + b1

2�
, d1 = − b1

(2�)2
, and dk = −b1(−1)k+1(2�)−k−1, for all k � 2, (C10b)

ak = 0, (C10c)

b1 = −σoR2 + Ẽh

4
αA2, and bk = 0, for all k = 1. (C10d)

Substituting these coefficients in the complex potentials, Eqs. (C1), and using the sum of a geometric series to obtain a closed-
form solution for ψI (z) gives Eqs. (15) in the main text.

APPENDIX D: DERIVATION OF EQ. (17)

In this Appendix we derive Eq. (17). Since the bending energy, the second line in Eq. (17), remains unchanged compared to
Eqs. (3) and (4b), we focus only on the derivation of the stretching term, i.e., the first two terms in Eq. (17).

Using Eqs. (3) and (4a) the stretching energy is given by

Es = 2
(
EI

s + EM
s

)
, (D1a)

E j
s = 1

2

∫∫
σ

j
αβε

j
αβrdθdr, (D1b)

where the integrations in Eq. (D1b) are taken either over the area of the right inclusion or the area of the matrix to the right of
the axis of symmetry. Substituting the constitutive relations, Eqs. (5), in Eq. (D1b), and integrating by parts terms that include
the in-plane displacements, u j

r and u j
θ , gives

E j
s = 1

2

∫∫ [
1

r
∂r

(
r f j

r

) + 1

r
∂θ f j

θ

]
rdθdr + 1

4

∫∫ [
σ j

rr (∂rζ j )
2 + 1

r2
σ

j
θθ (∂θζ j )

2 + 2

r
σ

j
rθ ∂rζ j∂θζ j

]
rdθdr

− 1

2

∫∫ [
∂r

(
rσ j

rr

) − σ
j

θθ + ∂θσ
j

rθ

]
u j

r dθdr − 1

2

∫∫ [
∂θ

(
rσ j

rθ

) + σ
j

rθ + ∂θσ
j

θθ

]
u j

θdθdr, (D2)

where f j
r = σ

j
rru j

r + σ
j

rθu j
θ and f j

θ = σ
j

θθu j
θ + σ

j
rθu j

r . Evidently, the second line in Eq. (D2) vanishes identically if the equilibrium
equations, Eqs. (6a) and (6b), are satisfied. Substituting Eq. (D2) back in the stretching energy, Eq. (D1a), gives

Es =
∑
j=I,M

∫∫ [
1

r
∂r

(
r f j

r

) + 1

r
∂θ f j

θ

]
rdθdr

+ 1

2

∑
j=I,M

∫∫ [
σ j

rr (∂rζ j )
2 + 1

r2
σ

j
θθ (∂θζ j )

2 + 2

r
σ

j
rθ ∂rζ j∂θζ j

]
rdθdr. (D3)
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Comparing Eq. (D3) with the first two terms in Eq. (17) we find that they coincide if the height function is axisymmetric, i.e.,
derivatives of ζ j with respect to θ vanish identically, and if the following relation holds:

∑
j=I,M

∫∫ [
1

r
∂r

(
r f j

r

) + 1

r
∂θ f j

θ

]
rdθdr = (1 − �)R2

∫ 2π

0
σ I

rr (R)dθ. (D4)

Given our set of simplifying assumptions we indeed have that ζ j (r, θ ) 
 ζ j (r). Therefore, it is left to verify Eq. (D4). To do this,
we use the divergence theorem in both the inclusion and the matrix. Keeping in mind that the boundary of the inclusion is given
by r = R, and the boundaries of the matrix are r = R and x = −�, we obtain,∫∫ [

1

r
∂r

(
r f I

r

) + 1

r
∂θ f I

θ

]
rdθdr =

∫ 2π

0
f I
r (R)Rdθ, (D5a)

∫∫ [
1

r
∂r

(
r f M

r

) + 1

r
∂θ f M

θ

]
rdθdr = −

∫ 2π

0
f M
r (R)Rdθ +

∫ ∞

−∞
f M
x (−�, y)dy, (D5b)

where f M
x = σ M

xx uM
x + σ M

xy uM
y . Adding Eqs. (D5a) and (D5b) and using the boundary conditions on the edge of the inclusion,

Eqs. (7a) and (7c) in the radial direction, and on the axis of symmetry, Eq. (11), yields Eq. (D4). This completes the derivation
of Eq. (17).

APPENDIX E: METHODOLOGY
OF THE NUMERICAL ANALYSIS

In this Appendix we present the numerical scheme
used in Sec. IV. This scheme follows the analysis in
Refs. [34,46,51] but includes some corrections that allow us
to satisfy the appropriate boundary conditions at the plate’s
edges.

To derive the numerical scheme we adopt three modifica-
tions compared to the formulation in Secs. II and III. First, we
use the Cartesian representation as presented in Appendix A.
Second, the equilibrium equations are solved over the entire
area of the plate, not just to the right of the axis of symmetry,
and, third, we use the step function θ (x, y) = h(r) − 1 to
prescribe the swelling profile. Consequently, in this section
we do not differentiate between the elastic fields in the matrix
and the inclusion.

The algorithm consists of the following steps:
(1) Guess an initial height function ζ0(x, y).
(2) Multiply the height function with a filter function,

ζn(x, y) → ζn(x, y)F (x, y) [52], where n = 0 · · · N is the it-
eration number.

(3) Calculate the corresponding in-plane stresses using
Fourier transform [34],

σαβ (x, y) = Ẽh

4π2

∫∫
[(� − 1)θ̃ − k̃g/ξ

2]

× (nαnβ − δαβ )eiξ ·xdξxdξy, (E1)

where ξ = (ξx, ξy) is a two-dimensional wave vector, ξ =
(ξ 2

x + ξ 2
y )1/2 is the vector’s norm, (nx, ny) = ξ/ξ is a unit

vector oriented in the direction of ξ, and δαβ is the Kronecker
delta. In addition, θ̃ (ξx, ξy) and k̃g(ξx, ξy) are the Fourier trans-
forms of the unit step functions θ (x, y) and the Gaussian
curvature kg(x, y) = φxxφyy − φ2

xy.
(4) Advance the height function in time using the

Ginzburg-Landau equation ∂tζ = −� δE
δζ

, where � is a ki-
netic coefficient, and use the semi-implicit spectral method to

calculate the height function in the next iteration [53],

ζ̃n+1 = ζ̃n + ��t (σαβφαβ )ξ
1 + �t�Bξ 4

. (E2)

Here ζ̃n+1(ξx, ξy), ζ̃n(ξx, ξy), and (σαβφαβ )
ξ

are the Fourier
transforms of ζn+1(x, y), ζn(x, y), and σαβφαβ , respectively.

(5) Convert ζ̃n+1(ξ1, ξ2) back to the real space ζn+1(x, y).
(6) Given the new height function, ζn+1(x, y), compute the

total elastic energy, Eqs. (3) and (4), and go back to step 2.
These iterations are repeated until the elastic energy converges
to within the required accuracy.

This method has several advantages and disadvantages
compared to the standard approach [54]. The main benefits
are as follows: (i) Reduced computational time. The time step
in the semi-implicit spectral method is significantly larger
compared to Euler’s scheme [53] (we choose ��t = 105). (ii)
Given the height function, we utilize the linearity of Eqs. (10)
to obtain the exact solution for the in-plane stresses, Eq. (E1).
Consequently, we solve the three-dimensional evolution of
the plate by advancing in time only a single degree of free-
dom. These two benefits allow us to increase the number of
grid points significantly while maintaining reasonable time
frames for running the simulations. We prescribe 6.25×106

grid points and the number of iterations are ∼2×106. With a
standard eight-core machine and appropriate parallelization of
the code we obtain convergence to the eighth significant digit
after approximately 48 h.

On the other hand, the main disadvantages of the method
are as follows: (i) The numerical scheme is confined to the
FvK model and does not account for elastic higher-order
corrections that arise due to the discontinuity of the reference
metric. (ii) Instead of free boundary conditions, Fourier trans-
forms prescribe periodic boundary conditions on the plate’s
edges. Although the deformation decays to zero far from the
plate’s center, there are yet spurious nonzero stresses and
bending moments on the plate’s edges. For this reason, we
prescribed the filter function, which is not required in the
standard approach.
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