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Phase diagram for the bisected-hexagonal-lattice five-state Potts antiferromagnet
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In this paper we study the phase diagram of the five-state Potts antiferromagnet on the bisected-hexagonal
lattice. This question is important since Delfino and Tartaglia recently showed that a second-order transition
in a five-state Potts antiferromagnet is allowed, and the bisected-hexagonal lattice had emerged as a candidate
for such a transition on numerical grounds. By using high-precision Monte Carlo simulations and two comple-
mentary analysis methods, we conclude that there is a finite-temperature first-order transition point. This one
separates a paramagnetic high-temperature phase, and a low-temperature phase where five phases coexist. This
phase transition is very weak in the sense that its latent heat (per edge) is two orders of magnitude smaller than
that of other well-known weak first-order phase transitions.

DOI: 10.1103/PhysRevE.102.032124

I. INTRODUCTION

The q-state Potts model [1–4] is one of most studied mod-
els in statistical mechanics and plays an important role in the
theory of phase transitions, especially for two-dimensional
(2D) models. Despite its apparent simplicity, no exact solution
is known in the whole (q, T ) plane, where q is an integer � 2,
and T ∈ R is the temperature. Instead of the temperature T ,
we will use in this paper the variable

v = v(T ) = eJ/(kB T ) − 1, (1)

where J is the coupling constant of the Potts model (see
Sec. II A), and kB the Boltzmann constant.

Baxter [3,5,6] found the exact free energy on the curve
v = √

q for the square lattice. This curve has been identified
with the critical curve for the ferromagnetic (FM) regime of
the model. By universality (see, e.g., Ref. [7] and references
therein), Baxter’s solution implies that the transition is second
order for q � 4, and first order for q > 4 for any q-state
FM Potts model defined on any translation-invariant lattice.
Universality has allowed researchers to understand the phase
diagram of the FM regime of this model, their critical expo-
nents when q � 4, and their connection with conformal field
theories (CFTs) [8,9].

From a more practical point of view, the Potts model has
applications in condensed-matter systems [2,4,10]. From a
more abstract point of view, the partition function for the
q-state Potts model on a graph G (see Sec. II A) is essentially
the same as the so-called Tutte polynomial for the graph G
[11–13]. This is an object of great interest in combinatorics,
as it contains many combinatorial information on the graph G.
This close connection has allowed the interchange of methods
and ideas from one field to the other (see, e.g., Refs. [14,15]).
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Unfortunately, the antiferromagnetic regime v ∈ [−1, 0) of
the q-state Potts model is less well understood, as universality
does not hold in general: the phase diagram depends not only
on the dimensionality D = 2 and the number of states q, but
also on the microscopic structure of the lattice. This implies
that the study of this regime has to be done on a case-by-case
basis.

There is some kind of “poor man” universality in AF Potts
models [16] due to the fact that when q is large enough, the
system is disordered even at T = 0. More precisely, for each
translation-invariant lattice G, there is a value qc(G) such that:

(a) If q > qc(G), the system is disordered at all tempera-
tures T � 0.

(b) If q = qc(G), the system is critical at T = 0, and disor-
dered at all positive temperatures T > 0.

(c) If q < qc(G), any behavior is possible: (a) It can be
disordered at all T � 0 (kagome lattice with q = 2 [17,18]).
(b) It can display critical point at T = 0 and be disordered
at any T > 0 (triangular lattice with q = 2 [19]). (c) It can
undergo a finite-T first-order transition between an ordered
phase and a disordered one (triangular lattice with q = 3 [20]).
(d) It can undergo a finite-T second-order transition between
an ordered phase and a disordered one (any bipartite lattice
with q = 2, or the diced lattice with q = 3 [21]).

This value qc(G) can be an integer value (like for the
square, and kagome lattices with qc = 3, and for the trian-
gular lattice with qc = 4); but it can be also a noninteger
value (like for the hexagonal lattice: qc = (3 + √

5)/2). In
the latter case, we should use the Fortuin-Kasteleyn represen-
tation [22,23] of the q-state Potts model to give a rigorous
meaning to a q-state Potts model with a noninteger value of
states. For many lattices, this value is known only approxi-
mately: e.g., the diced lattice qc(diced) ≈ 3.45 [24], the Union
Jack lattice qc(UJ) = 4.326(5) [25], or the lattices shown in
Ref. [26]. Although, it was expected that the maximum value
were qc = 4, this conjecture turned out to be false: there
are infinite classes of lattices on which qc is arbitrary large
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FIG. 1. Phase diagram for the AF q-state Potts model on the
square (a) and on the triangular (b) lattices. The phase labeled
PM (resp. BK) represents the paramagnetic (resp. Berker-Kadanoff)
phase. Notice that in (b), the region for q � 3.5 has been distorted to
show the diagram more clearly. Regime IV (see text) is colored gray.

[21,26]. This observation is important in the motivation of
this paper.

The simplest phase diagram for the 2D q-state G-lattice AF
Potts model is qualitatively similar to that of the square lattice
[see Fig. 1(a)]. There is a simple AF critical curve vAF(q) start-
ing at (q, v) = (0, 0) and ending at (qc(G),−1). The region
above this curve and below to the line v = 0 corresponds to
a paramagnetic phase, which is disordered. The region below
the curve vAF(q) and above the line v = −1 corresponds to
the Berker-Kadanoff phase [27,28]. This is a massless phase
with algebraic decay of correlations. In fact, this phase exists
except when q is a Beraha number Bk:

Bk = 4 cos2(π/k), k = N \ {1}. (2)

At these values, there are massive cancellations of eigen-
values and amplitudes (in the transfer-matrix formalism; see
Refs. [29–35] and references therein), so that the dominant
eigenvalue is buried deep inside the spectrum of the cor-
responding transfer matrix. These values are represented in
Fig. 1(a) by pink vertical lines at B2 = 0, B3 = 1, B4 = 2, and
B5 = (3 + √

5)/2 ≈ 2.618 033 . . .. At these values the ther-
modynamic limit of the free energy and its derivatives do not
commute with the limit q → Bk . This phase diagram is also
valid for the diced, hexagonal, Union Jack, and BH lattices.

The phase diagram for the 2D q-state triangular-lattice AF
Potts model is more involved, as it contains an additional
element [see Fig. 1(b)]. The AF critical curve vAF(q) starts
at (q, v) = (0, 0) with a slope dvAF/dq|q=0 = −0.1753(2)
[15] and moves towards (qc(G),−1). However, there is a
T-point located at (vT , qT ) with vT = −0.95(2) and qT =
3.77(3) [36]. At this T point, the curve vAF(q) splits into
two branches: one goes to the point (q0,−1) where q0 =
3.819 671 . . . [37,38], and the other branch goes to the
point (qc(tri),−1). This critical curve was first numerically
obtained in Ref. [36] using transfer-matrix and critical-
polynomial methods [39–43]. The Berker-Kadanoff phase has
the same properties as for the square-lattice case, and it does
not exist for the Beraha numbers Bk (2) [in Fig. 1(b) we show
these numbers up to B8]. At q = B4 = 2 and q = B6 = 3, it
is clear that the thermodynamic limit does not commute with

the limit q → Bk: the AF critical curve does not go through
the known critical points for q = 2, 3. In Fig. 1(b) the region
for q � 3.5 has been distorted so that the T point, as well as
the two branches, were visible. The region enclosed by these
points correspond to the so-called Regime IV in Ref. [38]. The
conformal properties of this phase were first obtained using a
Bethe-Ansatz approach in Ref. [44].

In recent years, several “universality classes” in Potts AF
have been found:

(a) If G is a plane Eulerian triangulation (see Sec. II B for
details) with one sublattice consisting of vertices of degree
4, and the other two sublattices are self-dual, then the four-
state Potts AF Potts model has a finite-temperature critical
point governed by a CFT with central charge c = 3/2 cor-
responding to a four-state Potts model and one Ising model
(decoupled) [25].

(b) For the same type of triangulations with the exception
that the other two sublattices are not self-dual, then the four-
state Potts AF Potts model has a finite-temperature critical
point governed by a CFT with central charge c = 1 corre-
sponding to a four-state Potts model [25].

(c) If G is plane quadrangulation of self-dual type (see
Refs. [45,46] for technical details), the three-state Potts AF
Potts model has a critical point at T = 0, and it is disordered
for T > 0.

(d) If G is plane quadrangulation of non-self-dual type,
the three-state Potts AF Potts model has a finite-temperature
phase transition. If this is of second order, it belongs to the
universality class of the three-state FM Potts model [45,46],
which is governed by a CFT with c = 4/5.

The first two examples show that qc(G) > 4 for any plane
Eulerian triangulation G; while the last two examples show
that qc(G) � 3 for any plane quadrangulation G.

In 2017 Delfino and Tartaglia [47] used exact methods of
2D field theory to classify the second-order transition points
allowed in models with Sq symmetry (i.e., q-state Potts mod-
els). Here q is assumed to be a real parameter. They found
several solutions labeled I, II±, III±, IV±, and V± (Ref. [47],
Table I). Solution III− exists for q ∈ [0, 4] and was identified
with both the FM critical and tricritical curves of the Potts
model. Solution I exists for q = 3 and is described by a CFT
with c = 1. Actually, a lattice realization of this solution cor-
responds to the infinitely many models already described in
point (c) above [45,46].

Their solution V is a particularly interesting result: it
shows that a second-oder phase transition is allowed for q ∈
[4, (7 + √

17)/2], where (7 + √
17)/2 ≈ 5.561 552, and then

in a five-state AF Potts model. The latter can occur on one
of the infinitely many possible 2D lattices with qc > 5, and
since they work in field theory (i.e., directly in the continuum),
there is no prediction about which lattice could be a “good”
one. While a priori the identification of a “good” lattice
seems quite difficult, the results of Ref. [25] suggested that
the bisected-hexagonal (BH) lattice was a good candidate, as
qc(BH) = 5.397(5), and the results obtained by Monte Carlo
(MC) [48,49] and critical-polynomial methods supported the
second-order nature of the transition point. There is a critical
point at vc = −0.915 32(2) with γ /ν = 1.777(3), and α/ν =
1.01(1). On the other hand, Ref. [26] contained a detailed
study of families of lattices for which qc is arbitrary large.
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Moreover, for q � 8, the specific heat diverges, close to the
corresponding transition points, like L≈2. This is the signature
of a first-order phase transition for a 2D system [50–52]. How-
ever, the behavior for 5 � q � 8 was unclear. Therefore, the
question of whether the five-state BH-lattice AF Potts model
has a second- or first-order phase transition at v = vc is still
open.

The goal of this paper is to clarify the order of the transition
of the BH-lattice five-state AF Potts model. If second order,
the result would provide a lattice realization of the solution
V of Delfino and Tartaglia. If first order, that would be in
accordance with the general behavior found in Ref. [26].
Indeed, if this is the case, it would not mean that the result
of Delfino-Tartaglia was false. On the contrary, it would only
show that the BH lattice is not a “good” lattice in the above
sense, and one has to look for another lattice G with qc(G) > 5
that realizes the second-order transition at q = 5.

We have studied this model by high-precision MC simu-
lations using the well-known and efficient Wang-Swendsen-
Kotecký (WSK) algorithm [53,54]. Unfortunately, the large
value of the autocorrelation times close to the transition
point (namely, τint ∼ 104 for systems of linear size L = 510),
severely limited the maximum size we could simulate with at
least 105 τint Monte Carlo steps (MCS).

First, we have obtained by preliminary MC simulations a
“rough” description of the phase diagram of this model. There
is a disordered paramagnetic phase when the temperature is
large enough (i.e., v � −0.9). At low temperature, actually at
T = 0, there are exponentially many ground states which lead
to a nonzero entropy density. (This provides an exception to
the third law of thermodynamics [55,56].) However, at low
temperatures, the system is not disordered (as when q > qc);
but it effectively behaves as having five coexisting phases. The
analysis is explained in detail in Appendix B, and it is based
on previous models [45,46] for which there is a “height” rep-
resentation of the corresponding T = 0 spin models [57–61].
Actually, the situation is very close to the low-T phase of the
three-state diced-lattice AF Potts model [21]. Therefore, we
have two distinct regimes separated by a transition point. For
v < vc, five phases coexist, and for v > vc there is a unique
paramagnetic phase. The question is now to determine the
type of the transition at v = vc.

The analysis of the MC data has been performed in two
complementary ways. On one side, we have analyzed the data
using the “standard” approach: i.e., using a general finite-
size-scaling (FSS) Ansatz [60,62] (see also Ref. [21] for a
more modern application) to fit universal amplitudes like the
Binder cumulants or ξ/L, where ξ is the (second-moment)
correlation length. Indeed, the error bars of all physical quan-
tities were evaluated using the method introduced by Madras
and Sokal [49,63,64] that takes into account the correlation
among successive measurements. From this analysis we ob-
tained a more precise determination of the transition point
vc and an estimate for yt = 2.0(1), which agrees well with
the predicted value for a first-order phase transition on a
2D system [50–52]. We also estimated the critical-exponent
rations γ /ν and α/ν as well as the dynamic critical expo-
nent zint. However, the results for these exponents were not
conclusive.

The other method of analysis is based on the histogram
method (see Ref. [65]and references therein), as well as on the
use of reweighting techniques (like the Ferrenberg-Swendsen
algorithm [66]) and the jackknife method to compute error
bars for correlated data [67,68]. For a certain models under-
going a first-order phase transition (including the q-state FM
Potts model with q large enough), there is a rigorous theory
[69,70], which provides support to a previous phenomeno-
logical approach [71,72]. Using this approach, we located
the (pseudocritical) temperature v◦(L) for which the energy
histogram showed two peaks of equal length. It is interesting
to note that for L � 48, this two-peak structure does not exists;
and it appears only for L � 96. By studying the properties
of these two-peak histograms, we concluded that the system
undergoes a first-order phase transition at vc with a very
small latent heat (per edge) �E = 0.000 48(1). This number
could be compared to the exact latent heat (per edge) for
the five-state FM Potts model on the square lattice �E =
0.026459 . . . [5], which is the “canonical” example of a weak
first-order transition. Moreover, the latent heat (per edge)
for the three-state triangular-lattice AF Potts model is �E =
0.0219(5) [20], which is another example of weak first-order
transition.

The plan of the paper is as follows. Section II contains the
necessary background to make this paper as self-contained
as possible. We describe briefly the Potts model and the
geometric properties of the BH lattice. Section III contains
information about the physical observables we are going to
measure in the MC simulations, as well as details about the
efficiency of the WSK algorithm. In Sec. IV we analyze the
MC data using the standard FSS approach without assuming
the order of the transition. As the results were not completely
conclusive, we include in Sec. V another data analysis based
on the histogram method, which has been used quite often
to distinguish the order of a transition. Finally in Sec. VI we
discuss our findings. In Appendix A we discuss the question
about the right staggering to use in our case. In Appendix B
we study carefully the ground state of our model. This anal-
ysis will provide useful insights to understand the physics of
this model.

II. BASIC SETUP

In this section we will discuss the main topics we will need
in the next sections. In Sec. II A we summarize the definitions
about the q-state Potts model, and in Sec. II B we describe the
BH lattice.

A. The q-state Potts model

The q-state Potts model [1–4] is defined on any undirected
graph G = (V, E ) with vertex set V and edge set E (in sta-
tistical mechanics such graph is usually a finite subset of
a regular lattice with certain boundary conditions). On each
vertex x ∈ V of the graph, we place a spin σx that can take any
value (or “color”) in the set 
 = {1, 2, . . . , q}, where q is an
integer q � 2. Each spin σx interacts with the spins σy located
on the nearest-neighbor vertices of x with a coupling constant
K ∈ R. (Two vertices x, y ∈ V are nearest neighbors if there
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FIG. 2. The BH lattice of size 3 × 3 and periodic boundary con-
ditions. Vertices with the same label should be identified. The three
sublattices are shown with different colors (black, gray, and white).

is an edge {x, y} ∈ E .) The partition function of this model is

ZG(q, J ) =
∑

σ :V �→


exp

(
β

∑
{x,y}∈E

δσx,σy

)
, (3)

where the outer sum is over all spin configurations, the sum
inside the exponential is over all edges of the graph, δa,b is
the usual Kronecker δ, and the coupling constant is given by
β = J/(kBT ) (where kB is the Boltzmann constant and T � 0
is the temperature). If β > 0 (resp. β < 0), the system is in the
FM (resp. AF) regime. As we are interested in the AF regime,
we will use the more convenient temperature-like parame-
ter v (1), which appears naturally in the Fortuin-Kasteleyn
representation of the Potts model [22,23]. In the AF regime,
v ∈ [−1, 0).

B. The bisected-hexagonal lattice

The BH lattice is the Laves lattice [4,6,12] or the dual
of the Archimedean lattice (4,6,12) [73]. A BH graph GBH,L

of size L × L and embedded on the torus can be obtained
by following the procedure outlined in Ref. [25] (see also
Ref. [46], Sec. 2.2) with a finite triangular graph Gtri,L of size
L × L and embedded on the torus as the starting graph.

The BH graph GBH,L = (VBH, EBH) is an Eulerian trian-
gulation: i.e., all faces are triangles and all vertices have
even degree. The vertex set VBH can be partitioned into three
disjoint subsets Vi such that if {x, y} ∈ EBH, then x, y cannot
belong to the same subset. Each subset forms a sublattice
of GBH,L. In Fig. 2 these sublattices are depicted as black,
gray, and white dots, respectively. The properties of these
sublattices are the following:

(a) Sublattice A contains the L2 vertices of degree 12,
which correspond to the original triangular graph Gtri,L of size
L × L (black dots in Fig. 2).

(b) Sublattice B contains the 2L2 vertices of degree 6, and
they form the hexagonal graph dual to Gtri,L (gray dots in
Fig. 2).

(c) Sublattice C contains the 3L2 vertices of degree 4 (white
dots in Fig. 2).

To summarize, the linear size of the BH graph GBH,L is
defined to be the size of the triangular sublattice A. For future
convenience, we will assume that L ≡ 0 (mod 3), so that
sublattice A is 3-colorable. The smallest of such graphs is

η1

η2

μ2

μ4

μ5

μ6

μ3

FIG. 3. Unit cell of the BH graph. We show the unit vectors η1

and η2 that span the underlying triangular sublattice A. We also show
the six vectors μi that define the basis of the this unit cell. The color
code of the vertices is as in Fig. 2.

depicted in Fig. 2. Then the number of vertices of GBH,L is
|VBH| = 6L2, the number of edges is |EBH| = 18L2, and the
number of triangular faces is 12L2. In the following, we will
denote as Vk the vertex set of sublattice k ∈ {A, B,C}.

The BH graph can be regarded as a triangular Bravais
graph (corresponding to sublattice A) with a six-site basis
(see Fig. 3). In order to define some physical observables, it
is useful to embed the torus in R2 with the usual Euclidean
distance and draw the BH graph GBH,L in such a way that it is
not distorted and keeps its original symmetries.

A generic vertex xi of the BH graph GBH,L of size L × L is
described geometrically by three numbers (x′

1, x′
2, k) as

xk = x′
1η1 + x′

2η2 +
6∑

j=1

δk, j μ j, x′
1, x′

2 = 1, . . . L. (4)

The vector x′ = (x′
1, x′

2)t lives on a the triangular sublattice A
spanned by the (unit) vectors:

η1 = (1, 0)t , η2 =
(

−1

2
,

√
3

2

)t

(5)

and marks the position of the unit cells. The last term in
(4) shows the relative position w.r.t. x′ of the vertices in the
corresponding unit cell. Thus, the subindex k in xk indicates
the sublattice the vertex belongs to. Indeed, μ1 = (0, 0)t for
all vertices in sublattice A. The two vectors (of norm 1/

√
3)

associated to the vertices in sublattice B are

μ5 = 1√
3

(√
3

2
,

1

2

)t

, μ6 = 1√
3

(0, 1)t . (6)

The three vectors (of norm 1/2) associated to the vertices in
sublattice C are

μ2 = 1

2
η1, μ3 = 1

2
(η1 + η2), μ4 = 1

2
η2. (7)

Therefore, in this geometric representation not all edges have
the same length. We will denote a vertex x or x depending on
whether we are using this geometric representation or not.
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III. MONTE CARLO SIMULATIONS

This section is devoted to describe the MC simulations we
have performed. First, in Sec. III A we describe the observ-
ables we have measured. In Sec. III B we discuss the MC
algorithm we have used.

A. Physical observables

The simplest observable is the internal energy

E =
∑

{x,y}∈EBH

δσxσy , (8)

where the sum is over all edges in the BH graph.
For the magnetic observables, it is convenient to use the

tetrahedral (vector) representation of the spins σx ∈ Sq−1:

σx =
q∑

α=1

δσx,αe(α), (9)

where the vectors e(α) satisfy

e(α) · e(β ) = qδαβ − 1

q − 1
. (10)

The second observable is the staggered magnetization. In
general, the staggering assigns a phase eiφk ∈ C to every ver-
tex belonging to the kth sublattice. Unfortunately, it is not
clear a priori what is the right staggering φk to choose for the
BH lattice when q = 5. In Appendix A, we have found that a
good choice is to consider the magnetization of the spins in
sublattice A [cf. Eq. (A7)]. Then we will consider

M = MA = 1

VA

∑
x∈VA

σx. (11)

We are interested in the squared magnetization given by [cf.
(9) and (10)]

M2 = q

q − 1

1

V 2
A

q∑
α=1

(∑
x∈VA

δσx,α

)2

− 1

q − 1
. (12)

The above observable is a “zero-momentum” one. In order
to compute the second-moment correlation length ξ , we need
to consider the Fourier transform of the spin variables and
define the observable M̃(k):

M̃(k) = 1

VA

∑
x∈VA

σx eik.x (13)

evaluated at the smallest allowed nonzero momenta k. As
seen in Sec. II B the translation invariance of the BH graph
GBH,L is that of the underlying triangular Bravais sublattice A.
Therefore, the allowed momenta for GBH,L are given by

k = 2π

L
(m1ρ1 + m2ρ2), m1, m2 = 1, . . . , L, (14)

where the momenta basis is given by

ρ1 = 2√
3

(√
3

2
,

1

2

)t

, ρ2 = 2√
3

(0, 1)t (15)

and satisfy [cf. (5)]

ηi · ρ j = δi j . (16)

The set of the smallest nonzero momenta is

K =
{
±2π

L
ρ1,±

2π

L
ρ2,±

2π

L
(ρ1 − ρ2)

}
. (17)

The six momenta k ∈ K have a norm 4π/(
√

3L).
Thus, the square of the Fourier transform (13) evaluated at

the smallest nonzero momenta is given by

F = 1

6

∑
k∈K

M̃(k)∗ · M̃(k)

= q

q − 1

1

3

1

V 2
A

∑
k∈K+

q∑
α=1

∣∣∣∣∣∑
x∈VA

eik·x δσx,α

∣∣∣∣∣
2

, (18)

where in the last equation, K+ ⊂ K contains the three mo-
menta with positive sign. We have included all the allowed
nonzero momenta in K+ to increase the statistics of this ob-
servable. [The three momenta with negative sign in K (17)
do not add additional information due to the exact symmetry
k → −k, and can be eliminated to save CPU time.] To obtain
the final result (18), we have made use of Eqs. (9) and (10)
and the fact that k 
= 0 for all k ∈ K.

Starting from the energy (8), we can compute several mean
values of interest: the energy density (per edge) E , the specific
heat CH , and the thermal Binder-like ratio U4 (Ref. [74],
footnote on p. 776):

E (v; L) = 1

|EBH| 〈E〉, (19a)

CH (v; L) = 1

|EBH| 〈(E − 〈E〉)2〉, (19b)

U4(v; L) = 〈(E − 〈E〉)4〉
〈(E − 〈E〉)2〉2

, (19c)

where |EBH| = 18L2.
The values of E (v; L) and CH (v; L) are easy to obtain in

the thermodynamic limit at the extreme cases v = 0 and v =
−1. At v = 0, when the spins are completely uncorrelated, we
have that

E (0; ∞) = 1

q
= 1

5
, (20a)

CH (0; ∞) = q − 1

q2
= 4

25
. (20b)

At v = −1, the spin configurations are just proper
5-colorings of the graphs GBH,L, and because they are 3-
colorable, then E (−1,∞) = CH (−1,∞) = 0. The values of
U4 (19c) are easy to compute when the energy density can
be approximated by a single Gaussian. This is true when the
system is in a disordered phase or in an ordered one, but not
at the transition point. In the former cases, it attains the same
value [75]:

U4(v; ∞) = 3, v 
= vc. (21)

At finite L, U4(v; L) displays a minimum close to v = vc [74].
If the transition is first order, then this minimum converges to
1, and to a nontrivial value, if the transition is second order.
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In the magnetic sector, we define from (12) and (18)
the susceptibility χ , the corresponding “nonzero-momenta”
quantity F , and the magnetic Binder ratio R:

χ (v; L) = |VA| 〈M2〉, (22a)

F (v; L) = |VA| 〈F〉, (22b)

R(v; L) = 〈(M2)2〉
〈M2〉2

, (22c)

where |VA| = L2.
Notice that our definition of the susceptibility does not

contain the connected part as 〈M〉 = 0 for an infinitely long
MC simulation. Therefore, at v = 0, the susceptibility (22a)
takes the value

χ (0; ∞) = 1, (23)

and at v = −1, it should grow like L2. On the other hand, the
Binder ratio R has the following limiting values [21]:

R(0; ∞) = q + 1

q − 1
= 3

2
, (24a)

R(−1; ∞) = 1, (24b)

where we have assumed that at T = 0 the system is ordered.
Finally, the second-moment correlation length ξ is

defined as

ξ (v; L) = 1

2 sin(π/L)

√
χ (v; L)

F (v; L)
− 1. (25)

Indeed, due to our definition of the susceptibility (22a),
this formula gives the right correlation length only in the
disordered phase. At v = 0, the correlation length ξ (v; ∞)
vanishes. If there is an ordered low-T phase, then we expect
that our definition (25) implies that ξ (−1; L) should grow
like L2.

In order to compute the error bars of U4, R and ξ , we first
compute the variance of the observables [76]:

O4 = (E − 〈E〉)4

〈(E − 〈E )4〉 − 2
(E − 〈E〉)2

〈(E − 〈E )2〉 + 1, (26a)

OR = M4

〈M4〉 − 2
M2

〈M2〉 + 1, (26b)

Oξ = M2

〈M2〉 − F
〈F〉 . (26c)

Please note that they all have zero mean values. Then the
desired standard deviations are given by the following expres-
sions:

σ (U4) = U4 σ (O4), (27a)

σ (R) = R σ (OR), (27b)

σ (ξ ) = 1

4 sin(π/L)

χ

F

(χ

F
− 1

)−1/2
σ (Oξ ). (27c)

B. The Wang-Swendsen-Koteký algorithm

In order to simulate the five-state AF Potts model on
the BH lattice, we have used the algorithm of choice: the

Wang-Swendsen-Koteký (WSK) algorithm [53,54]. This clus-
ter algorithm is a legitimate one for any graph and any positive
temperature. The main trouble with the WSK algorithm is
that it is not generically ergodic (or irreducible) at T = 0,
where many AF models show interesting physical phenom-
ena. Moreover, it is well known that the WSK algorithm is
ergodic at any temperature T � 0 for any bipartite graph G
and for any integer q � 2 [59,77,78].

For the majority of the critical points that have being
studied using the WSK algorithm, its dynamic behavior over-
comes that of single-site algorithms (e.g., Metropolis), which
is given by a dynamic critical exponent zint, zexp � 2 (see, e.g.,
Ref. [64]).

In particular, for q = 3 and G being a certain bipartite
class of quadrangulations Q on the torus [45,46], it has been
conjectured (based on strong numerical support) that there is
a critical point at T = 0, but WSK shows no critical slowing
down: i.e., τint, τexp � A uniformly in v and L. This was first
discovered on the square lattice [60,78].

Moreover, for q = 3 and G being any bipartite quadran-
gulation on the torus not belonging to Q [45,46], a similar
conjecture has been claimed: there is a finite-temperature crit-
ical point, and WSK belongs to the same dynamic universality
class as the Swendsen-Wang [79] cluster algorithm for the
three-state FM Potts model (with zint,M2 = 0.475(6) [80,81]).
This phenomenon was first found on the diced lattice [21].

In addition to these cases, for q = 3 and the hexagonal
lattice it was also found that WSK has no critical slowing
down [82]. [But this should be expected, as qc(hex) < 3.]

Finally, the three-state AF Potts model on the triangular
lattice displays a finite-temperature weak first-order phase
transition [20], so that WSK is expected to perform poorly:
i.e., the autocorrelation times are expected to grow exponen-
tially fast τint, τexp ∼ e2σo,d L for 2D systems, where σo,d is the
interface tension [64].

For nonbipartite graphs, the question whether WSK is irre-
ducible or not should be investigated on a case-by-case basis.
It is worth to note that the lack of ergodicity is usually not
a “big” problem on planar graphs: if G is a planar graph
with chromatic number χ (G), then WSK is ergodic for any
q > χ (G) [77]. In particular, for any finite 3-colorable subset
of the BH lattice with, e.g., free boundary conditions, WSK is
ergodic for any q � 4; in particular, for q = 5.

In statistical mechanics, one is interested in graphs embed-
ded on a torus (i.e., periodic boundary conditions) to get rid
of surface effects. If we consider finite subsets of nonbipartite
translation-invariant lattices L on the torus, then WSK is not
ergodic for important physical cases at q = qc(L): triangular
lattices Gtri,3L (with L � 2) at q = 4 [83], kagome lattices
Gkag,3L (with L � 1) at q = 3 [84], and even nonbipartite
square lattices at q = 3 [85].

Moreover, for larger values of q, ergodicity may be “re-
stored”: If � is the maximum degree of a graph G, then
WSK is ergodic for any q � � + 1. In addition, if G is
connected and contains a vertex of degree < �, then WSK
is ergodic for any q � � [77,86]. This result implies that
WSK is ergodic at T = 0 on the BH graphs GBH,L for any
q � 12 � 5. Furthermore, it has been proven that WSK is
also ergodic on any triangular (resp. kagome) graph for q � 6
(res. q � 4) [87,88], and there is strong numerical evidence
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FIG. 4. Integrated autocorrelation time τint,M2 for the five-state
BH-lattice AF Potts model in the interval v ∈ [−1, −0.9]. We show
data for L = 3 (black), L = 6 (red), L = 12 (pink), L = 24 (blue),
L = 48 (brown), and L = 96 (violet). The vertical thin line marks
the estimate vc = −0.95132(2) [25]. Points have been joined with
lines to guide the eyes.

that it is also ergodic for Gtri,3L and q = 5 [89]. For the
BH lattice, previous MC simulations have located its critical
point at vc = −0.95132(2) > −1 [25], so in principle, we do
not have to worry about WSK not being ergodic at T = 0.
However, our past experience with MC simulations for the
four-state triangular-lattice AF Potts model [89], has shown
that nonergodicity at T = 0 may induce systematic errors
at T > 0. As |vc + 1| ≈ 0.05 � 1, this phenomenon cannot
be discarded. The slowest mode of the WSK dynamics for
the BH graphs GBH,L and q = 5 is M2, as in other similar
models [21,45,46,60,78]. Therefore, for each value of L =
3, 6, 12, 24, 48, 96, we have made 101 MC simulations at
equidistant values in the range v ∈ [−1,−0.9] to investigate
how the autocorrelation time τint,M2 behaves as a function of
v and L (see Fig. 4). The length of these simulations are in
the range 106 to 8 × 106 MCS; we discarded the first 10%
MCS (�1.2 × 103τint,M2 ) to eliminate the initialization bias,
and the number of measurements was �1.1 × 104τint,M2 .

Figure 4 shows that τint,M2 displays a peak that, as L
increases, moves towards the estimate for vc = −0.95132(2),
while its width becomes narrower. In the ordered phase, the
behavior is rather smooth and the curves for different values of
L converge to a value τint,M2 ≈ 31 at T = 0. In the disordered
phase, the curves converge as v → 0 (not shown in the figure)
to a value τint,M2 ≈ 3.5 at v = 0. This convergence is faster
for larger values of L. In conclusion, we observe a single peak
around the transition point that behaves in the expected way
for a critical point. Outside the critical region, it behaves rather
smoothly in v and L and converges to fixed values at v = −1
and v = 0. This is empirical evidence that WSK is ergodic on
the BH graphs GBH,L for q = 5 at T = 0.

We have used the 64-bit linear congruential pseudo-
random-number generator proposed by Ossola and Sokal

[90,91]. This generator is very simple, is relatively fast, and
has been successfully used to obtain high-precision data for
the MC simulations of the three-dimensional Ising model
(q = 2) with the Swendsen-Wang algorithm.

In this paper, we have made several fits of the finite-
size data of some quantity in order to obtain the relevant
physical information. We have used MATHEMATICA’s function
NonlinearModelFit to perform the weighted least-squares
method for both linear and nonlinear Ansätze. In order to de-
tect corrections to scaling not taken into account in the Ansatz,
we have repeated each fit by only allowing data with L � Lmin.
We then study the behavior of the estimated parameters as a
function of Lmin. For each fit we report the observed value
of the χ2, the number of degrees of freedom (DF), and the
confidence level (CL). This quantity is the probability that
the χ2 would exceed the observed value, assuming that the
underlying statistical model is correct. A “reasonable” CL
corresponds to CL � 10%–20%, and a very low CL � 5%
suggests that this underlying statistical model is incorrect.
Commonly, this is due to additional corrections to scaling not
taken into account. Finally, we have performed some simple
checks at v = 0 and v = −1 (assuming that WSK is ergodic
at this latter temperature).

The values of the observables at v = 0 have been checked
by performing MC simulations on systems of linear sizes L =
3, 6, 12, 24, 48. For the internal energy E (0; L) (19a), the FSS
corrections are so small that a fit to a constant is enough: for
Lmin = 3, we already obtain a good fit

E (0; ∞) = 0.199999(3), (28)

with χ2/DF = 1.75/4 and CL = 78%. For the specific heat
CH (0; L) (19b), we use the same constant Ansatz, and for
Lmin = 3, we obtain

CH (0; ∞) = 0.1601(2), (29)

with χ2/DF = 1.53/4 and CL = 82%. Finally, the fit for the
Binder-like cumulant U4(0; L) (19c) needs an additional FSS
correction:

U4(0; L) = U4(0,∞) + A L−2. (30)

For Lmin = 3, we obtain

U4(0; ∞) = 3.002(4), (31)

with χ2/DF = 1.95/3 and CL = 58%. In all cases, the es-
timates (28), (29), and (31) agree very well with the exact
values (20a), (20b), and (21).

The susceptibility χ (0; L) (22a), can be well described by
a fit to a constant; for Lmin = 3, we obtain the estimate

χ (0; ∞) = 1.0011(9), (32)

with χ2/DF = 1.20/4 and CL = 88%. The fit to the Binder
cumulant R(0; L) (22c) needs the Ansatz (30). For Lmin = 3,
we get

R(0; ∞) = 1.5007(9), (33)

with χ2/DF = 2.71/3 and CL = 44%. Again, the agreement
among the estimates (32) and (33) and the exact values (23)
and (24a) is also very good.
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The values of the observables at v = −1 have been ob-
tained from MC simulations on systems of linear sizes L =
3, 6, 12, 24, 48, 96. We have fitted the susceptibility χ (−1; L)
(22a) to a power-law Ansatz: for Lmin = 24, we get

χ (−1; L) = 0.8890(3) L1.99985(7), (34)

with χ2/DF = 0.017/1 and CL = 89%. The fit for the corre-
lation length ξ (−1; L) (22a) is good if we consider a power
law plus a constant. For Lmin = 12, we obtain

ξ (−1; L) = 0.340(2) L2.001(1) + 2.73(2), (35)

with χ2/DF = 0.28/1 and CL = 59.8%. Finally, the fit of the
Binder cumulant R(−1; L) (22c) to the Ansatz (19c), gives for
Lmin = 24:

R(−1; ∞) = 1.0000002(3), (36)

with χ2/DF = 0.122/1 and CL = 72%. In first two cases, we
have checked that the behavior at v = −1 is the expected one,
namely, ∝ L2, and the value (36) agrees well with the value
(24b). It is worth noting that these three results give support
to the existence of an ordered phase at low temperature.

IV. NUMERICAL RESULTS

In this section we will discuss the MC simulations we have
done and the results for the physical quantities of interest. We
have followed a similar methodology as in Ref. [21].

A. Summary of the MC simulations

At every performed MC simulation, we have measured
some basic observables E (8), M2 (12), and F (18). From
these measurements, we obtain the basic (static) physi-
cal quantities (19), (22), and (22a). However, in order to
compute their correct error bar, we need to estimate the cor-
responding integrated autocorrelation times τint,O for O ∈
{E,M2,F}. We have achieved this computation by using
the self-consistent algorithm introduced by Madras and Sokal
[63,64] (see also Ref. [80]). In this paper, we will call τint the
maximum of the measured autocorrelation times τint,O.

We have performed several preliminary sets of MC simu-
lations to isolate the regions of interest in v, to determine a
rough description of the phase diagram, and to check that the
dynamic behavior of the WSK algorithm is correct. In these
simulations, we focused on the thermal quantities (19) and on
the mean magnetization quadratic form M [cf. (A2)] (we are
interested in its dominant eigenvalue and its corresponding
eigenvector; see Appendix A for details). These runs were
split in several groups:

(a) We made 101 runs at equidistant values of v ∈ [−1, 0]
for L = 3, 6, 12, 24, 48. They showed that the interesting
range was v ∈ [−1,−0.9], as for v > −0.9 the system be-
haved as it were in a disordered phase (e.g., U4 ≈ 3). In
each run, we discarded �1.3 × 103τint MCS and took �1.1 ×
104τint measurements.

(b) We made 101 runs at equidistant values of v ∈
[−1,−0.9] for L = 3, 6, 12, 24, 48, 96. We obtained that the
phase transition was very close to the previous estimate vc =
−0.95132(2) [25]. We could also monitor the behavior of
τint,M2 ; the result is practically identical to Fig. 4. In each run,

FIG. 5. Binder cumulant U4 for the five-state BH-lattice AF Potts
model in the interval v ∈ [−0.95143, −0.95118]. We show data for
L = 48 (brown), L = 96 (violet), L = 132 (pink), L = 192 (blue),
L = 384 (red), and L = 512 (black). Points have been joined with
lines to guide the eyes.

we discarded �1.2 × 103τint MCS, and took �1.1 × 104τint

measurements.
(c) We made 11 runs at equidistant values of v ∈

[−0.952,−0.951] for L = 24, 48, 96. We obtained a good
choice for the right staggering to use [cf. (11)/(A7)]. Details
can be found in Appendix A. We have improved the statistics:
we discarded �104τint MCS, and took �9.5 × 104τint mea-
surements.

After these preliminary simulations, we then repeated the
simulations in (b); but this time, we measured the whole set
of thermal (19) and magnetic (22) and (25) observables, as
well as their dynamic counterparts (see Fig. 4). The final set of
simulations consisted in 11 equidistant runs in the interval v ∈
[−0.952,−0.951] for L = 24, 48, 96, 132, 192, 384. For L �
132, we performed MC simulations of lengths in the range
(0.5–2) × 108 MCS, for L = 192, in the range (1.1–4.0) ×
108 MCS, and for L = 384, in the range (2.3–8.7) × 108

MCS. In all cases, we discarded the first (1.1–1.8) × 104 τint

MCS; and we took (1.0–1.6) × 105 τint measurements. The
results shown in Figs. 5 and 6 for two universal ampli-
tudes support that the transition was in the interval v ∈
[−0.95132,−0.95130], so we performed three additional MC
simulations at the endpoints and the center of this interval
for L = 512. In these cases, the statistics was smaller: we
performed 4 × 108 MCS, discarded �3.6 × 103 τint MCS, and
took �3.2 × 104 τint measurements in each of these runs. No-
tice that the number of spins for L = 510 is 1.56 × 106. The
large amount of CPU time needed to perform 108 MCS for
L = 512 prevented us from performing more simulations at
other values of v for L = 510, or simulate larger systems for
v ∈ [−0.95132,−0.95130]. The numerical MC data can be
obtained by request from the corresponding author.

The total amount of CPU time needed for these simulations
(plus those reported in Sec. V) was approximately 9.6 years
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FIG. 6. The ratio ξ/L for the five-state BH-lattice AF Potts
model in the interval v ∈ [−0.95143, −0.95118]. Color code is as
in Fig. 5.

normalized to an Intel Xeon CPU E5-2687W running at
3.10 GHz.

B. Determination of the critical point

The goal of this section is to estimate the critical point vc

for this model. As mentioned at the end of Sec. IV A, the
interesting interval is v ∈ [−0.95132,−0.95130]. So we have
only considered the data points inside it, where the physical
quantities are approximately linear functions of v.

For each quantity O = U4, R, ξ/L shown in Figs. 7–9, we
have performed a simultaneous fit of the data with L � Lmin

FIG. 7. MC results for the Binder ratio U4 (19c) in the interval
v ∈ [−0.951325, −0.951295]. We show only data for L � 96 with
the color code as in Fig. 5. The solid curves correspond to the actual
nonbiased fit, and the golden dot, to our preferred result (38). Note
that the values of U4 behave monotonically with L.

FIG. 8. MC results for the Binder ratio R (22c) in the interval
v ∈ [−0.951325, −0.951295]. We show only data for L � 96 with
the color code as in Fig. 5. The solid curves correspond to the actual
nonbiased fit, and the golden dot, to our preferred result (39). The
black (resp. gray) labels refer to the curves (resp. data points).

to the generic Ansatz:

O(v; L) = Oc +
kmax∑
k=1

ak (v − vc)k Lkyt + b1 L−ω1 + · · · ,

(37)
where the dots represent higher-order FSS corrections. We
have varied the number of terms in the Ansatz (37) and the
number of data points entering the fit L � Lmin in order to
detect further FSS corrections. In this section, we will not
assume any hypothesis on any of the parameters in the Ansatz
(37).

FIG. 9. MC results for the ratio ξ/L (25) in the interval v ∈
[−0.951325, −0.951295]. We show only data for L � 96 with the
color code as in Figs. 5 and 8. The solid curves correspond to the
actual nonbiased fit, and the golden dot, to our preferred result (40).
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From Fig. 5 it is clear that U4 behaves close to the crossing
point in a more complicated way than R or ξ/L. This explains
why we had to use kmax = 4 in the Ansatz (37). The best fit is
obtained by fixing b1 = 0 and taking Lmin = 192. The results
are

vc = −0.951 308 64(9), (38a)

yt = 2.05(5), (38b)

U4,c = 3.075(3), (38c)

with χ2/DF = 1.92/2 and CL = 37.7%.
For the Binder ratio R, the best fit is obtained for kmax = 2,

b1 = 0 and Lmin = 384. The results are

vc = −0.951 310 3(6), (39a)

yt = 2.0(1), (39b)

Rc = 1.191(4), (39c)

with χ2/DF = 0.30/1 and CL = 58.5%.
Finally, for the ratio x = ξ/L, the best fit is obtained for

kmax = 1, b1 = 0, and Lmin = 384. The results are

vc = −0.951 307 2(5), (40a)

yt = 1.84(9), (40b)

xc = 1.218(7), (40c)

with χ2/DF = 7.35/5, and CL = 19.6%.
Notice that our preferred fits for each quantity have a rea-

sonable value of CL in the range ≈20%–59%. For the Binder
ratio U4, we needed an Ansatz with more terms than usual
(e.g., Ref. [21]). And in all cases, our data did not allow us
to determine the leading correction-to-scaling exponent ω in
(37).

Figures 6 and 9 show clearly that v = −0.95130 is in the
disordered phase, as ξ/L decreases as L increases (contrary
to what happens for the other two values of v in Fig. 9).
Let us recall that our definition of χ (22a) does not contain
the term 〈M〉2, so χ grows with L in the low-T phase. We
have ξ (−0.95130; 510) = 543(3) � L = 510. Therefore, for
the linear sizes that we are able to simulate, the correlation
length for v = vc + ε is slightly larger than the linear size, so
we should expect large corrections to scaling.

Looking at the three distinct estimates for vc, we see that
the dispersion among them is larger that the error bars. There-
fore, if we took into account the statistic and systematic errors,
we arrive at the conservative subjective estimate

vc = −0.951 308(2). (41)

This value agrees within errors with the result obtained in
Ref. [25] using MC simulations vc = −0.95132(2) but our er-
ror bar is one order of magnitude smaller. This is a significant
improvement.

If we look at the estimates of the thermal RG parameter
yt = 1/ν, we observe that they all agree within two standard
deviations and they are consistently larger than the previous
MC estimate yt = 2 − Xt = 1.505(5) [25]. A conservative es-
timate taking into account both the statistic and systematic
errors is

yt = 1/ν = 2.0(1). (42)

FIG. 10. MC results for the ratio CH/L1.21 in the interval v ∈
[−0.951325, −0.951295]. We show only data for L � 96 with the
color code as in Figs. 5 and 8. The solid curves correspond to the
actual biased fit (46), and the golden dot, to our preferred result (47).
The values of CH/L1.21 behave monotonically with L on the lhs of
the crossing point.

This result agrees well with the value expected for a first-order
phase transition yt = 2 in a 2D system [50–52]. If we fix yt =
2 in the Ansatz (37), we do not get any sizable improvement
in the determination of both vc and the universal amplitudes.
Finally, yt = 2 implies the following critical exponents in 2D
systems:

ν = 1/2, α = 2 − 2ν = 1, α/ν = 2. (43)

C. Determination of the static critical exponents

The goal of this section is to estimate the critical-exponent
ratios α/ν and γ /ν for this model. We are going to use the
same interval v ∈ [−0.95132,−0.95130].

For each quantity O = CH , χ shown in Figs. 10 and 11, we
have performed a simultaneous fit of the data with L � Lmin

to the generic Ansatz:

O(v; L) = LρO [Oc + a1 (v − vc) Lyt + a2 (v − vc)2

× L2yt + b1 L−ω1 + · · · ], (44)

where the dots represent higher-order FSS corrections, and ρO

is the corresponding critical exponent. Again, we have varied
both the number of terms in the Ansatz (44), and the number
of data points L � Lmin entering the fit as a precaution against
further FSS corrections.

Let us start with the specific heat CH . For this quantity, the
best results are always obtained from the simplest Ansatz a2 =
b1 = 0. If we perform this fit without assuming any value for
vc and yt , the best result corresponds to Lmin = 192:

vc = −0.951 313(1), (45a)

yt = 2.01(8), (45b)

α/ν = 1.03(2), (45c)

CH,c = 6.0(6) × 10−4, (45d)
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FIG. 11. MC results for the ratio χ/L1.766 in the interval v ∈
[−0.951325, −0.951295]. We show only data for L � 96 with the
color code as in Figs. 5 and 8. The solid curves correspond to the
actual biased fit (49), and the golden dot, to our preferred result (50).

with χ2/DF = 1.18/4, and CL = 88.2%. The value for vc

is 2.5 standard deviations away from our preferred estimate
(41), while the value for yt agrees within errors with the
estimate (42). Notice that the estimate for the ratio α/ν is not
compatible with the value of yt [cf. (43)].

We can try to improve the estimate for α/ν by performing
biased fits by assuming that vc = −0.951308 [cf. (41)] and
yt = 2 [cf. (42) and (43)]. In this case, the best fit comes from
Lmin = 384:

α/ν = 1.21(2), CH,c = 2.3(3) × 10−4, (46)

with χ2/DF = 1.63/3, and CL = 65.1%. As the error bar
in vc is 2 × 10−6, we have repeated the fits with the values
vc = −0.951306 and vc = −0.951310. We observe that the
dispersion in the previous estimates is larger than the corre-
sponding error bars. By taking into account these systematic
errors, our best (conservative) estimates are

α/ν = 1.21(7), CH,c = 2.3(12) × 10−4. (47)

The estimate for α/ν is ≈20% larger than in the nonbiased fit
(45), but it is still far away from the expected value for a first-
order phase transition α/ν = 2. Our final estimate is larger
than the previous MC estimate α/ν = 1.01(1) [25]. Finally,
the estimate for the amplitude CH,c is not very precise. The
results are depicted in Fig. 10.

We now consider the susceptibility χ (22a). For this quan-
tity, the best results are always obtained for b1 = 0. If we
perform this fit without any further assumption, the best one
corresponds to Lmin = 192:

vc = −0.951 309(1), (48a)

yt = 1.75(6), (48b)

γ /ν = 1.786(9), (48c)

χc = 0.92(4), (48d)

with χ2/DF = 2.81/3, and CL = 42.2%. The value for vc

agrees within errors with our preferred estimate (41). How-
ever, our estimate for yt is ≈4 standard deviations from the
estimate (42).

Again, we may improve the estimate for γ /ν by perform-
ing biased fits by assuming that vc = −0.951308 [cf. (41)]
and yt = 2 [cf. (42) and (43)]. In this case, the best fit comes
from Lmin = 384:

γ /ν = 1.766(9), χc = 1.03(6), (49)

with χ2/DF = 1.09/2, and CL = 58.0%. Again, by repeating
the fits with vc = −0.951306 and vc = −0.951310, we ob-
serve that the dispersion among the estimates is larger than
their statistical errors. By taking into account this dispersion,
our best estimates are

γ /ν = 1.77(4), χc = 1.0(2). (50)

The estimate for γ /ν agrees within errors with that from the
nonbiased fit (48), but it is still � 6 standard deviations from
the expected value γ /ν = 2 for a first-order phase transition.
On the other hand, our final estimate agrees within errors
with the value quoted in the literature γ /ν = 1.774(8) [25].
Finally, our estimate for the amplitude χc is not very precise
(see Fig. 11).

D. Determination of the dynamic critical exponents

The goal of this section is to study how the integrated
autocorrelation time for the slowest mode of the WSK al-
gorithm (i.e., τint,M2 ) behaves close to the critical point vc.
In particular, we would like to tell whether τint,M2 ∼ Lzint,M2 ,
or τint,M2 ∼ L2σo,d L. Again, we will focus on the interval
v ∈ [−0.95132,−0.95130].

In this case, we have performed biased fits to two different
Ansätze: a power-law one like in (44), and an exponential one
in which the term LρO in (44) has been replaced by e2σo,d L.

In the first case, our preferred fit corresponds to a2 = b1 =
0 and Lmin = 384:

zint,M2 = 1.54(6), τc = 0.6(2), (51)

with χ2/DF = 3.86/3, and CL = 27.7%. We have repeated
the fits with vc = −0.951306 and vc = −0.951310, and in
this case, the dispersion of the estimates is only slightly larger
than the error bars:

zint,M2 = 1.54(6), τc = 0.6(3). (52)

The results are shown in Fig. 12.
If we consider the exponential Ansatz, we also obtain the

best estimates for a2 = b1 = 0 and Lmin = 384:

2σo,d = 0.0035(1), τc = 1.63(9) × 104, (53)

with χ2/DF = 3.86/3, and CL = 27.7%. Again, we have re-
peated the fits with vc = −0.951306 and vc = −0.951310,
and in this case, the dispersion of the estimates is smaller
than the error bars quoted in (53). The results are displayed
in Fig. 13.

The quality of the fits (51)/(53) is the same, so we do
not have arguments in favor of any of the two Ansätze. The
power-law Ansatz implies that the dynamic critical exponent
(51) is somewhat smaller than the exponent associated to
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FIG. 12. MC results for the integrated autocorrelation time
τint,M2/L1.54 in the interval v ∈ [−0.951325, −0.951295]. We show
only data for L � 96 with the color code as in Figs. 5 and 8. The
solid curves correspond to the actual biased fit (51), and the golden
dot, to our preferred result (52).

single-site algorithms �2. On the other hand, the exponential
Ansatz predicts a very small interface tension (53).

V. HISTOGRAM ANALYSIS

In the previous section we have seen several indications
that the transition undergone by the five-state BH-lattice AS
Potts model was first order, but there were other estimates
pointing to the second-order nature of that transition. The use
of histograms for analyzing simulations has a long story (see,

FIG. 13. MC results for the integrated autocorrelation time
τint,M2 e−0.0035L in the interval v ∈ [−0.951325, −0.951295]. We
show only data for L � 96 with the color code as in Figs. 5 and 8. The
solid curves correspond to the actual biased fit (53), and the golden
dot, to our preferred result (53).

e.g., the list of references in Ref. [65]). Actually, for certain
class of models (that include the q-state FM Potts model at
large q) there is a rigorous theory [69,70] (see also Ref. [65]).
In particular, it was proven that for the 2D q-state FM Potts
model at large q, the partition function can be written as

Z (β; L) = e−L2β fd (β ) + qe−L2β fo(β ) + O(e−bL )e−Ld β f (β ),

(54)
for some positive constant b > 0. In Eq. (54) periodic bound-
ary conditions are assumed, fd (β ) and fo(β ) are smooth
functions independent of L, and f (β ) = min( fd (β ), fo(β )).
The free energy of the model is given by fo(β ) (resp. fd (β ))
when β � βc (resp. β � βc). By using an inverse Laplace
transform [92], one can recover the phenomenological two-
Gaussian Ansatz introduced by Binder, Challa, and Landau
[71,72], with the correct weight for the Gaussians.

One may think that a priori the five-state BH-lattice AF
Potts model does not allow the use of the histogram method:
it is an AF model with a nonzero entropy density at T = 0.
However, this might not be the case: the results discussed in
Appendix B indicate that this model has an ordered low-T
phase in which five distinct phases coexist. This situation is
similar to the one found for the three-state diced-lattice AF
Potts model [21]. For that model, a contour analysis was
used to prove the existence of a finite-T phase-transition point
(see also Ref. [93] for more details and generalizations). In
conclusion, we consider it makes sense to use the histogram
method to study the nature of the phase transition of our
model. Furthermore, we were able to find two peaks in the
energy probability distribution PL(v; {E}) for some of the
MC simulations described in Sec. IV. However, as shown in
Ref. [94], a two-peak signal does not always imply a first-
order phase transition: one has to analyze carefully how these
peaks behave as L is increased.

First, we have extrapolated the MC histograms at v =
−0.95131 for L � 96 to the bulk critical point vc =
−0.951 308 [cf. (41)] using the Ferrenberg-Swendsen [66]
method. The probability distributions shown in Fig. 14 have
been normalized in the following way. First, the energy E
has been normalized as in Eq. (19a), so it varies in the in-
terval [0,1]. On the other hand, the number of values the
energy can take in each simulation increases with L (see
below). Therefore, the “raw” probability distributions cannot
be compared directly. In order to be able to do so, we have
divided the whole interval E/|EBH| ∈ [0, 0.2] (where the in-
ternal energy is constrained close to the critical temperature)
into 100 bins and recompute the probability distributions with
this new common bin size. In this way we obtain the right
normalization factor for each histogram, such that they can be
compared when plotted all together as in Fig. 14. It is clear
that there is a single peak for L � 192; but for L = 384 we
see a small plateau that develops into a small “bump” for
L = 510. So, from the study of the histograms at v = vc, we
see that L = 510 is actually too small for our model to show a
clear double-peak structure (if any).

A. Analysis when the peaks have the same height

As noted in Ref. [95], at the point vCH,max where the
specific heat CH (vCH,max ; L) attains its maximum value, the
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FIG. 14. Energy histograms for the five-state BH-lattice AF Potts
model at the critical point vc = −0.951 308 [cf. (41)] for L = 96
(violet), L = 132 (pink), L = 192 (blue), L = 384 (red), and L =
510 (black). The label Eo (resp. Ed ) shows the energy peak for the
ordered (resp. disordered) phase. The peak at Eo becomes higher and
narrower as L increases.

energy probability distribution PL(vCH,max ; E ) typically shows
two peaks of similar heights. This phenomenon is also ob-
served in our system but only when L � 96. For L = 48, we
find only a broad peak but not two peaks. This means that
if the transition is first order, then we need to study systems
with linear sizes L � 96. In practice, we made a long MC
simulation close to that point, and then used the Ferrenberg-
Swendsen method to find the point v◦(L) for which the heights
of these two peaks were equal. This method of locating the
temperature for which the energy histogram displays two
equal peak has been successfully used in the literature to study
first-order phase transitions [65,94,96,97]. One good property
of this method is that we do not need the exact position of the
bulk critical temperature vc.

For L = 48 we made a long MC simulation at the
point v◦ = −0.95029 where the histogram displayed a
broad peak (see Fig. 15). For the other values of L =
96, 132, 192, 384, 510, we have performed a long MC sim-
ulation at a temperature v1, for which the histogram showed
a two-peak structure, but with unequal heights; we then used
the Ferrenberg-Swendsen method to locate the nearby temper-
ature v◦(L) for which the histogram had two peaks of identical
height. The probability distributions shown in Fig. 15 have
been normalized as in Fig. 14.

The values of v1 and v◦ are displayed on the second and
third columns of Table I. The length of each MC simula-
tion (“MCS”), the number of discarded MCS (“Disc.”), and
the number of measurements (“Meas.”) are also displayed
in Table I. For 48 � L � 384, we have discarded �1.1 ×
104 τint,M2 and taken �105 τint,M2 measures. The statistics for
L = 510 is smaller: we have discarded �3.6 × 103 τint,M2 and
taken �3.2 × 104 τint,M2 , measures.

FIG. 15. Energy histograms for the five-state BH-lattice AF Potts
model at v = v◦(L) for L � 48. The color code is as in Fig. 14. See
Table I for the values of v◦(L). The label Eo (resp. Ed ) shows the
energy peak for the ordered (resp. disordered) phase.

We have followed a procedure to estimate the quantities
displayed in Table I which is based on the Ferrenberg-
Swendsen algorithm and on the jackknife method to estimate
the error bars (see, e.g., Refs. [67,68] and references therein).

First, for each MC simulation performed at v1 = v1(L),
we store the measured energy E into N = 20 histograms
H (i)

L = H (i)
L (v1(L); {E}). The jth bin H (i)

L (E j ) of the ith his-
togram H (i)

L contains the number of times the energy value
E j ∈ �E (L) = [Emin(L), Emax(L)] has appeared in the ith part
of that MC simulation. Indeed, the probability distribution of
the energy is given by

P(i)
L (v1; E j ) = H (i)

L (v1; E j )∑
Ek∈�E (L)

H (i)
L (v1; Ek )

. (55)

Each histogram H (i)
L contains �5 × 103 τint,M2 measures for

L � 384, and �1.6 × 103 τint,M2 measures for = 510. Due
to the large values for the autocorrelation times for the WSK

TABLE I. For each value of L = 48, 96, 132, 192, 384, 510,
we show the temperature v1 where the MC simulation was per-
formed, the temperature v◦(L) for which the extrapolated probability
distribution PL (v◦; {E}) shows a two-peak structure with peaks of
the same height, the total number of MCS, the number of dis-
carded initial steps (“Disc.”), and the number of performed measures
(“Meas.”).

L v1 v◦ MCS Disc. Meas.

48 −0.95029 2 × 108 2 × 107 1.8 × 108

96 −0.95095 −0.950955(1) 2 × 108 2 × 107 1.8 × 108

132 −0.95110 −0.951098(1) 2 × 108 2 × 107 1.8 × 108

192 −0.95119 −0.951193(1) 4 × 108 4 × 107 3.6 × 108

384 −0.95127 −0.9512722(2) 9 × 108 10 × 107 8.0 × 108

510 −0.95130 −0.9512864(2) 4 × 108 4 × 107 3.6 × 108
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algorithm, this choice is a compromise between a number of
blocks of order 102, and a size of each block of order 104τint

needed to apply the jackknife method according to Ref. [67].
The number of energy values δE (L) = Emax(L) − Emin(L) in-
creases with L: δE (96) = 991, δE (132) = 1451, δE (192) =
2459, δE (384) = 6500, and δE (510) = 9521.

Let us fix L, and suppose that, if we extrapolate the
histograms H (i)

L (v1) to a nearby temperature v◦, we get a two-
peak structure with peaks of equal height. Then we performed
the following procedure to extract the relevant physical infor-
mation:

(a) First, we obtained the probability distributions
P(i)

L (v1; {E}) using (55). The total probability distribution is
given by

PL(v1; {E}) = 1

N

N∑
i=1

P(i)
L (v1; {E}) (56)

because the normalization of every histogram is the same and
equal to the total number of measurements. The computations
in this procedure have been carried out using MATHEMATICA

with 50-digit precision.
(b) We then obtained the extrapolated probability distribu-

tions P(i)
L (v◦; {E}) at v = v◦ using the Ferrenberg-Swendsen

method. Likewise, we obtain the total probability distribution
PL(v◦; {E}).

(c) We also needed an estimate of the error bars in the val-
ues of PL(v◦; E j ) for each E j ∈ �E (L). We used the jackknife
method to compute such error bars. Due to the large amount of
data involved, we assumed that each bin was statistically inde-
pendent of the other bins, i.e., cov(PL(v◦; E j ), PL(v◦; Ek )) = 0
for any j 
= k. Indeed, the jackknife estimate for the mean
value of the jth bin coincides with PL(v◦; E j ), so we recorded
the corresponding error bars σ (PL(v◦; E j )). The assumption of
neglecting the off-diagonal terms of the covariance matrix is
not true in general, so our error bars might be either underesti-
mated or overestimated. This is a warning in order to interpret
correctly the following fits.

(d) The next step was to locate the position of both peaks
and the valley of the probability distribution PL(v◦; {E}) and
certain energy intervals containing them (see Fig. 16). If the
peaks of the probability distribution have heights Po = Pd , and
the valley in between them, Pm, then we define the quantities
Po,w = Po/e and ε = (Po − Pm)/4. As seen in Fig. 16 for the
case L = 384, the fit to obtain the peak at Eo should be per-
formed in the energy interval [E1, E2], the fit for the valley,
in the interval [E3, E4], and the fit for the peak at Ed , in the
interval [E5.E6].

(e) For each energy interval, we fitted the logarithm of the
probability distribution to a cubic Ansatz [92]:

− log
(
PL(v◦; {E )}) = A + B E + CE2 + DE3. (57)

As discussed in Ref. [92], Fig. 1, close to a peak, a quadratic
Ansatz is not enough: a cubic term is needed. These three
fits allowed us to obtain the location of the three extremal
points Eo(L), Ed (L), and Em(L), the values of the probability
distribution at them [namely, Po(L), Pd (L), and Pm(L), respec-
tively], and three derived quantities: the latent heat �E (L) =

FIG. 16. Energy histogram for the five-state BH-lattice AF Potts
model at v = −0.9512722 for L = 385 (red). The blue curves are the
actual fits around the two peaks and the valley. We show the limits
where these fits were performed. See point (d) for an explanation of
the labels.

Ed (L) − Eo(L), the ratio

R2(L) =
√

Po(L) Pd (L)

Pm(L)2
(58)

(which is related to the interface tension [98]), and the ratio
R1(L) = Po(L)/Pd (L), which is expected to be 1 if both peaks
have the same height. Notice that both ratios Ri(L) are in-
dependent of the histogram normalization. For all these fits,
we obtained 0.13 � χ2/DF � 0.57. The fact that this ratio is
always smaller than 1 indicates that our error bars are a bit
overestimated.

(f) In order to compute the errors of the above estimates,
we first tried a jackknife approach, but the error bars were
unrealistically small: e.g., Ei(L) ∼ 10−2 and σ (Ei(L)) ∼ 10−8

for i ∈ {o, d, m}. These error bars make no sense, as the rel-
ative error in the probability distribution around the peaks or
the valley is of order �10−3.

Therefore, we estimated the above physical quantities for
each probability distribution P(i)

L (1 � i � N), and then we es-
timated the corresponding error bars assuming that the results
obtained from each P(i)

L were statistically independent of the
rest. Indeed, the errors for the P(i)

L (v◦, {E}) should be multi-
plied by a factor

√
N to take into account that the number of

measurements in each histogram P(i)
L is N times smaller than

the number of measurements in PL. For all the performed fits,
we obtained 0.10 � χ2/DF � 0.57; these bounds are similar
to those obtained in (e) and again are always smaller than 1.

(g) Finally, in order to find the error bar of the extrapolated
temperature v◦ shown in Table I, we varied v◦ so that the ratio
R1(L) differ from our best estimate by one standard deviation.
Actually, we checked that the dispersion of our estimates
was very similar to the error bars found for our preferred
value for v◦.
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TABLE II. For each value of L = 96, 132, 192, 384, 510, we
show on the top part, the estimates for the position of the two peak
Eo(L) and Ed (L), and the position of the valley Em(L) for v = v◦(L)
given in Table I. In the lower part, we show the estimates for the
ratios R1, R2 (58), and the latent heat �E .

L Eo Ed Em

96 0.011 565(5) 0.012 568(3) 0.012 083(9)
132 0.011 504(3) 0.012 484(2) 0.012 017(5)
132 0.011 481(2) 0.012 394(2) 0.011 974(3)
384 0.011 491(1) 0.012 249 3(7) 0.011 910(2)
510 0.011 501(1) 0.012 203(1) 0.011 891(3)

L R1 R2 �E

96 1.001(7) 1.072(1) 0.001 403(6)
132 1.000(7) 1.152(4) 0.000 980(3)
192 1.00(1) 1.277(3) 0.000 913(2)
384 1.00(1) 1.595(5) 0.000 758(1)
510 1.00(1) 1.78(1) 0.000 702(2)

The final results for our procedure are summarized in
Table II. Let us analyze the data shown in Table II. Even
though the phenomenological two-Gaussian Ansatz [71,72]
predicted that the position of the peaks Eo(L) and Pd (L) had no
L dependence, it was shown in Refs. [65,96] that these posi-
tions at the bulk critical point varied linearly in 1/L for 2D FM
Potts models with q = 8, 10. Moreover, in Ref. [92], it was
argued that this dependence was actually linear in 1/L2. In our
case, we are not at the bulk critical temperature, but it is easy
to show using the phenomenological two-Gaussian frame-
work, that imposing PL(v◦, Eo) = PL(v◦, Ed ) leads to Ei(L) =
Ei + O(1/L2) for i = o, d , and v◦(L) = vc + O(1/L2) for a
2D system. Therefore, looking at Fig. 17, we have used the
Ansatz

Ei(L) = Ei + A/L + B/L2, i ∈ {o, d, m}. (59)

The best results correspond to Lmin = 132 (DF = 1):

Eo = 0.011 544(5), (60a)

Ed = 0.012 052(5), (60b)

Em = 0.011 828(9). (60c)

The values of χ2 are 0.70, 2.46, and 4.87 × 10−3, respectively.
The corresponding confidence levels are 40.4%, 11.7%, and
94.4%.

TABLE III. For each value of L = 96, 132, 192, 384, 510, we
show the estimates for the position of the ordered peak Eo(L) ob-
tained from the histogram at v = vc (see the lower curve labeled
“Eo,c” in Fig. 14).

L Eo

96 0.011 136(2)
132 0.011 209(2)
192 0.011 286(3)
384 0.011 394(5)
510 0.011 430(6)

FIG. 17. Estimates for the energies Ed (L) (red), Em(L) (black),
and Eo(L) (blue) obtained from the histograms at v◦(L) for L � 96.
The data are displayed in Table II, and the error bars are smaller than
the size of the points. The curves correspond to the actual fits to the
Ansatz (59). The pink points correspond to the estimates for Eo,c(L)
obtained from the histograms at v = vc (see Table III), and the pink
curve is the actual fit to those points (71).

For the latent heat �E (L), we have first used the same
Ansatz (59), and the best results correspond to Lmin = 132:

�E = 0.000 511(6), (61)

with χ2/DF = 3.57/1 and CL = 5.89%. This last value is
rather poor, so we tried to add a cubic term C/L3 to the Ansatz
(59). In this case, we get a better fit for Lmin = 96:

�E = 0.000 48(1), (62)

with χ2/DF = 0.22/1 and CL = 66.6%. Both fits (61) and
(62) are shown in Fig. 18.

It is clear from either the study of the position of the peaks
Eo and Ed (60), or equivalently, from the study of the latent
heat (61) and (62), that the transition is of first order. In the
latter case, the estimates for the latent heat are many standard
deviations away from �E = 0. Notice that the value of the
latent heat (per edge) is two orders of magnitude smaller than
the latent heat for the five-state square-lattice FM Potts model
�E = 0.026 459 378 . . . [5], which is one canonical example
of a very weak first-order phase transition.

We have also fitted the quantity v◦(L) displayed in Table I
to a power-law Ansatz:

v◦(L) = vc + L−ω. (63)

The best result corresponds to Lmin = 96:

vc = −0.951 311 0(7), (64a)

ω = 1.60(1), (64b)

with χ2/DF = 1.06/2, and CL = 58.9% (see Fig. 19).
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FIG. 18. Estimates for the latent heat �E (L) obtained by using
the histogram method for L � 96. The data are displayed in Table II,
and the error bars are smaller than the size of the points. The curve
labeled “quadratic” corresponds to the Ansatz (59) and the results
(61). The other curve labeled “cubic” corresponds to a cubic Ansatz
and the results (62).

This result for vc is slightly smaller than the MC estimate
vc = −0.951 308(2) (41); but the difference is only 1.5 stan-
dard deviations of the latter estimate. Notice that the exponent
in (64) is expected to be ω = 2. This difference can be ex-
plained by the fact that our lattices are too small to attain the
expected asymptotic behavior.

Let us now consider the ratio R2(L) (58). If this ratio grows
as L increases, it means that the value of Pm(L) becomes
exponentially small with respect to the values Po(L) = Pd (L).

FIG. 19. Estimate of the pseudocritical temperature v◦(L) for
L � 96 displayed in Table I. The corresponding curve corresponds
to the Ansatz (63). The blue point at 1/L = 0 is the MC estimate
(41).

FIG. 20. Estimates for the ratio R2(L) for L � 96 and displayed
in Table I. The curve corresponds to the Ansatz (65).

The data are displayed in Table I. We have tried a power-law
fit with a constant:

R2(L) = A Lω + B. (65)

We obtain a good fit for Lmin = 96:

ω = 0.65(3), (66)

with χ2/DF = 0.65/2 and CL = 72.2% (see Fig. 20).
Finally, we are going to consider the interface tension

σod (L). Notice that this study is usually performed at the bulk
critical temperature by defining the estimate for a 2D system
of linear size L as [92,98]:

2σod (L) = 1

L
log(R2(L)). (67)

However this method has also been applied at the pseudocrit-
ical temperature v◦(L), where the two peaks attain the same
height [99]. (See also the discussion in Ref.[ [92], end of Sec.
3].) The data are depicted in Fig. 21. The behavior of 2σod (L)
is nonmonotonic with L, so we do not expect a very good fit
due to the small number of data points we have. We have tried
a quadratic fit in 1/L:

2σod (L) = 2σod + A/L + B/L2. (68)

The best result corresponds to Lmin = 132:

2σod = 0.000 81(4), (69)

with χ2/DF = 2.08/1 and CL = 14.9%. If we add a cubic
term C/L3 to the Ansatz (68), we find a good result for Lmin =
96:

2σod = 0.000 65(8), (70)

with χ2/DF = 0.059/1 and CL = 80.7%.
For a first-order phase transition, we expect that 2σod (L)

has a positive limit when L → ∞. If the transition is second-
order, this limit is expected to be zero. For the five-state
FM Potts model on the square lattice, the interface surface
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FIG. 21. Estimates for the interface tension 2σod (L) (67) for
L � 96 obtained from the ration R2(L) displayed in Table I. The
blue curve corresponds to the quadratic Ansatz (68). The red curve
corresponds to a cubic Ansatz in 1/L.

is given by σod = 0.000 398 050 . . . [97,100]. This number is
one order of magnitude smaller than the estimate we obtained
using the growth of the autocorrelation time [cf. (53)], but is
of the same order of magnitude than the previous estimates
(69) and (70). Therefore, even though our results are small,
they are not consistent with zero, and there are well-known
first-order phase transitions with interface tension this small.

In any case, our results (69) and (70) are consistent with
a first-order phase transition; but the difference between both
estimates indicate that we have not attained yet the asymptotic
regime. Moreover, the exponent ω found for the growth of
the ratio R2(L) (66) is not consistent with the expected result
ω = 1 for a 2D system [92]. Again, these results should be
interpreted with a grain of salt, as the linear sizes of the
simulated systems are not large enough.

B. Analysis at the critical temperature

We have followed the same procedure to estimate the value
of Eo(L) from the histograms at v = vc (see Fig. 14). This is a
consistency check for the procedure followed in the previous
section. In this case, we have fitted the data close to the peak at
Eo(L), which in this case we have chosen to be in the interval
[Po(L), Po(L)/2]. [Choosing Po(L)/e will lead to points too
close to the incipient small bump at Ed (L).] The mean value
comes from the estimates obtained at vc = −0.951 308(2)
(41); and the error bars take into account the statistical errors,
as well as the dispersion obtain by repeating the procedure
at v = −0.951 306 and vc = −0.951 310. The data are dis-
played in Table III and depicted in the lowermost curve of
Fig. 17.

We have used the quadratic Ansatz in 1/L (59), and we
obtain a good result for Lmin = 96:

Eo = 0.011 527(8), (71)

TABLE IV. For each value of L = 96, 132, 192, 384, 510, we
show the estimates for the position of the maximum of the specific
heat vCH,max , the value of such maximum CH,max, the position of
the minimum of the Binder cumulant vU4,min , and the value of such
minimum U4,min.

L vCH,max CH,max vU4,min U4,min

96 −0.950 962(2) 0.094 7(1) −0.950 961(3) 2.203(3)
132 −0.951 101(1) 0.127 8(2) −0.951 096(2) 2.104(3)
192 −0.951 193 4(7) 0.186 7(2) −0.951 189 7(9) 2.009(2)
384 −0.951 271 4(2) 0.404 8(6) −0.951 270 8(3) 1.831(2)
510 −0.951 285 7(2) 0.571(1) −0.951 284 8(4) 1.775(3)

with χ2/DF = 1.34/2 and CL = 51.1%. This value dif-
fers from the previous estimate (60a) by ∼1.7 × 10−5, i.e.,
roughly two standard deviations given in (71).

Finally, we could find the position of the small “bump”
displayed by the probability distribution for L = 510 (see
Fig. 14). Using this value, we could estimate the latent heat

�E (510) = 0.000 708(6), (72)

which agrees well with the estimate obtained in the previous
section (see Table II).

C. Other physical quantities

It is well known [65,69–72,74] that the specific heat for
a 2D system undergoing a first-order phase transition has a
maximum value CH,max(L) at a point vCH,max (L) such that

vCH,max (L) = vc + A L−2 + · · · , (73a)

CH,max(L) = A L2 + B + C L−2 + · · · , (73b)

where the dots represent higher-order powers in L−2. Similar
results are obtained for the minimum of the Binder cumulant
U4:

vU4,min (L) = vc + A L−2 + · · · , (74a)

U4,min(L) = A L2 + B + C L−2 + · · · , (74b)

By using the Ferrenberg-Swendsen extrapolation method,
we have been able to locate these maxima of the specific heat
for L � 96. We have used the same method as in Sec. V A:
(1) Obtain the mean values for vCH,max (L),CH,max(L) by using
the whole set of measurements and (2) in order to estimate the
error bars, split this set of measurements into N = 20 groups
with identical size, compute estimates for these quantities
within each group, and obtain its mean value and standard
deviation assuming that the results coming from each group
are statistically independent from the rest. These results are
displayed in Table IV. We also performed a jackknife analysis
of these data, but again the error bars were too small: e.g.,
for L = 192, the jackknife estimate for the error bar is ≈10−5

(i.e., 20 times smaller that the error quoted in Table IV).
However, the value of the specific heat for the original MC
simulation is CH (−0.95119; 192) = 0.187(2). This error bar
is 10 times the error quoted in Table IV but 200 times larger
than the jackknife one. Therefore, we conclude that the latter
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FIG. 22. Estimates of the pseudocritical temperatures vCH,max

(black points) and vU4,min (violet points) for L � 96 displayed in Ta-
ble IV. The corresponding curves (that are almost indistinguishable)
correspond to the Ansatz (75) for the latter (red curve) and (79) for
the former (dark gray curve). The blue point at 1/L = 0 is the MC
estimate (41).

errors are too small, and we prefer to consider the more con-
servative ones displayed in Table IV. In a similar way we have
obtained the corresponding results for the mimima of U4(L).

Let us consider the values of vCH,max (L). If we use the Ansatz
[inspired by the exact result (73a)]:

vCH,max (L) = vc + A L−ω, (75)

we obtain a good fit for Lmin = 132:

vc = −0.951 312(1), (76a)

ω = 1.54(3), (76b)

with χ2/DF = 0.32/1, and CL = 57.0%. See the red curve in
Fig. 22. These results are very similar to the ones we obtained
for v◦(L) [cf. (64)].

Similarly, we used the Ansatz

CH,max(L) = A Lω + B, (77)

which is inspired by the exact result (73b). The “best” result
is obtained for Lmin = 132:

ω = 1.275(5), (78)

with χ2/DF = 5.97/1 and CL = 1.45%. The confidence level
is rather poor. The best explanation we have is that the sizes
of our systems are still too small compared to the infinite-
volume (finite) correlation length ξc at v = vc. Notice that
ω = 1.275(5) is compatible within errors with the estimate for
α/ν = 1.21(7) (46) obtained in Sec. IV C from the standard
FSS analysis of the MC data (see Fig. 23).

Let us now repeat the same analysis for the Binder cumu-
lant U4. If we consider the values of vU4,min (L) and use the
Ansatz

vU4,min (L) = vc + A L−ω, (79)

FIG. 23. Estimates for the maximum value of the specific heat
CH,max(L) as a function of L � 96. The data are displayed in Table IV.
The curve corresponds to the Ansatz (77). Error bars are smaller than
the symbols.

the “best” fit is obtained for for Lmin = 96:

vc = −0.951 313(1), (80a)

ω = 1.53(2), (80b)

with χ2/DF = 4.67/2, and CL = 9.68%. These results are
very similar to the ones we obtained for (76) and to those for
v◦(L) [cf. (64)].

For the mimimum value of U4, we first used the Ansatz

U4,min(L) = U4,c + B L−ω. (81)

The “best” result is obtained for Lmin = 96:

U4,c = 0.7(2), (82a)

ω = 0.20(3), (82b)

with χ2/DF = 8.77/2, and CL = 1.25%. The confidence
level is rather poor. This is the blue curve on Fig. 24. One flaw
of this result is that the value for U4,c < 1, which is impossible
[74]: U4,c � 1, and it attains the value U4,c = 1 when it is
the sum of two δ functions. Therefore, we tried the following
Ansatz:

U4,min(L) = U4,c + A L−1 + B L−2, (83)

as the behavior of U4,min(L) seems rather smooth as a function
of 1/L on Fig. 24. The result in this case is

U4,c = 1.575(8), (84)

for Lmin = 132, χ2/DF = 9.02 × 10−8/1, and CL = 100%.
This result corresponds to the red curve on Fig. 24. Probably
the right value is somewhere in between these two values, as
we have seen in other fits that the expected asymptotic regime
has not been attained due to the fact that L � ξc.
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FIG. 24. Estimates for the minimum value of the Binder cumu-
lant U4,min(L) as a function of L � 96. The data are displayed in
Table IV. The lower blue curve corresponds to the Ansatz (81), and
the upper red curve to the Ansatz (83). Error bars are smaller than the
symbols.

VI. CONCLUSIONS

In this paper we have performed a high-precision MC
study of the five-state AF Potts model on the BH lattice. We
have found that there is a low-T phase where five distinct
phases coexist (see Appendix B) and a standard paramagnetic
disordered phase at high temperature. In between there is a
phase transition at vc = −0.951 308(2), which is one order of
magnitude more precise than previous determinations [25].

The “standard” analysis of the MC data gives a value for
the exponent yt = 1/ν = 2.0(1), which is compatible within
errors with the expected value for a first-order phase transition
in a 2D system [50–52]. However, the values of the critical-
exponent ratios are far from the expected ones: namely, α/ν =
1.21(2) and γ /ν = 1.766(9). (The expected values of these
ratios is 2 for a 2D system undergoing a first-order phase
transition.) Notice that there is a clear inconsistency between
the values of 1/ν = 2.0(1) and α/ν = 1.21(2): below the up-
per critical dimension D < 4, the “hyperscaling” relation for
a D-dimensional system is expected to hold (see Ref. [101],
Sec. 1.3):

(2 − α)/ν = D. (85)

The lhs is ≈2.79, while the rhs is equal to D = 2.
Concerning the dynamics of the WSK algorithm, its slow-

est mode turns out to be the square magnetization M2 (12). It
is clear from the MC data (see Fig. 4) that the system suffers
from critical slowing down: the autocorrelation times diverges
close to the bulk critical point. If we assume that this diver-
gence is like a power (as in second-order critical points [64]),
we obtain the dynamic critical exponent zint,M2 = 1.54(6).
This is smaller than the expected value (�2) for single-site
MC algorithms. On the other hand, if we assume the expo-
nential growth τint,M2 ∼ exp(σod L) which characterizes the

behavior for a first-order phase transition on a 2D system, we
find a very small interface tension σod = 0.0035(1).

It is worth noticing that the fits for the universal amplitudes
R, U4, and ξ/L (see Figs. 7–9), even though they needed
Lmin = 192, 384, the curves for smaller values of L were
not too far from the corresponding data points. However,
the fits for CH , χ , and τint,M2 did need Lmin = 384, and the
curves for smaller values of L look quite far away from the
corresponding points (especially for the dynamic data; see
Figs. 10–13).

Due to the fact that some results were in good agreement
with a first-order phase transition, while others pointed in
the other direction, we analyzed the data using the histogram
method. Even though one can get only some partial results
from the energy histograms extrapolated to the bulk critical
point vc, the whole picture can be studied by considering these
histograms extrapolated to a pseudocritical temperature v◦(L)
defined as the one such that the histogram has two peaks
of equal height. Notice that this two-peak structure appears
only for L � 96, while it is absent for L � 48. The first result
is that there is a tiny latent heat (per edge) for this system
�E = 0.000 48(1) (and the position of the peak correspond-
ing to the low-T ordered phase Eo was in good agreement
with the estimate obtained from the histograms at vc). We
call it “tiny” because it is two orders of magnitude smaller
than the latent heat for other weak first-order phase transitions
[5,20]. From this result, we conclude that the transition is
an extremely weak first-order one. Indeed, the extrapolation
of the pseudocritical points v◦(L) agrees well with the value
obtained in the “standard” analysis of the MC data.

We could also estimate the interface tension σod from these
histograms extrapolated at v◦(L). Its behavior with 1/L is not
monotonic, and we do not have many data points. So the
results are not very conclusive: σod = 0.000 7(1). This value is
five times smaller from the estimate obtained from the growth
of the autocorrelation time τint,M2 (see Fig. 21).

Finally, we also considered the position of the maximum
of the specific heat and the minimum of U4, leading to
new pseudocritical temperatures vCH,max and vU4,min , respec-
tively (see Fig. 22). Their behavior is very similar to that of
v◦(L), and the extrapolated values are close to the bulk crit-
ical point vc, although in general the estimates coming from
the histogram method are slightly smaller than that coming
from the standard MC analysis [e.g., −0.951 311(2) versus
−0.951 308(2)]. We also tried to analyze how the maximum
of the specific heat CH,max and the minimum of the Binder
cumulant U4,min behave with L. Notice that the confidence
levels for the power-law fits to these quantities are rather poor
(see Figs. 23 and 24).

The result that the transition is an extremely weak first
order implies that the correlation length at the bulk critical
point is very large, but finite. For instance, for the five-state
FM Potts model on the square lattice, we have that [97,100]

σod ≈ 3.981 × 10−4, ξd = 1

σod
≈ 2.512 × 103, (86)

where ξd is the critical correlation length on the disordered
phase. Even though these figures do not correspond to our
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system, they can give us an order of magnitude. For instance,
the interface tension is of the same order as the one obtained
from the histogram method. The fact that ξd ∼ 103 implies
that the linear size of our systems are fairly small to “see” the
correct scaling for a first-order transition. This is probably the
reason why we do not get the expected values for γ /ν and
α/ν, and the estimates for the interface tension do not agree
among them.

For future work, the main problem left is to find a lattice
G such that the five-state G-lattice AF Potts model is critical.
With respect to the five-state BH-lattice AF Potts model, there
are two interesting technical problems to be solved: (1) Find
the height representation for this model at T = 0. As it is
not disordered at all temperatures, it should have one such
representation, as claimed by Henley [57]. (2) Even though
the numerical data support the idea that WSK is ergodic for
this lattice at T = 0, we need a rigorous proof of such a
claim. This would be a step towards proving the ergodicity
of the WSK algorithm for the five-state AF Potts model on the
triangular lattice.
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APPENDIX A: THE RIGHT STAGGERING

In this Appendix we will discuss the choice we have made
for the staggering. If q = 3, then the “obvious” staggering
would be to choose φA = 0, φB = 2π/3, and φC = −2π/3.
This choice is motivated by the fact that at T = 0, the BH
graph has a unique 3-coloring modulo global permutations
of colors. Moreover, for q = 4 and T = 0, previous studies
[25] indicate that sublattice A (the one with the largest-degree
vertices) is ordered, while the other two sublattices are disor-
dered. For q = 5, one would expect naively similar behavior.

One way to find the right staggering is the following. We
first define the magnetization density Mk [cf. (9) and (10)]
for each sublattice k ∈ {A, B,C} as

Mk = 1

|Vk|
∑
x∈Vk

σx. (A1)

We now define the mean value of the product of two of such
magnetizations densities

Mab = 〈Ma · Mb〉 (A2a)

= q

q − 1

1

|Va| |Vb|
q∑

α=1

〈∑
x∈Va

δσx,α

∑
y∈Vb

δσy,α

〉

− 1

q − 1
, (A2b)

so that each diagonal entry is bounded in the interval
[0,1], while the nondiagonal ones are bounded in the inter-
val [− 1

q−1 , 1]. In terms of these element, we can compute
the mean square magnetization density quadratic form M =
(Mab)a,b∈{A,B,C}:

M =
⎛⎝MAA MAB MAC

MAB MBB MBC

MAC MBC MCC

⎞⎠, (A3)

where we have used the obvious symmetry Mab = Mba.
We can now compute the eigenvalues and eigenvectors of

(A3). The eigenvector associated to the largest eigenvalue will
correspond to the right staggering. As M is a real and sym-
metric matrix, its eigenvalues are real and the corresponding
eigenvectors have real entries and can be chosen to form an
orthogonal basis of R3.

Given the quadratic form (A3), we can compute the suscep-
tibility associated to any linear combination of the sublattice
magnetizations (A1). In particular, if the leading eigenvalue of
(A3) λ◦, and its associated eigenvector is α◦ = (αA, αB, αC ) ∈
R3, then the linear combination

M◦ =
∑

a∈{A,B,C}
αa Ma (A4)

gives the susceptibility

χ◦ = |VBH| 〈M◦ · M◦〉 = |VBH| αt
◦ · M · α◦. (A5)

Note that the normalization is distinct from that of Eq. (22a).
As a check, we can compute the staggering for the zero-

temperature three-state AF Potts model on a triangular lattice
of size L × L. In this case, Maa = 1, and Mab = −1/2 when-
ever a 
= b. The dominant eigenvalue of the quadratic form
(A3) is λ◦ = 3/2, and its associated eigenvector is α◦ =
(1,−1, 0)t . Then 〈αt

◦ · M · α◦〉 = 3/2. Notice that the standard
staggering αst = (1, e2π i/3, e−2π i/3)

t
gives exactly the same

result: 〈M∗
st · Mst〉 = 〈(α∗

st )
t · M · αst〉 = 3/2.

Going back to the five-state BH-lattice AF Potts model,
we focused in the interval v ∈ [−0.952,−0.951]. For each
value of L = 24, 48, 96, we performed 11 MC simulations at
equidistant values of v in that interval. For each one of these
runs, we discarded at least 104 τint MCS, and we took at least
9.5 × 104 τint measures.

We computed the leading eigenvector α◦ of the quadratic
form (A3) for each simulation, and we saw that they behaved
smoothly as a function of v. In order to determine the optimal
value of α◦, we choose v = −0.9513, which is the one clos-
est to the previous estimate of vc = −0.95132(2) [25]. The
numerical results are displayed in Table V.
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TABLE V. For each value of L = 24, 48, 96 and for v =
−0.9513, we display the three components αi of the (unitary) leading
eigenvector α◦ of the quadractic form (A3). The lower row (labeled
“Best”) shows our preferred estimates for αi.

L αA αB αC

24 0.92704 −0.28027 −0.24911
48 0.92674 −0.28117 −0.24919
96 0.92654 −0.28181 −0.24923

Best 0.927 −0.282 −0.249

The results look rather stable as a function of L. As αA/4 ≈
|αB|, |αC |, we could define the staggered magnetization as this
simple linear combination:

M◦ = 4MA − MB − MC . (A6)

It is clear that the most relevant contribution to M◦ corre-
sponds to MA (i.e., the sublattice with vertices of largest
degree, in agreement with previous works [25]). Actually,
what we need is an observable with a large overlap with M◦
(A6). The simplest choice is

M◦ = MA. (A7)

This definition, although is not the optimal one, is expected to
pick up the relevant physics of the system without the tech-
nical programming difficulties of using (A6), and moreover,
it is expected to reduce significantly the CPU time of the MC
simulations. In the main text, we drop for notational simplicity
the subindex ◦.

APPENDIX B: THE GROUND-STATE STRUCTURE

Let us consider the five-state BH-lattice Potts model at
T = 0, and assume that WSK is ergodic for the graphs GBH,L

(see the discussion in Sec. III B, in particular, Fig. 4). In this
Appendix, we are going to consider first the six sublattices
shown in Fig. 3 labeled 1 to 6, so that A = {1}, B = {2, 3},
and C = {4, 5, 6}.

We have computed the corresponding enlarged
mean square magnetization density quadratic form
M = (Mab)a,b∈{1,2,...,6} [cf. (A3) and (A2)]. For the lattice
with L = 96, we performed 8 × 106 MCS, discarded
�2.5 × 104 τint, and took �2.2 × 105 τint measurement.
In this case, the slowest mode corresponded to M2

1. First, we
checked that the obvious symmetries hold:

Mbb = 0.062 344 0(3), b ∈ B, (B1a)

Mcc = 0.060 789 1(9), c ∈ C, (B1b)

M1b = −0.235 129(3), b ∈ B, (B1c)

M1c = −0.232 186(4), c ∈ C, (B1d)

Mbc = 0.061 404 5(6), b ∈ B, c ∈ C, (B1e)

Mcd = 0.060 709 7(8), c, b ∈ C c 
= d. (B1f)

The numerical estimates come from fits to a constant
Ansatz. In each fit, the data points are not statistically inde-
pendent, so we have quoted for each quantity, instead of the
error bar obtained from the fit, the more conservative error bar

TABLE VI. Values of the diagonal terms of the quadratic form
(A3) as a function of L. The row labeled “∞” shows the results
obtained by fitting the data to a biased power-law Ansatz. We also
display the values of Lmin, χ 2/DF, and CL of our preferred fit (see
text).

L MAA MBB MCC

3 0.909(3) 0.1458(3) 0.1178(2)
6 0.8944(9) 0.08327(6) 0.07510(4)
12 0.8900(3) 0.06746(1) 0.06427(1)
24 0.8886(1) 0.063536(2) 0.061577(5)
48 0.88855(5) 0.0625549(7) 0.060906(2)
96 0.88843(2) 0.0623084(3) 0.0607362(8)

∞ 0.88841(2) 0.0622266(3) 0.0606800(8)

Lmin 6 12 6
χ 2/DF 2.84/3 1.97/2 1.37/3
CL 41.7% 37.4% 71.2%

of the individual values (which were approximately constant).
In all fits, there is at least one DF, and we obtain an excellent
value for χ2 � 0.3.

Next, we computed the quadratic form (A3) at v = −1,
taking into account all these symmetries to improve the statis-
tics. We simulate systems with L = 3, 6, 12, 24, 48, 96, and
for each of them, we simulate 106 − 8 × 107 MCS, discarded
at least 3.1 × 103τint MCS, and took 2.8 × 104τint measures.
For L � 24, we increased the statistics to at least 1.1 × 105τint

measures. The slowest mode corresponded to M2
A. The diag-

onal terms of the quadratic form (A3) for different values of
L are given in Table VI. For each diagonal element Maa (with
a ∈ {A, B,C}), we have performed a power-law fit Maa(L) =
M∗

aa + Ba L−ωa . In all cases, we found values of ωa that
agree with ωa = 2 within errors: namely, ωA = 2.0(2), ωB =
1.997(3), and ωC = 2.003(4). Therefore, we have performed
biased power-law fits with ωa = 2. The values of M∗

aa coming
from these biased fits are displayed in Table VI on the row
labeled “∞.” We also show the values of Lmin, χ2/DF, and
CL of our preferred fits.

The diagonal term Maa of the quadratic form (A3) mea-
sures the FM order of the spins within the sublattice a ∈
{A, B,C}. The study of these values provides some insight
on the ground-state structure of our model, as shown previ-
ously in the literature [45,46]. In particular, if the spins in
sublattice a are fully FM ordered, then Maa = 1. Moreover,
if the spins in this sublattice take r = 2, 3, 4, 5 values at ran-
dom, then the corresponding values of Maa are 3/8 = 0.375,
1/6 ≈ 0.16667, 1/16 = 0.0625, and 0, respectively. The last
case corresponds to the spins in sublattice a being completely
uncorrelated.

Looking at Table VI, we see that MAA = 0.88841(3). This
value is close to 1 and more than twice 3/8. We conclude
that the degree-12 sublattice A is almost (but not completely)
FM ordered. On the other hand, the other two diagonal en-
tries satisfy MCC = 0.0606800(8) � MBB = 0.0622266(3) �
1/16 = 0.0625. This means that the spins in the degree-6
sublattice B take very approximately four distinct values at
random, while those in the degree-4 sublattice C are slightly
more disordered.
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These results coincide qualitatively with those presented in
Refs. [45,46] for several quadrangulations and q = 3: the sub-
lattice with vertices of largest degree is the most FM ordered,
and the ordering of the other two sublattices is roughly that of
having q − 1 spin values at random. For these two lattices, the
one with smaller degree is less ordered.

The results for the three-state AF Potts models presented
in Refs. [45,46] could be understood from a theoretical point
of view: the zero-temperature three-state AF Potts model
on any plane quadrangulation has a “height” representation
[57–61]. Once the height mapping is known, the next step is
to find the so-called ideal states: i.e., families of ground-state
configurations whose corresponding height configurations are
macroscopically flat, and maximize the entropy density. The
long-distance behavior of this microscopic height model is
expected to be controlled by an effective Gaussian model,
which can be in two distinct phases. If the Gaussian model
is in its rough phase (or at the roughening transition), then
the spin model is critical at T = 0. On the other hand, if the
Gaussian model is in its smooth phase, then the corresponding
spin model can be described by small fluctuations around the
ideal states. In this case, the model exhibits long-range order
at T = 0. Roughly speaking, the ground state is ordered with
with as many ordered and coexisting phases as the number of
ideal states previously found.

In the five-state BH-lattice AF Potts model, we have found
that sublattice A is almost FM ordered, while the spins in
the other two sublattices take the other four values randomly.

As the spin configurations at T = 0 should have zero energy
(i.e., it should be a proper 5-coloring of the BH graph), there
are many constraints that make the values of Maa slightly
different from the expected values 1 and 1/16, respectively.
Therefore, there are five possible families of ground-state con-
figurations, one for each value taken by the spins on sublattice
A. This behavior is qualitatively the same as the one found
in Refs. [45,46] for three-state models (see also Ref. [26] for
four-state models).

We can therefore describe the ground-state structure of our
model as five coexisting ordered phases. Although we are not
aware of any height representation for this particular model,
we conjecture its existence based on the fact that 5 < qc(BH)
and on a conjecture due to Henley [57] claiming that any AF
Potts model that does not admit a height representation at T =
0 should be disordered at all temperatures T � 0.

To summarize, the low-temperature phase of the five-state
BH-lattice AF Potts model can be well described by five
coexisting ordered phases. As there is obviously a high-
temperature disordered phase, there should be a finite-T
phase-transition point vc. However, we cannot predict from
the above discussion its nature. Finally, if this picture is cor-
rect, then the ground-state structure of the five-state BH-lattice
AF Potts model is identical to that of the corresponding FM
model, so they should belong to the same universality class.
By using universality [7,101, and references therein] argu-
ments in the FM model, we conclude that the transition in
both models should be of first order for any q > 4 [3,5].
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