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Optical Bloch modeling of femtosecond-laser-induced electron dynamics in dielectrics
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A model based on optical Bloch equations is developed to describe the interaction of femtosecond laser pulses
with dielectric solids, accounting for optical-cycle-resolved electron dynamics. It includes the main physical
processes at play: photoionization, impact ionization, direct and collisional laser heating, and recombination.
By using an electron band structure, this approach also accounts for material optical properties as nonlinear
polarization response. Various studies are performed, shedding light on the contribution of various processes to
the full electron dynamics depending on laser intensity and wavelength. In particular, the standard influence of

the impact ionization process is retrieved.
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I. INTRODUCTION

Modern laser technologies provide high-intensity fem-
tosecond laser pulses which open new doors for studies of
laser-matter interaction processes. In case of semiconductors
or dielectric material targets, such laser pulses can be used
to drive the electronic populations in excited states, then
allowing various applications including high-order harmonic
generation [1,2], THz radiation [3-5], material ablation, and
surface texturing [6—8]. Another promising application con-
cerns an initially insulating dielectric material which can be
reversibly driven to a conducting state within a femtosecond
temporal resolution, paving the way to PHz electronics [9]. A
decrease in the pulse duration, together with beam shaping
techniques including utilization of broad spectrum or spa-
tiotemporal chirp, is expected to increase the efficiency of
such applications [10-14].

To support such developments, widely used modeling
approaches, describing the laser-induced electron dynamics
by femtosecond pulses in dielectric materials, currently rely
on optical cycle-averaged electron transition rates [15-18].
These approaches are not well adapted to the present context.
A model accounting for the optical-cycle-resolved electron
dynamics is needed. Such a time-dependent model has to
account for the photoionization and the electron dynamics
in the conduction band where electrons may further absorb
photons and undergo collisions [19]. The latter leads to energy
relaxation of excited electrons toward the lattice, inducing an
energy deposition into the material and subsequent modifi-
cations [20-22]. This model should also be suitable for its
implementation into a Maxwell solver [19,23-26] to describe
the coupled laser propagation and electron dynamics that
generally take place for such physical systems [10,19,26-29].
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A candidate fulfilling previous requirements relies on the
numerical resolution of optical Bloch equations (OBE) where
the time-dependent laser electric field is the input parameter
[23,28]. Nevertheless, the impact ionization process was not
tackled, neither an in-depth treatment of electron collisions
whereas their influence is crucial since they lead to deco-
herence effects and to the laser energy deposition into the
material. On the other hand, kinetic-type descriptions have
been developed, accounting for all main collisional processes
[30,31]. But they generally do not account for the band
structure beyond a single parabolic band and are currently
computationally too expensive for their coupling to a Maxwell
solver. First-principle approaches as time-dependent density
functional theory fully describe the band structure, as well
as the time-dependent interaction [32,33]. However collisions
are not properly described [34,35]. To our knowledge, there
is no model including the following required features to sup-
port above-mentioned developments: time-dependent (cycle-
resolved) laser electric field as input of the model, description
of the band structure, description of collisions, photoioniza-
tion, electron heating in the conduction band, description of
impact ionization, and electron recombination.

The goal of the present work is to propose such a model
which ultimately aims at being implementing into a Maxwell
solver, demonstrate its reliability, and provide a first study
within this framework, exhibiting in particular the role of the
impact ionization which contribution on the electron dynam-
ics within an optical-cycle-resolved approach was never tack-
led to our knowledge. A study describing all interaction pro-
cesses, including laser propagation effects and macroscopic
material response as hydrodynamics and heat diffusion, is out
of the scope of the present work, some results having been
reported in Refs. [21,36—41]. The proposed model describing
the full time-dependent electron dynamics, and including var-
ious material characteristics, is based on OBE. It consists in
solving the Liouville—~von Neumann equation for the density
matrix (Sec. II). A band structure is introduced through a set
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of energy levels. By coupling appropriately those levels, pho-
toionization, impact ionization, transitions in the conduction
band (laser heating), and electron recombination are taken
into consideration. The numerical solution of these equations
for the density matrix provides the time-dependent electron
population for each energy level, allowing one to evaluate the
ionized electron density and the free electron energy density,
as well as both linear and nonlinear polarization responses. In
order to demonstrate the ability of the developed OBE model
to account for main features of the femtosecond laser-induced
electron dynamics in dielectric solids, the widely studied
fused silica have been chosen with both centrosymmetric
and noncentrosymmetric configurations. Since the presented
model is general, material parameters are provided indepen-
dently of the model description (Sec. III). Within this frame-
work, the pure photoionization, the polarization, and the full
electron dynamics are studied in Sec. IV. The reliability of the
OBE approach is demonstrated by the above-mentioned cases
of interest where standard trends are retrieved. Conclusions
and outlooks are drawn in Sec. V. For the reader convenience,
details of the numerical scheme used to solve OBE is provided
in Appendix.

II. OBE MODEL DESCRIPTION

The admitted picture of the electron dynamics induced by
femtosecond laser pulses in dielectric materials is as follows.
The initial photoionization process corresponds to valence
electrons which are promoted to the bottom of the conduc-
tion band through multiphoton absorption or tunneling. The
produced conduction electrons may further absorb photons
through both direct transitions to excited states with higher en-
ergy or phonon-, ion-, or electron-assisted collisions [16,42].
Electron collisions with other particles, without involving
photon absorption, may also take place. That first leads to a
change in the electron energy distribution. Second, diffusion
processes induce a decoherence between the electron and the
laser electric field due to momentum exchange, which is here-
after referred to as coherence loss [43]. Finally, conduction
electrons may recombine to the valence band.

The OBE are constructed from the Liouville-von Neu-
mann equation which describes the time evolution of a quan-
tum system using the density matrix formalism. To include
impact ionization and various relaxation processes taking
place in laser irradiated dielectric materials, the equation
driving the evolution of the density matrix, p, reads [23,26]:

ap = LP)+ Ge(P) + Gimp(P), (D

where [Z(,b) is the so-called Liouville-von Neumann operator
accounting for direct laser-induced transitions. The operators
_C’;r(fo) and _C';imp () introduce the electron relaxation (i.e.,
recombination and coherence loss) and impact ionization,
respectively. The numerical scheme developed to solve the
present OBE model given by Eq. (1) is presented in Appendix.
It conserves the matrix trace, i.e., the total number of elec-
trons. It has been checked in numerical simulations.

Note that in Eq. (1), the term including Vi, where Kk is the
wave vector, has been removed in order to develop a compu-
tationally efficient approach well suited for its coupling with
a Maxwell solver. The present model thus does not include

the dispersion relation of bands. For the ionization process,
it implies that resonant conditions (band gap is a multiple of
the photon energy) should be used for which main electron
transitions take place in the center of the Brillouin zone.
Regarding the electron dynamics in the conduction band, the
Vi term accounts for intraband transitions and can play a role
in general [44,45]. However interband transitions is expected
to be the main process leading to high-energy electrons able
to induce impact ionization, so that only these transitions are
considered within the present goal to highlighting the ability
of the present OBE to correctly describe the impact ionization.

A. Liouville-von Neumann operator

The Liouville-von Neumann operator £(p) is given
by [23]:

AL i i oA oA
L(p) = —E[H,p]=—£(Hp—pH), 2
where H (¢) is the electron Hamiltonian which reads:
Hit)=Hy+ V(). €

The unperturbed Hamiltonian Hy is modeled as a diagonal
matrix which elements are the energy levels of the electronic
system. We consider a finite number N of allowed energy
levels in the conduction band. The corresponding index for
each state is j with 0 < j < N. Depending on the material
properties (defined in Sec. III), the valence band contains one
single level with the index j = 0, or two energy levels (with
almost the same energy) with indexes j = —1 and j = 0. For
example, in case of one valence band state, the unperturbed
Hamiltonian reads:

Ehb 0 O 0

X 0 E 0 0
Hy = ) . “4)
0 0 . 0
Eeb 0 0 Ey

The levels in the conduction band have been chosen assuming
two adjacent states are resonantly bridged by one photon, i.e.,
assuming the density of states is large enough to always fulfill
resonant conditions [16]. These energy levels thus read:

Ej = Eg+ (j — Dhay, ®)

where fiw, is the photon energy of the incident light and E, is
the band-gap energy of the considered material.

The energy of the highest level, j = N, is chosen such that
the impact ionization process fulfills the energy conservation
[16]. For the sake of simplicity, we assume that the electron
mass in both valence and conduction bands is the free electron
mass, and the contribution of the ponderomotive energy is
neglected, leading to:

3
Ey —E; >~ EEg' (6)
The number of levels in the conduction band then is
3/2E
N=1+ {uJ )
ha)o

where |x] is the floor function (maximum integer that is less
or equal to x).
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The interaction Hamiltonian V in Eq. (3) is calculated
with the electric dipolar approximation in the length gauge
as follows:

V(1) = —eF (O, ®)

where e is the elementary electric charge, F(¢) is the laser
electric field, and [ is the dipolar transition matrix (which
is Hermitian). Its elements reads w;; = (¢;|x|¢;), where |¢;)
is the quantum i state, and x is the position operator. Within
the present approach, since the explicit expression of wave
functions is unknown, each dipolar matrix element is a free
parameter to be set (see Sec. III). Note that depending on the
state, the wave function may exhibits a well-defined parity
[p(—=x) = ¢(x) or p(—x) = —@(x)] or not. Then w; =0 or
wii 7 0, respectively.

B. Relaxation operator

Two relaxation processes are considered in Eq. (1), namely
recombination (Qrec) and relaxation of coherence (gwh)

Gr(®) = Gree(®) + Geon (D). ©)

The electron recombination process is introduced as a decay
of conduction electrons to the valence band on the timescale
of ... The equations describing the recombination process in
case of one valence band level are as follows:

for1 < j <N,

at:Oj,j = _pj,j/frec»

Grec(p) =
* P00 = Y1y Pj.j/ Trec-
(10)

If there are two valence band levels with similar energy, then
conduction electrons recombine indifferently to any of these
two levels.

The coherence loss due to electron collisions is modeled
by an exponential decay of the off-diagonal density matrix
elements [43]:

Geon(P) = {00jk = —pjk/Teon,  Tor j #k, an

where 7., 1S the coherence-loss characteristic timescale.

C. Impact ionization operator

The impact ionization operator in Eq. (1), ,C';imp, describes
how the collision of an electron in the highest conduction band
level with a valence electron results in both electrons into the
lowest conduction band level, through energy transfer. The
corresponding equations in case of one valence band level
read:

. 0 PN.N = —PNN/Timps
Gimp(D) = {9 01,1 = 20NN/ Timp> (12)
ar,OO,() = _pN.N/Timpa

where Ty, is the characteristic impact collision timescale. In
case of two valence band levels, each state contributes equiv-
alently to the impact ionization process (with the previous
collision timescale).

III. MATERIAL DESCRIPTION

As a wide application of the present model, we consider
two dielectrics with characteristic parameters similar to silica:
E, =9 eV, an initial density of neutral atoms Ny = 2.2 X
1022 cm ™3 [46], Tree ~ 150 fs [47,48], Timp ~ 1 fs [45], and
Teoh ~ 1 fs [49]. To further illustrate the model ability to
account for material properties, the first material is centrosym-
metric (like fused silica) and the other is noncentrosymmetric

(like quartz).
For the centrosymmetric material, two valence band levels
are considered, namely j = —1 and j = 0, separated by an

energy AE_; o < E,. In practice we have chosen AE_; o =
0.01 eV which is much smaller than the photon energy and
the band gap. The wave functions associated to a given
valence energy level are assumed to have a well-defined parity
(valence electrons are considered as described by a bound
atomic state with a given orbital), hence u;; = 0. Both the
elements p_j =2 A and o1 = 0.5 A have been set in
order to retrieve the Keldysh ionization rate at /iwo = 1.5 eV
[15]. Since each conduction level does not have a well-defined
parity (assuming conduction electrons may be described by
plane waves), each valence level is bridged to any conduction
state. In practice we set:
E, — E |

Hijs1 = Kjs1,] = Mo,lm, (13)
where [ = 0, —1. The transitions in the conduction band,
accounting for the laser electron heating, are allowed between
all states. However, the larger the energy difference, the lower
the transition probability. To account for this fact, by consid-
ering conduction electrons as plane waves, the conduction-
conduction matrix elements may be approximated by:

1
Mjk = Mk j = ICB B~ Eal (14)
where j > 0, k > 0, and j # k. pucg is set to 0.45 eV A in
order to account for standard one-photon absorption cross
section in the conduction band [16].

For the noncentrosymmetric material, only one valence
level is considered with a wave function that does not have a
well-defined parity, leading to (19,0 # 0. As previously, it is set
to 2 A to retrieve the Keldysh ionization rate. The transitions
from this valence state to conduction levels is described as
previously, i.e., matrix elements are given by Eq. (13) with [ =
0. Regarding transitions in the conduction band, the model is
similar to the centrosymmetric material.

Finally, it is worth noting that these values of the transition
matrix element are reasonable in the sense that they are in the
Angstrom range corresponding to the expected value of the
quantum position operator in solids. They allow one to catch
the main physical mechanisms and account for the main trends
for the laser-induced electron dynamics in dielectric materials.
Slight variations of the above parameters do not change the
forthcoming conclusions.

IV. RESULTS AND DISCUSSION

Based on the previous descriptions, this section is devoted
to the numerical predictions of the OBE and their analysis. In
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order to highlight the various physical processes at play and
the capability of the present approach, various configurations
are considered. First, in Sec. IV A, only the photoionization
mechanism is allowed by using two or three energy lev-
els to account for centrosymmetric or noncentrosymmetric
materials. Such a configuration allows one also to evaluate
the material polarization response as presented in Sec. IV B.
Finally the full electron dynamics, where the conduction band
is described by a set of states, is addressed in Sec. IV C.
To analyze the results, the physical quantities of interest are
the produced electron density in the conduction band, and its
energy density. The conduction electron density is estimated
as the probability of finding an electron in the conduction band
weighted by the initial density of valence electrons, Ny:

N
Ne(t) =No Y pj (1. (15)

j>0
The ionization degree is defined as Z = W, where 1 is

the instant when the laser pulse ceases. The Tnitial condition
for noncentrosymmetric materials (the valence band only
consists of one energy level j = 0) is pg o(t = 0) = 1. In the
case of a centrosymmetric material, the two energy levels
j=—1and j = 0 are initially filled as p_; _;(t = 0) = po,0
t=0)=1/2.

The time-dependent
calculated as:

electron energy density is

N
Ucs(®) = Y No(E; — E1)pj (1), (16)

j>1

where E; is the energy associated to the lowest level of the
conduction band (which associated kinetic energy is zero).
Note that Ucg is evaluated by only accounting for transitions
in the conduction band (j > 1), i.e., the absorbed energy
during the photoionization process is not considered.

For all configurations, the laser electric field is chosen
to be

F@t)=Fo sin’ (rt /79) sin (wot ), (17

where wg, 79, and JF( are the laser frequency, the pulse
duration, and the amplitude, respectively. The laser intensity
is defined as Iy = gyc¢ ]-'02 /2, where c is the speed of light and
&o is the vacuum permittivity. We consider a laser pulse with
7o = 70 fs, a photon energy 7wy varying from 0.6 to 3 eV, and
peak intensities Iy going from 1 TW /cm? up to 500 TW /cm?.

A. Photoionization

The aim of this section is to evaluate the produced free
electron density only induced by the photoionization process.
We thus consider only two or three levels (one conduction
level) to account for centrosymmetric or noncentrosymmetric
materials. We emphasize that relaxation and impact ioniza-
tion processes are not included here. Figure 1 presents the
ionization degree as a function of the laser intensity for
centrosymmetric and noncentrosymmetric materials and for
several photon energies. The multiphoton absorption behavior
(i.e., Z o< IX, where K is the number of absorbed photons) is
retrieved for hwy = 3, 1.5, 1 eV for not too high intensities

1013 Lot
Iy (Wem™2)

FIG. 1. Ionization degree as a function of the laser intensity
for noncentrosymmetric material (solid curves) and centrosymmetric
material (dashed curves) for several photon energies: fiwy = 3.0 eV
(blue), 1.5 eV (red), 1.0 eV (orange), and 0.6 eV (violet).

[a power-law fit provides K = 3,6, 9, respectively, which
corresponds to the energy conservation K = E,/(liw)]. For
higher intensities, the perturbative conditions do not longer
stand, leading to a departure of the power-law behavior
as observed in Refs. [26,44]. For hwo = 0.6 eV, the be-
havior of Z is different, where in particular a power law
with a large exponent is not observed. In that case, for
low intensities, the ionization process is driven by the high
frequencies of the laser spectrum (not the central frequency
wp) which leads to a smaller multiphoton order [50]. The
intensity increasing, the nonperturbative regime is quickly
entered without a clear signature of the standard multiphoton
absorption. Note that by taking another value of the transition
matrix element only results in different absolute values of
the produced electron density, while the overall behavior with
respect to the intensity remains the same.

These results have also be compared to predictions of the
Keldysh model (results not shown). The main discrepancy
between both approaches is related to the wavelength depen-
dence. For a given laser intensity, the OBE model predicts
larger variations with the photon energy than the Keldysh
theory. This is due to the description of the band structure.
By including a dispersion relation for the bands, the Keldysh
theory allows transitions out of the center of the Brillouin
zone with various possible multiphoton order [15,51]. Thus
changing the photon energy does not fully modify the quan-
tum ionization paths. In case of OBE with flat bands, only
one multiphoton order is involved. A change in the photon
energy thus modifies the multiphoton order, and thus changes
significantly the ionization rate. It is worth noting that for
application purpose, the value of the dipolar matrix element
can be adapted to account for any transition contributions out
of the center of the Brillouin zone.

B. Nonlinear polarization response

This section is devoted to the polarization response of the
material. Despite it is well-known that the OBE is able to
account for this physical quantity [1,52-55], the present goal
is to shed light on the ability of the present OBE model to
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account for the electron dynamics where specific material
properties can be introduced, including material symmetry.

For that purpose, two examples are considered. For the
first case, two VB levels (j = —1,0) and one CB level
(j = 1) with well-defined alternating parities as an example
of centrosymmetric material. The dipole transition matrix [t
then is as follows:

0 H-1o O

o, —1 0 0,1
0 1,0 0

The transition between the VB level (j = —1) and the CB
level is forbidden due to the same parity of these levels,
i.e., the corresponding transition matrix element is zero. The
allowed transitions between each pair of levels with the
well-defined opposite parities is expected to only induce odd
number of photons due to momentum conservation rule. For
the second case, we consider one VB level (j = 0) and one
CB level (j = 1). The VB level is chosen not to have a well-
defined parity as an example of noncentrosymmetric material.
The dipole transition matrix ft then is as follows:

Ho,0  Mo,1

mio 0 |
It follows that both odd and even polarization responses are
expected.

The time-dependent polarization response is obtained by
calculating:

P(1) = NoTr{eir [p — p(0)]}, (18)

where N, is the density of neutrals. The initial condition
is P(t < 0) =0, which ensures the causality of the model
[56,57]. In order to highlight the nonlinear optical response,
a normalized polarization power spectrum is defined as:

_ POl
| F{P(t)}wo)*

where F{P(t)}(w) denotes Fourier transforms. Figure 2 shows
S(w) induced by a 70-fs laser pulse at fiwy = 1.5eV, and
with various electric field amplitudes. The top and bottom
graphs correspond to the previous three-level and two-level
systems, respectively. For the three-level system, as expected,
the polarization spectrum consisting of only odd harmonics
due to the system symmetry, whereas both odd and even
harmonics are generated with the two-level system. Figure 2
shows that the harmonics cut-off has a linear dependence
on the incident electric field amplitude, which agrees with
other works where the OBE were used for HHG simulations
[54] and experiments [58]. Particularly, as in Ref. [58], the
harmonics spectrum has well-pronounced maximum at the
band-gap energy E,. In general, the structure of the level
system affects the HHG cut-off, i.e., in case of multilevel sys-
tems, several cut-offs in the HHG spectrum can be observed
[54,59,60]. The present results also exhibit such a behavior.

S(w) (19)

C. Full electron dynamics and energy deposition

Here the full OBE model presented in Sec. II is used,
including both photo- and impact ionization, electron heat-
ing, and recombination. The material modeling is done as

w/w()
25 x10'° -
N B B B Bl Gl Sl Bl 1
| | L
B
2
=215
<
E:
ST
|
0.5
0 5 10 15

w/wy

FIG. 2. Polarization spectrum induced by a 70-fs laser pulse at
hiwy = 1.5eV, and with various electric field amplitudes. The plotted
quantity is log (|S(w)|?/|S(wo)|?). (a) Material is described by a
three-level system and by (b) two-level system (see text for details).

described in Sec. III, taking as many levels in the conduction
band as necessary to allow impact ionization depending on the
photon energy [see Eq. (7)]. A noncentrosymmetric material
is considered here for illustration purpose, and the photon
energies are fiw = 3, 1.5,0.6 eV.

Figure 3 shows the temporal evolution of both electron
density and energy density for the three photon energies.
In each case, three calculations have been performed to ex-
hibit the influence of various processes: Only the Liouville—
von Neumann operator is included (dotted blue curves), the
same description with the coherence-loss process in addition
(dashed red curves), and the full electron dynamics including
all processes (solid black curves). In perspectives of applica-
tions of the present work to material modifications, the laser
intensity has been set to obtain a deposited energy density
of roughly 2 kJ/cm? at the end of the interaction (when
full model is used), so that the intensity changes depend-
ing on the photon energy. Such an energy density corre-
sponds to laser-induced damage threshold [18]. This criterion
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FIG. 3. Temporal evolution of [(a), (c), and (e)] the ionization degree N, /Ny and [(b), (d), and ()] the energy gained by CB electrons Ucp
as predicted by the OBE model. Laser parameters are [(a) and (b)] /iwg = 3 eV and I, = 2.0 x 10'* W/cm?, [(c) and (d)] fiwy = 1.5 eV and
Iy = 1.3 x 10" W/cm?, and [(e) and (f)] /iwy = 0.6 eV and Iy = 2.15 x 10'* W/cm?. The intensity evolves with the photon energy to reach
2 kJ/cm? at the end of the pulse, corresponding to a threshold for material modifications (see text).

results in laser intensities of 2 x 103 W/cmz, 1.3 x 104
W/cm?, and 2.15 x 10" W/cm? for hw = 3,1.5,0.6 eV,
respectively.

The evolutions of the electron density are first analysed.
Regarding the case fiw = 3 eV [see Fig. 3(a)], whatever the
modeling configuration, the three curves exhibit the same
shape: it consists of a monotonic increase in average as a
function of time which mimics the intensity profile. Early and
late in the pulse, the density variations are small, variations

being the largest when the laser intensity is the highest, i.e., for
times around 35 fs. This behavior corresponds to a standard
evolution driven by photoionization [26]. In addition to this
averaged behavior, oscillations of the density take place with
a period of time corresponding to the period of an optical
cycle. That corresponds to reversible ionization where the
electron goes back and forth between valence and conduction
bands as driven by the laser electric field, accounting for
a classical electron dynamics [26]. The influence of loss
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of coherence and impact ionization should be to increase
the electron density but it remains negligible. Despite elec-
tron heating takes place (because eventually 2 kJ/cm? are
absorbed), this is the signature that electrons do not reach
high-enough energy states to induce impact ionization. In the
case hwy = 1.5 eV [see Fig. 3(c)], each process contributes
to the ionization. In the case where only the Liouville—von
Neumann operator is included, the same behavior as the
hwy = 3 eV case is retrieved with only a higher amplitude
for back-and-forth oscillations. That increase in this amplitude
is consistent with the laser-induced classical dynamics of
electron for which velocity scales as w;, ! Despite an intensity
one order of magnitude larger than in the /iwg = 3 eV case,
the final density is around 4 times less due to the largest
multiphoton order. When the coherence loss mechanism is
switched on, the overall density is increased. When valence
electrons are transferred into the conduction band, they may
undergo collisions with phonons resulting in breaking their
coherence with the laser electric field so that they no longer
come back to the valence band. When the possibility of
impact ionization is included in the model, the overall density
is further increased. In that case a large-enough electron
density reaches energy levels allowing this process. Going to
hwy = 0.6 eV [see Fig. 3(e)], the overall behavior is similar
to the case hiwy = 1.5 eV. The only major difference is the
increased period of oscillations which is consistent with the
decrease in the photon energy. These results demonstrate that
the present OBE model is able to describe the impact ion-
ization process, and provides the expected dependence with
respect to the laser wavelength: The longer the wavelength,
the more probable the impact ionization. This behavior is
consistent with standard approach as the Drude description
where the electron heating is the most efficient for long
wavelengths.

Now the evolution of the energy density is addressed [see
Figs. 3(b), 3(d), and 3(f)]. Whatever the considered photon
energy, the overall behavior of the energy density mimics the
evolution of the electron density as expected. However, the
influence of the impact ionization is different depending on
the photon energy. For fiwy = 3 eV [see Fig. 3(b)] where
the impact ionization process is not efficient, resulting in a
negligible increase in the electron density compared to the
pure photoionization configuration, its influence is to decrease
the energy density. Each impact ionization event results from
a single high-energy electron to two low-energy electrons. In
addition within the present conditions, the laser heating is
not sufficiently efficient to subsequently increase the overall
energy. For iwy = 1.5 eV [see Fig. 3(d)] and Ziwy = 0.6 eV
[see Fig. 3(f)], the impact ionization process results in an
increase of the energy density compared to the model only
including the photoionization process. In these configurations
the loss in energy due to the impact ionization is compensated
by a more efficient laser heating.

As a final comment regarding the temporal evolution of
the electron energy density, we observe it also exhibits os-
cillations (mimicking those of the electron density). This
behavior is due to the fact that a time-dependent approach
is used, which departs from more standard modeling as the
Drude approach or the one of Rethfeld [16] which predict a
monotonic increase in the energy density with respect to time.
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FIG. 4. Temporal evolution of (a) the ionization degree N,/Ny
and (b) the energy gained by CB electrons Ucp as predicted by a
model based on multiple rate equations [16]. The laser parameters are

hwy = 1.5 eV and Iy = 1.3 x 10" W/cm?. The intensity has been
chosen such that Ucg ~ 2 kJ/cm? at the end of the pulse.

This trend is due to the fact that these classes of approach
rely on a temporal average over a few optical cycles for ev-
ery process including photoionization [15] and laser-induced
electron dynamics in the conduction band [16]. Figure 4
shows both electron density and energy density for hwy =
1.5eVand Iy = 1.3 x 10'* W/cm?, as predicted by Rethfeld
model [16], which indeed evolve monotonically with respect
to time. Within this approach the photoionization is described
by the Keldysh expression, and the electron dynamics in
the conduction band is described by a set of rate equations
coupled by a one-photon absorption process which amplitude
is provided by a constant cross section. Note that in this
case of 70 fs pulse with a relatively large number of optical
cycles, the average over a few optical cycles of the curves
predicted by the full OBE model allows us to retrieve the
behavior predicted by the Rethfeld approach, which further
validate the present OBE model (similar trends are obtained
for the other photon energies). In case of few-cycle pulses, as
expected the comparison between results of OBE and multiple
rate equations no longer stands (results not shown) because
the assumption of averaging over optical cycles breaks. The
description of the electron dynamics in such an extreme con-
dition thus requires a time-dependent model as the proposed
OBE one.
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V. CONCLUSION

In order to describe the time-dependent electron dynamics
in dielectric materials induced by femtosecond laser pulses, a
model based on optical Bloch equations has been developed.
Through the introduction of an appropriate set of energy
levels mimicking the band structure of dielectric materials, the
present approach includes a description of photoionization,
electron heating in the conduction band, impact ionization,
collisions in the conduction band, and electron recombination.
The reliability of this approach has been assessed by studying
various physical quantities. First, the evolution of the density
of the conduction electrons with respect to the laser intensity
in case of pure photoionization has been studied. By changing
the wavelength, we have shown that this model is able to
account for the multiphoton absorption in the perturbative
case, i.e., not too high intensities. For intensities in excess
of 10'* W/cm?, the tunneling regime is entered leading to a
saturation of the ionization rate with respect to the intensity.
Second, the evaluation of the polarization has been provided.
Its Fourier transform confirms that harmonic generation is
well described up to high orders. In particular, it is demon-
strated that properties of symmetry of the material lattice can
be included: Only odd harmonics are generated by imposing a
centrosymmetric structure. Finally, the full electron dynamics
has been studied. The temporal evolution of the density of
conduction electrons clearly exhibits the ability of this model-
ing to describe the time-dependent electron dynamics driven
by the oscillating electric laser field. The electron energy
density is shown to follow such a behavior. The influence
of the impact ionization is also retrieved, demonstrating the
ability of the present model to account for this key process.
As expected, the lower the photon energy, the larger its
contribution.

Overall, the present modeling describes all expected be-
haviors regarding the laser-induced electron dynamics in case
where all main collisional processes are included. This ap-
proach thus provides a theoretical baseline well adapted to
describe accurately the electron dynamics driven by fem-
tosecond laser pulse. Such an approach is well adapted to
be introduced in a Maxwell solver to describe the coupled
electron-pulse propagation dynamics (see Appendix). Such a
coupling will allow one to provide accurate predictions of the
energy deposition in dielectric materials. It may thus provide
a step forward for numerically designing experiments and
applications.
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APPENDIX: NUMERICAL RESOLUTION OF OBE

In the context of finite-difference time-domain (FDTD)
Maxwell-Bloch simulations, the OBE are coupled to a
Maxwell solver, e.g., the Yee scheme [61]. In this section, we
present the numerical scheme used in this paper to solve OBE
equations and which can be easily integrated into such FDTD
algorithms.

Let us consider that the electric field E(¢) is known, in
general from the Maxwell solver and particularly in this paper
from Eq. (17), at the discrete instants {f, = nAt}, where At
is the time step and n > 0. This instants will constitute the
primal temporal grid. At these primal instants the Hamiltonian
is fully known according to Egs. (3) and (8):

A(t,) = Hy — eF (t,) . (AL)

FDTD codes usually update alternatively the electric field
F (t) and material response variables [i.e., the electron density
N,(t) and the current density J(#)]. In consequence, we need
to construct a numerical scheme allowing us to compute
p at the discrete instants {f,_i, =1, — At/2}, which will
constitute the dual temporal grid. All the material response
variables can be computed from the density matrix. We shall
use the notation p,_1,> for the numerical computation of the
density matrix at dual instant #,_;,;. For centrosymmetric
material, we impose as initial condition that all the two VB
levels are equally populated and that all the N CB levels are
completely depleted:

100 0 0
0 1 0 0 o0
pp=|0 0 0 0 0 (A2)
00 0 . 0
000 0 0

During each update step, in order to calculate p,1/> from
Pn—1/2 and H(1,), each of the operators in Eq. (1) is treated
separately following the Strang splitting approach [62]. We
seek a second-order accurate scheme at every iteration and,
since the numerical cost of applying the relaxation operators is
considerably smaller than applying the Liouville-von Neum-
man operator, we update the density matrix in seven substeps
as follows:

A AAL2 A
pl‘t+1/2 - Grec/ (,On—l/z),

/A’,(zi)l/z = GiAnféz (f’r(11+)1/2)v

'6511)1/2 = GcA‘fh/z (br(j-)l/Z)’

'br(lj-)l/Z =L (ﬁr(i)l/z’ H()),

f)r(li)l/z = G(:Aoth/z['alg?l/Z]’

f)r(li)l/z = Gﬁfﬁﬁ(ﬂ)l/z]’

Prriz = Gl? [P ): (A3)
where G4 is the discrete recombination operator

acting over Atr, G2

imp 18 the discrete impact-ionization

operator acting over Af, (A}CAO’ is the discrete coherence-loss
operator acting over At, and L2' is the discrete Liouville—von
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Neumann operator acting over Af. In order to preserve the
properties of the density matrix over the simulation time
span, the discretization of the ensemble of operators during
each update step must constitute a completely positive trace
preserving (CPTP) map [63,64]. In order to have a CPTP
splitting in Eq. (A3) and thus obtain numerical solutions
compatible with physics, we must assure that all the discrete
operators (namely, G4, GiAnfp, GA1, and LA") are CPTP [65].

In case of two VB levels, the recombination operator
introduces recombination process from each CB level to each
VB level (k =0, k = —1) with the same characteristic time
scale T, similarly to the case of one VB [Eq. (10)] and is
discretized as follows:

0
Gar(p)= D> GAL(D),

(A4)
k=—1
where
. . Pjj = Pjj— Apjjs for j >0,
Gt (D) = e (AS5)
Pk = Pk + D=1 Apjj,
— At/ Tree

where Ap; ;i =(1—e )pj,;j is the decay in the electron
population in the jth CB level over the time Ar due to
recombination transition to the kth VB level. It is straight-
forward to verify that this discretization of the recombination
operator conserves the trace and the positivity of the diagonal
elements of p.

Following Eq. (12), the impact-ionization operator acting
over a time Ar on a system with two VB levels is discretized
as follows:

PNN = PNN — Zzz,l APk ks

ANL A\

Gimtp(/o) =3 oL1=p11+ 22:,1 2 Apyk,

Pk = Prk — APk fork <0,
(A6)

where, here, A py ; represents the decay in the electron popu-
lation of the kth VB level and is given by:

Apix = min{p g, (1 — e 2/Tm)py v}, (A7)

The introduction of the min-function in Eq. (A7) when
computing A py  ensures the preservation of the nonnegative-
ness of all VB levels: pg; = 0 for —1 < k < 0.

The discretization of the coherence-loss operator, given by
Eq. (11), acting over a time At, is the following:

Gon (D) = {pjx = e A/%n p, . for j # k, (A8)

which preserves all the properties of density matrix p.

There are several possibilities of obtaining a CPTP discrete
Liouville-von Neumann operator, such as the Crank-Nicolson
approach [66,67], Runge-Kutta methods [68-70], and the
matrix exponential approach [26,65]. The latter technique is
chosen in this paper because it adapts well to the alternatively
updating nature of FDTD codes. Assuming that during the
time interval [#,_1/2, ty41,2] the Hamiltonian in the Liouville—
von Neumann operator is time-independent and equal to A (¢,,)
given by Eq. (Al), then the exact solution to 9,p = L)
reads:

p(t) =H{) puo1p Ht)T, (A9)

where the #(¢) is the following matrix exponential:

H(t) = exp [—%mtﬂ) (- rnm)}. (A10)

Since H(t,) is real and symmetric in our paper, )t
reduces to H(t)* in Eq. (A9). Therefore, discretization of
the Liouville-von Neumann operator in Eq. (A3) reads as
follows:

LYp,Hy={p=HpH", (Al1)

where

H = H(At, H) = exp [—%Hm], (A12)
which is CPTP because it is an exact solution of the Liouville—
von Neumann equation. In practice, since the numerical
calculation of matrix exponentials requires high computa-
tional ressources [71], we can use a second-order accurate-
in-time approximation of Eq. (A12) provided that the norm
| —iH At/R| < 1 for a time step At being sufficiently small.
The approximation that we use in this paper, which is CPTP,
reads as follows [26]:

exp [—%Hm] ~T(TH '+ 0AP, (A13)
where
A . iAt
T=i-2lg, (A14)
2%

and [ is the identity matrix. Thanks to the approximation
(A13) only one matrix inversion and two matrix conjugations
are computed at each time iteration.

Finally, we compute the material response variables from
the density matrix at the dual instants. The electron density
can be easily calculated thanks to Eq. (15):

N

Ne(tnt12) = No Z Pj,jtnt1/2)-
Jj>0

(A15)

And the polarization response is calculated accordingly to
Eq. (18):

P(tn172) = NoTr{eft [p(tat12) — p(O)]}. (Al6)

The current density is then computed as a time derivative
of the polarization response :

i [H()+H(u) ,
J(tu12) = NOTr{_EeM[fHPn+I/2

+ el’lgArec(/’}n+1/2) + eﬂg,\coh(lbn+l/2)

+ eﬂGimp(ﬁHl/z)}. (A17)
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